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TRANSMISSION AND REFLECTION OF ELECTROMAGNETIC
WAVES IN RANDOMLY LAYERED MEDIA

JOSSELIN GARNIER † AND KNUT SØLNA ‡

Abstract. In this paper the reflection of an obliquely incident electromagnetic wave on a ran-
domly layered multiscale half-space is analyzed. By using homogenization and diffusion approxima-
tion theorems it is possible to get a complete description of the reflectivity of the random half-space
that depends on the effective reflectivity of the interface and on the random reflectivity of the bulk
medium. Particular attention is devoted to the characterization of the Brewster anomalies that
correspond to small or even zero reflectivity. It turns out that the interface reflectivity and the
random medium reflectivity as functions of the incidence angle may both possess Brewster angles
that minimize or even cancel them, but these two angles are in general different.
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1. Introduction Wave propagation in randomly layered media has been the
subject of many papers in the last forty years, especially in the regime of separation
of scales as introduced by George Papanicolaou and his coauthors [2, 4, 5, 15, 11].
It turns out that localization appears as a universal phenomenon, which implies in
particular that a wave cannot propagate through a randomly layered medium beyond
a critical distance called localization length and it is therefore completely reflected.
However in some special situations it may happen that the localization length di-
verges. This phenomenon occurs for vector waves such as electromagnetic waves and
it was first predicted in [17] and then confirmed by several other papers [1, 10, 13, 14].
In our paper we reproduce the original result and extend it by considering multiscale
random media and by using the more recent asymptotic techniques presented for in-
stance in [6]. In particular we deduce that multiscale random media, with fluctuations
at the scale of the wavelength and at smaller scales, may produce a more complex
picture, and that there may be a non-trivial interplay between the interface reflectiv-
ity (between the homogeneous half-space and the randomly layered one) and the bulk
medium reflectivity. It turns out that both reflectivities have Brewster anomalies,
corresponding to vanishing reflectivities, but not at the same angle in general. As
a result, it is usually not possible to achieve zero reflection by a randomly layered
medium. These results could find applications to wave propagation through foliage
[7, 8] in which Brewster anomalies are sought for deeper penetration.

The paper is organized as follows. In Section 2 we introduce the model and iden-
tify the scales present in the problem. Then we transform the governing equations
and identify the mode decomposition that is useful for the analysis in Section 3. We
study the reflection and transmission problem for small propagation times and dis-
tances in Section 4. For this case we then identify Brewster anomalies for the effective
(homogenized) interface problem. We consider the situation with large propagation

∗This work is partly supported by AFOSR grant # FA9550-11-1-0176 and by ERC Advanced
Grant Project MULTIMOD-267184.
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2 Electromagnetic Waves in Randomly Layered Media

times and distances in Sections 5-6, where we then can discuss Brewster anomalies
for the localization problem.

2. Maxwell’s equations for electromagnetic waves in a multiscale ran-
dom medium We consider electromagnetic waves propagating in a three-
dimensional medium with heterogeneous one-dimensional random fluctuations.
Maxwell’s equations for the electric field E(t,x,z) and the magnetic field H(t,x,z)
are

∇×E=−µ0∂tH, (2.1)

∇·(ε(z)E) = 0, (2.2)

∇×H=σ(z)E+ε(z)∂tE, (2.3)

∇·(µ0H) = 0. (2.4)

Here we denote the spatial variable by (x,z), with x= (x,y)∈R2.
We consider the high-frequency regime in which the propagation distance is larger

than the wavelength. The medium has two scales of variations: rapid and strong fluc-
tuations (with a correlation length smaller than the typical wavelength) and slow and
weak fluctuations (with a correlation length of the same order as the typical wave-
length). We also take into account small dissipative terms that can be homogeneous
or heterogeneous.

We consider in this paper the situation in which a wave coming from the homoge-
neous half-space z<0 is impinging on an heterogeneous half-space z>0. We denote
the medium permittivity in the half-space z<0 by ε0. The medium parameters are:

ε(z) =

{
ε0 if z<0,

εr
(z
δ

)
+
√
δεw(z) if z>0,

(2.5)

σ(z) =

{
0 if z<0,

δεd
(z
δ

)
if z>0,

(2.6)

where δ is a small dimensionless parameter that characterizes the scaling ratios be-
tween the different types of fluctuations and the typical wavelength which is our
reference length scale of order one. The random processes εr(z) and εw(z) model the
fluctuations of the permittivity of the medium. εr(z) models rapid and strong fluctua-
tions, εw(z) models slow and weak fluctuations. The random process εd(z) models the
dissipation, which has small amplitude and may be constant or spatially fluctuating.
We assume that these processes are bounded, stationary, and that they satisfy strong
mixing conditions. For simplicity we also assume that they are independent.

We shall refer to waves propagating in a direction with a negative (resp. positive)
z-component as left-going (resp. right-going) waves.

For illustration we will consider two particular models for the random process εr.
Model I (binary medium). The first model is a binary medium made of two

materials with permittivity ε0 and ε1. The lengths of the elementary intervals (over
which the permittivity is constant) are independent. The lengths of the intervals of
material 0 are distributed with the exponential distribution with mean lc/α. The
lengths of the intervals of material 1 are distributed with the exponential distribution
with mean lc/(1−α). Here lc>0 and α∈ (0,1). At z= 0 the medium is made of ma-
terial 0 with probability 1−α and of material 1 with probability α (see Figure 2.1a
for a realization).
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The process (εr(z))z≥0 is a Markov process with state space {ε0,ε1} and with in-
finitesimal generator:

LIf(ε) =
[
− α
lc
f(ε0)+

α

lc
f(ε1)

]
1ε0(ε)+

[1−α
lc

f(ε0)− 1−α
lc

f(ε1)
]
1ε1(ε), ε∈{ε0,ε1},

whose adjoint is

L∗I p(ε) =
[
− α
lc
p(ε0)+

1−α
lc

p(ε1)
]
1ε0(ε)+

[α
lc
p(ε0)− 1−α

lc
p(ε1)

]
1ε1(ε).

The unique invariant probability measure (that satisfies L∗I p= 0) is p(ε0) = 1−α and
p(ε1) =α. Starting from this probability measure, the process is stationary, and the
volume fraction of material 1 is α. The expectation and the variance are therefore

E[εr(0)] =αε1 +(1−α)ε0, Var(εr(0)) =α(1−α)(ε1−ε0)2.

Furthermore, denoting g(ε) =ε−E[εr(0)], we have LIg(ε) =−g(ε)/lc. Using the
fact that g(εr(z))−

∫ z
0
LIg(εr(z

′))dz′ is a martingale and that Cov(εr(0),εr(z)) =
E[g(εr(z))εr(0))], we get

∂zCov(εr(0),εr(z)) =− 1

lc
Cov(εr(0),εr(z)),

which gives

Cov(εr(0),εr(z)) = exp(−|z|/lc)Var(εr(0)),

which shows that the correlation length of the medium is lc.

Model II (uniform medium). The second model is a stepwise constant medium.
The lengths of the elementary intervals are independent and uniformly distributed
with the exponential distribution with mean lc. The values of the permittivities in
the intervals are independent and uniformly distributed with the uniform distribution
over (ε0,ε1) (see Figure 2.1b for a realization).
The process (εr(z))z≥0 is a Markov process with state space [ε0,ε1] and with infinites-
imal generator:

LIIf(ε) =
1

lc

[
−f(ε)+

1

ε1−ε0

∫ ε1

ε0

f(ε′)dε′
]
, ε∈ [ε0,ε1],

which is self-adjoint. The unique invariant probability measure (that satisfies L∗IIp=
0), is the uniform measure over [ε0,ε1]. Starting from this probability measure, the
process is stationary, and the volume fraction of material 1 is 1/2. The expectation
and the variance are therefore

E[εr(0)] = (ε1 +ε0)/2, Var(εr(0)) = (ε1−ε0)2/12.

Furthermore, denoting g(ε) =ε−E[εr(0)], we have LIIg(ε) =−g(ε)/lc. We get as in
model I that

Cov(εr(0),εr(z)) = exp(−|z|/lc)Var(εr(0)),

which shows that the correlation length of the medium is lc.
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Fig. 2.1. Realizations of the permittivity of the random medium for the two models. Here
lc = 0.02, ε0 = 1, ε1 = 2, α= 0.25 (model I, binary medium, left picture) and lc = 0.02, ε0 = 1, ε1 = 2
(model II, uniform medium, right picture).

3. The reduced wave equations for the wave modes We take a Fourier
transform in time and lateral spatial coordinates:

Ê(ω,κ,z) =

∫
R2

∫
R
E(t,x,z)eiωt−iωκ·xdtdx, (3.1)

Ĥ(ω,κ,z) =

∫
R2

∫
R
H(t,x,z)eiωt−iωκ·xdtdx. (3.2)

We denote Ê= (Êj)j=1,2,3 and Ĥ= (Ĥj)j=1,2,3. The four-dimensional vector

(Ê1,Ĥ2,Ê2,Ĥ1) satisfies:

∂zÊ1 = iωµ0Ĥ2−
iω

ε(z,ω)
κ1
(
κ1Ĥ2−κ2Ĥ1

)
, (3.3)

∂zĤ2 = iωε(z,ω)Ê1 +
iω

µ0
κ2
(
κ1Ê2−κ2Ê1

)
, (3.4)

∂zÊ2 =−iωµ0Ĥ1−
iω

ε(z,ω)
κ2
(
κ1Ĥ2−κ2Ĥ1

)
, (3.5)

∂zĤ1 =−iωε(z,ω)Ê2 +
iω

µ0
κ1
(
κ1Ê2−κ2Ê1

)
, (3.6)

where

ε(z,ω) =

{
ε0 if z<0,

εr
(z
δ

)
+
√
δεw(z)+δ

i

ω
εd
(z
δ

)
if z>0.

(3.7)

The two other variables (Ê3,Ĥ3) are given by:

Ê3 =− 1

ε(z,ω)
(κ1Ĥ2−κ2Ĥ1), (3.8)

Ĥ3 =
1

µ0
(κ1Ê2−κ2Ê1). (3.9)
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Let us make the change of variables:

Ĥp =
κ1Ĥ2−κ2Ĥ1

|κ|
, (3.10)

Êp =
κ1Ê1 +κ2Ê2

|κ|
, (3.11)

Ĥs =
κ1Ĥ1 +κ2Ĥ2

|κ|
, (3.12)

Ês =
κ1Ê2−κ2Ê1

|κ|
. (3.13)

If κ=0, we use the convention Ĥp = Ĥ2, Êp = Ê1, Ĥs = Ĥ1, Ês = Ê2. This coordinate
system is frequently used. It relates to the plane of incidence, that is, the plane made
by the propagation axis and the normal vector to the surface z= 0. Here it is the
plane that contains the vectors (0,1) and (κ,0). Ês, resp. Ĥp, is the component of
the electric field, resp. magnetic field, that is perpendicular to the incidence plane.
The pairs (Êp,Ĥp) and (Ês,Ĥs) satisfy the uncoupled systems of equations:∂zĤp = iωε(z,ω)Êp,

∂zÊp = iωµ0

(
1− |κ|2

µ0ε(z,ω)

)
Ĥp,

(3.14)

∂zĤs =−iωε(z,ω)
(

1− |κ|2

µ0ε(z,ω)

)
Ês,

∂zÊs =−iωµ0Ĥs.

(3.15)

The pair (Êp,Ĥp), resp. (Ês,Ĥs), represents the p-polarized, resp. s-polarized, com-

ponent of the electromagnetic wave. If a wave is purely p-polarized, i.e. Ês = Ĥs = 0,
then we also have Ĥ3 = 0 by (3.9), which means that the projection of the magnetic
field on the incidence plane is zero, and the wave is transverse magnetic. If a wave is
purely s-polarized, i.e. Êp = Ĥp = 0, then we also have Ê3 = 0 by (3.8), which means
that the projection of the electric field on the incidence plane is zero, and the wave is
transverse electric.

If the medium is homogeneous with permittivity ε(z,ω)≡ε0, then each of the
field components {Êp,Ĥp,Ês,Ĥs} solves the scalar wave equation

∂2z Û+ω2
(
c−20 −|κ|2

)
Û = 0, (3.16)

where c0 =µ
−1/2
0 ε

−1/2
0 is the homogeneous wave speed and the slowness in the homo-

geneous medium is

κ0(κ) =

√
c−20 −|κ|2. (3.17)

Consequently, each of the field components {Êp,Ĥp,Ês,Ĥs} is a linear combination
of the two linearly independent solutions eiωκ0(κ)z and e−iωκ0(κ)z of (3.16), which are
respectively a rigth-going wave and a left-going wave. The general solution of the
system (3.14-3.15) in the homogeneous case ε(z,ω)≡ε0 can therefore be written in
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the form

Ĥp(ω,κ,z) = âp(ω,κ)eiωκ0(κ)z+ b̂p(ω,κ)e−iωκ0(κ)z, (3.18)

Êp(ω,κ,z) =
κ0(κ)

ε0

(
âp(ω,κ)eiωκ0(κ)z− b̂p(ω,κ)e−iωκ0(κ)z

)
, (3.19)

Ĥs(ω,κ,z) = âs(ω,κ)eiωκ0(κ)z+ b̂s(ω,κ)e−iωκ0(κ)z, (3.20)

Ês(ω,κ,z) =
µ0

κ0(κ)

(
− âs(ω,κ)eiωκ0(κ)z+ b̂s(ω,κ)e−iωκ0(κ)z

)
. (3.21)

Here âp, âs are the complex amplitudes of the right-going p- and s-waves, while b̂p,

b̂s are the complex amplitudes of the left-going p- and s-waves.
If the medium is as described by (2.5), then the wave is of the form (3.18-3.21)

in the region z<0 and it satisfies (3.14-3.15) in the region z>0. The system is
complemented by jump conditions at z= 0 that express the continuity of the trans-
verse electromagnetic field. If there is an incoming, right-going wave that we denote
(Êinc,Ĥinc) and that is coming from the left half-space z<0, then the boundary
conditions at z= 0 read

Ĥp(ω,κ,0)+
ε0

κ0(κ)
Êp(ω,κ,0) = 2âinc,p(ω,κ), (3.22)

Ĥs(ω,κ,0)− κ0(κ)

µ0
Ês(ω,κ,0) = 2âinc,s(ω,κ). (3.23)

This comes from the continuity accross the interface z= 0 of the transverse electro-
magnetic field (Ê1,Ê2,Ĥ1,Ĥ2), or equivalently (Êp,Ês,Ĥp,Ĥs), and from the form of
the right-propagating incoming wave in the half-space z<0:

Ĥinc,p(ω,κ,z) = âinc,p(ω,κ)eiωκ0(κ)z, (3.24)

Êinc,p(ω,κ,z) =
κ0(κ)

ε0
âinc,p(ω,κ)eiωκ0(κ)z, (3.25)

Ĥinc,s(ω,κ,z) = âinc,s(ω,κ)eiωκ0(κ)z, (3.26)

Êinc,s(ω,κ,z) =− µ0

κ0(κ)
âinc,s(ω,κ)eiωκ0(κ)z. (3.27)

The incident p- and s-wave mode amplitudes âinc,p and âinc,s can be expressed as

âinc,p(ω,κ) =
(κ1Ĥinc,2−κ2Ĥinc,1)(ω,κ,0)

|κ|

=
ε0

κ0(κ)

(κ1Êinc,1 +κ2Êinc,2)(ω,κ,0)

|κ|
, (3.28)

âinc,s(ω,κ) =
(κ1Ĥinc,1 +κ2Ĥinc,2)(ω,κ,0)

|κ|

=−κ0(κ)

µ0

(κ1Êinc,2−κ2Êinc,1)(ω,κ,0)

|κ|
. (3.29)

We should also impose radiation conditions at z→∞. For this, a convenient way
is to choose a depth Lδ that is large enough so that an incoming wave from z<0
does not reach that depth on the duration of the experiment. This is always possible
by hyperbolicity of the wave equation. We can then impose an arbitrary boundary
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condition at z=Lδ. It is convenient for the forthcoming analysis to choose to impose
radiation conditions of the form

Ĥp(ω,κ,Lδ)− εa
κp(κ)

Êp(ω,κ,Lδ) = 0, (3.30)

Ĥs(ω,κ,L
δ)+

κs(κ)

µ0
Ês(ω,κ,L

δ) = 0, (3.31)

where the wavenumbers κs(κ), κp(κ), and the effective permittivity εa are defined in
the next section. It turns out that these conditions are transparent at the interface z=
Lδ in the regime δ→0, see (5.5)-(5.8). We remark that the “transparent” terminating
condition that we have introduced can be interpreted physically as introducing an
“annihilation” source in the (assumed homogeneous) half space z>L that cancels
the wave reflections from the interface at z=L. As we will see below we can not
synthesize such transparent boundary conditions simply by choosing the values of the
homogeneous parameters in z>L since the homogenized parameters in the section
[0,L] depends on both arithmetic and harmonic means of the fluctuating permittivity.

It can be seen from the system (3.14-3.15) that the p-wave (Êp,Ĥp) and s-wave

(Ês,Ĥs) propagate without interaction in the heterogeneous medium. However these
waves interact with the same realization of the random medium, so that their dynamics
are in fact coupled from the statistical point of view. Indeed we will see in the following
that, amongst other phenomena, the p- and s-waves experience random travel time
corrections which are correlated.

4. Transmission and reflection in the homogenization regime Let us
assume that the propagation time is short, of the order of the pulse width. We can
then take Lδ =L, that is to say, we consider a heterogeneous region whose size is of the
same order as the wavelength. The homogenization theory applies [16],[6, Chapter 4]
and we find the effective wave equations inside the inhomogeneous region∂zĤp = iωεaÊp,

∂zÊp = iωµ0

(
1− |κ|

2

µ0εh

)
Ĥp,

(4.1)

∂zĤs =−iωεa
(

1− |κ|
2

µ0εa

)
Ês,

∂zÊs =−iωµ0Ĥs,
(4.2)

where εa and εh are the arithmetic and harmonic averages of the stationary process
εr(z):

εa =E[εr(0)], εh =E[εr(0)−1]−1. (4.3)

For model I (for which the stationary measure is p(ε0) = 1−α and p(ε1) =α), we have

εa =αε1 +(1−α)ε0, εh =
ε0ε1

αε0 +(1−α)ε1
.

For model II (for which the stationary measure is the uniform measure over [ε0,ε1]),
we have

εa =
ε1 +ε0

2
, εh =

ε1−ε0
log(ε1/ε0)

.
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Note that we always have εa≥εh (by Cauchy-Schwarz inequality).
The wavenumbers of a time-harmonic plane p-wave or s-wave with frequency ω

and slowness vector κ are kp =ωκp(κ) and ks =ωκs(κ) with

κ2p(κ) =µ0εa−|κ|2
εa
εh
, κ2s (κ) =µ0εa−|κ|2. (4.4)

Remember that the p- and s-waves in the homogeneous region with permittivity ε0
have the same wavenumber ωκ0(κ).

The system (4.1-4.2) is complemented with the boundary conditions (3.22-3.23)
at z= 0 and (3.30-3.31) at z=L. Note that the boundary conditions at z=L now
appear as transparent since they impose that the left-going waves in the homogenized
medium at z=L are vanishing. In the case when an incoming plane wave arrives
from the half-space z<0, it is is partly reflected and partly transmitted. The p-wave,
respectively s-wave, component with frequency ω and slowness vector κ have the form

Ĥp(ω,κ,z) =
[
eiωκ0(κ)z+Ri

p(κ)e−iωκ0(κ)z
]
Ĥinc,p(ω,κ,0), (4.5)

Ĥs(ω,κ,z) =
[
eiωκ0(κ)z+Ri

s(κ)e−iωκ0(κ)z
]
Ĥinc,s(ω,κ,0), (4.6)

Êp(ω,κ,z) =
[
eiωκ0(κ)z−Ri

p(κ)e−iωκ0(κ)z
]
Êinc,p(ω,κ,0), (4.7)

Ês(ω,κ,z) =
[
eiωκ0(κ)z−Ri

s(κ)e−iωκ0(κ)z
]
Êinc,s(ω,κ,0), (4.8)

in the region z<0, and

Ĥp(ω,κ,z) =T i
p(κ)eiωκp(κ)zĤinc,p(ω,κ,0), (4.9)

Ĥs(ω,κ,z) =T i
s(κ)eiωκs(κ)zĤinc,s(ω,κ,0), (4.10)

Êp(ω,κ,z) =
ε0κp(κ)

εaκ0(κ)
T i
p(κ)eiωκp(κ)zÊinc,p(ω,κ,0), (4.11)

Ês(ω,κ,z) =
κ0(κ)

κs(κ)
T i
s(κ)eiωκs(κ)zÊinc,s(ω,κ,0), (4.12)

in the region z>0. The reflection and transmission coefficients for the interface z= 0
(obtained from the continuity of the electromagnetic field) are given by

Ri
p(κ) =

κ0(κ)
ε0
− κp(κ)

εa
κ0(κ)
ε0

+
κp(κ)
εa

, (4.13)

Ri
s(κ) =

κs(κ)−κ0(κ)

κs(κ)+κ0(κ)
, (4.14)

and with

T i
q(κ) = 1+Ri

q(κ), q= p,s. (4.15)

Note also that we have the relations

κ0(κ)

ε0
|Ri

p(κ)|2 +
κp(κ)

εa
|T i

p(κ)|2 =
κ0(κ)

ε0
, (4.16)

µ0

κ0(κ)
|Ri

s(κ)|2 +
µ0

κs(κ)
|T i

s(κ)|2 =
µ0

κ0(κ)
. (4.17)

These relations can be interpreted as energy conservation relations. Indeed the energy
flux density (the rate of energy transfer per unit area) of an electromagnetic wave with
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Fig. 4.1. Reflection coefficient of the interface for the two models and the p,s-waves as a
function of the incidence angle θ (with |κ|c0 = sin(θ), θ= 0 is normal incidence). Here µ0 = 1,
ε0 = 1, ε1 = 3, α= 0.1. The standard Brewster angle is noticeable. Here θB = 60 deg for model I
(binary medium) and θB'56 deg for model II (uniform model).

transverse wavector κ and frequency ω through the surface z=z0 is given by the z-

component of the Poynting vector P̂ (ω,κ,z0) = 1
2Ê×Ĥ(ω,κ,z0):

P̂3(ω,κ,z0) =
1

2

(
Ê1Ĥ2− Ê2Ĥ1

)
(ω,κ,z0) =

1

2

(
ÊpĤp− ÊsĤs

)
(ω,κ,z0). (4.18)

Using (4.5-4.12) and (3.24-3.27) we find that the incoming flux, reflected flux, and
transmitted flux through the interface z= 0 are

P̂inc(ω,κ) =
1

2

(
|âinc,p(ω,κ,0)|2κ0(κ)

ε0
+ |âinc,s(ω,κ,0)|2 µ0

κ0(κ)

)
,

P̂ref(ω,κ) =−1

2

(
|âinc,p(ω,κ,0)|2|Ri

p(κ)|2κ0(κ)

ε0
+ |âinc,s(ω,κ,0)|2|Ri

s(κ)|2 µ0

κ0(κ)

)
,

P̂tr(ω,κ) =
1

2

(
|âinc,p(ω,κ,0)|2|T i

p(κ)|2κp(κ)

εa
+ |âinc,s(ω,κ,0)|2|T i

s(κ)|2 µ0

κs(κ)

)
.

The conservation relation P̂3(ω,κ,z= 0−) = P̂3(ω,κ,z= 0+) gives P̂inc(ω,κ)+
P̂ref(ω,κ) = P̂tr(ω,κ), which implies (4.16-4.17).

Since the incoming wave is propagating and comes from the homogeneous half-
space z<0 with permittivity ε0, |κ| takes values in [0,c−10 ). Therefore, provided εa
and εh are larger than ε0, κp and κs are always positive and there is never total
reflection.

Note in particular that the p-reflection coefficient for the interface can vanish for
a particular angle, called Brewster angle, such that (see Figure 4.1)

|κB|2c20 =
εa−ε0

εa−ε20/εh
, θB = arcsin

(
|κB|c0

)
. (4.19)

The Brewster angle depends on both the arithmetic and harmonic averages of the
permittivity. Here, the angle θ is the angle in between in between the propagation
axis z and the propagation direction.
When there is no fluctuation, i.e. when εr(z)≡ε1, then

|κB|2c20 =
ε1

ε0 +ε1
,
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and θB = arctan(
√
ε1/ε0). This is a classical formula that predicts full transmission

for the p-wave through an interface between two homogeneous half-spaces at the
Brewster angle [3].
For model I, we have

|κB|2c20 =
ε1

ε0 +ε1
,

which is independent of the volume fraction α. Thus, when the incident slowness vec-
tor κ is such that we have full transmission through the interface from a medium with
permittivity ε0 to a medium with permittivity ε1, then we also have full transmission
for the same slowness vector through the interface from a medium with permittivity
ε1 to a medium with permittivity ε0 by reciprocity. As a result we have full trans-
mission through any binary medium made of material with permittivities ε0 and ε1.
For model II, we have

|κB|2c20 =
(ε1−ε0)2

ε21−ε20−2ε20 log(ε1/ε0)
.

More generally when the fluctuations have weak amplitudes, of order η, we have εh =
εa +O(η2) so that |κB|2c20 =εa/(ε0 +εa)+O(η2) and θB = arctan(

√
εa/ε0)+O(η2).

5. Transmission in the diffusion approximation regime We now consider
long propagation times, of the order of δ−1. We then take Lδ =L/δ. We introduce the

right-going modes âδq(ω,κ,z), q= p,s, and left-going modes b̂δq(ω,κ,z), q= p,s, defined
in the region z∈ [0,L] by

Ĥp

(
ω,κ,

z

δ

)
= âδp(ω,κ,z)ei

ωκpz

δ + b̂δp(ω,κ,z)e−i
ωκpz

δ , (5.1)

Êp

(
ω,κ,

z

δ

)
=
κp
εa

(
âδp(ω,κ,z)ei

ωκpz

δ − b̂δp(ω,κ,z)e−i
ωκpz

δ

)
, (5.2)

Ĥs

(
ω,κ,

z

δ

)
= âδs (ω,κ,z)ei

ωκsz
δ + b̂δs (ω,κ,z)e−i

ωκsz
δ , (5.3)

Ês

(
ω,κ,

z

δ

)
=
µ0

κs

(
− âδs (ω,κ,z)ei

ωκsz
δ + b̂δs (ω,κ,z)e−i

ωκsz
δ

)
, (5.4)

where κp =κp(κ) and κs =κs(κ) are given by (4.4). It follows for z∈ [0,L]:

âδp(ω,κ,z) =
1

2
e−i

ωκpz

δ

(
Ĥp

(
ω,κ,

z

δ

)
+
εa
κp
Êp

(
ω,κ,

z

δ

))
, (5.5)

b̂δp(ω,κ,z) =
1

2
ei
ωκpz

δ

(
Ĥp

(
ω,κ,

z

δ

)
− εa
κp
Êp

(
ω,κ,

z

δ

))
, (5.6)

âδs (ω,κ,z) =
1

2
e−i

ωκsz
δ

(
Ĥs

(
ω,κ,

z

δ

)
− κs
µ0
Êp

(
ω,κ,

z

δ

))
, (5.7)

b̂δs (ω,κ,z) =
1

2
ei
ωκsz
δ

(
Ĥs

(
ω,κ,

z

δ

)
+
κs
µ0
Ês

(
ω,κ,

z

δ

))
. (5.8)
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The pair of p-mode amplitudes satisfies the system

∂zâ
δ
p =

iω

2

[
κp

1

δ
m(

z

δ2
)− |κ|

2

κp

1

δ
m̃(

z

δ2
)+
(
κp +

ε2a|κ|2

ε2r ( zδ2 )κp

) 1

δ1/2
n(
z

δ
)
]
âδp

− iω
2

[
κp

1

δ
m(

z

δ2
)+
|κ|2

κp

1

δ
m̃(

z

δ2
)+
(
κp−

ε2a|κ|2

ε2r ( zδ2 )κp

) 1

δ1/2
n(
z

δ
)
]
b̂δpe
−2iωκpzδ

− iω
2

εa|κ|2

ε3r ( zδ2 )κp
ε2w(

z

δ
)âδp−

iω

2

εa|κ|2

ε3r ( zδ2 )κp
ε2w(

z

δ
)b̂δpe

−2iωκpzδ

−1

2

[κp
εa
εd(

z

δ2
)+

εa|κ|2

κp

εd
ε2r

(
z

δ2
)
]
âδp

+
1

2

[κp
εa
εd(

z

δ2
)− εa|κ|

2

κp

εd
ε2r

(
z

δ2
)
]
b̂δpe
−2iωκpzδ , (5.9)

∂z b̂
δ
p =

iω

2

[
κp

1

δ
m(

z

δ2
)+
|κ|2

κp

1

δ
m̃(

z

δ2
)+
(
κp−

ε2a|κ|2

ε2r ( zδ2 )κp

) 1

δ1/2
n(
z

δ
)
]
âδpe

2i
ωκpz

δ

− iω
2

[
κp

1

δ
m(

z

δ2
)− |κ|

2

κp

1

δ
m̃(

z

δ2
)+
(
κp +

ε2a|κ|2

ε2r ( zδ2 )κp

) 1

δ1/2
n(
z

δ
)
]
b̂δp

+
iω

2

εa|κ|2

ε3r ( zδ2 )κp
ε2w(

z

δ
)âδpe

2i
ωκpz

δ +
iω

2

εa|κ|2

ε3r ( zδ2 )κp
ε2w(

z

δ
)b̂δp

−1

2

[κp
εa
εd(

z

δ2
)− εa|κ|

2

κp

εd
ε2r

(
z

δ2
)
]
âδpe

2i
ωκpz

δ

+
1

2

[κp
εa
εd(

z

δ2
)+

εa|κ|2

κp

εd
ε2r

(
z

δ2
)
]
b̂δp, (5.10)

where we have neglected terms of order O(δ1/2) and we have denoted

m(z) =
εr(z)−εa

εa
, m̃(z) =

εa
εr(z)

− εa
εh
, n(z) =

εw(z)

εa
, (5.11)

and we have assumed for simplicity that E[εw(0)] = 0 (although we could address the
general case E[εw(0)] 6= 0). Note that the three random processes m(z), m̃(z), and
n(z) have mean zero, and that the random processes m(z) and m̃(z) are correlated.

The pair of s-mode amplitudes satisfies the system

∂zâ
δ
s =

iω

2

[ εa
ε0c20κs

1

δ
m(

z

δ2
)+

εa
ε0c20κs

1

δ1/2
n(
z

δ
)
]
âδs

− iω
2

[ εa
ε0c20κs

1

δ
m(

z

δ2
)+

εa
ε0c20κs

1

δ1/2
n(
z

δ
)
]
b̂δse
−2iωκszδ

−1

2

[ 1

ε0c20κs
εd(

z

δ2
)
]
âδs +

1

2

[ 1

ε0c20κs
εd(

z

δ2
)
]
b̂δse
−2iωκszδ , (5.12)

∂z b̂
δ
s =

iω

2

[ εa
ε0c20κs

1

δ
m(

z

δ2
)+

εa
ε0c20κs

1

δ1/2
n(
z

δ
)
]
âδse

2iωκszδ

− iω
2

[ εa
ε0c20κs

1

δ
m(

z

δ2
)+

εa
ε0c20κs

1

δ1/2
n(
z

δ
)
]
b̂δs

−1

2

[ 1

ε0c20κs
εd(

z

δ2
)
]
âδse

2iωκszδ +
1

2

[ 1

ε0c20κs
εd(

z

δ2
)
]
b̂δs . (5.13)

These two systems are complemented by boundary conditions corresponding to an
incoming wave from the left (conditions (3.22-3.23)) and radiation conditions from
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the right (conditions (3.30-3.31)) that read in terms of the mode amplitudes:

âδq(ω,κ,z= 0) = âinc,q(ω,κ), b̂δq(ω,κ,z=L) = 0, q= p,s, (5.14)

where âinc,q, q= p,s, are given by (3.28-3.29).

5.1. Weak convergence of the transmitted pulse Let us assume that the
incident wave is a broadband p- or s-polarized plane wave with the incident wavevector
along the direction (c0κinc,

√
1−c20|κinc|2). The amplitudes of the incoming waves are

ainc,q(t,x) =fq(t−κinc ·x), âinc,q(ω,κ) =
(2π)2

ω2
f̂q(ω)δ(κ−κinc), (5.15)

for q=p or s, where fq is some given pulse profile. In the limit δ→0, following [6,
Chapter 8] we find that the wave transmitted at z/δ and observed around its expected
arrival time κq(κinc)z/δ has the form

aq

(κq(κinc)z

δ
+ t,x,

z

δ

)
δ→0−→Kq,κinc,z ∗fq

(
t−κinc ·x−τq,κinc,z

)
, q= p,s. (5.16)

Here t→Kq,κinc,z(t) is a deterministic convolution kernel and τq,κinc,z is a random
variable. This means that the transmitted wave undergoes both a deterministic de-
formation and a random travel time correction. More precisely, the Fourier transform
of the deterministic convolution kernel is given by

K̂q,κinc,z(ω) =T i
q(κinc)T̂q(ω,κinc,z), (5.17)

T̂q(ω,κ,z) = exp
(
− γq(ω,κ)ω2z

8
− 1

2
σq(κ)z

)
, q= p,s. (5.18)

The convolution kernel contains the term T i
q(κinc) that is the transmission coefficient

(4.15) of the interface z= 0 and the term T̂q(ω,κinc,z) that is the transmission coeffi-

cient of the slab [0,z] of random medium. The term T̂q(ω,κinc,z) consists of effective
dissipation and effective diffusion/dispersion.
The random travel time corrections τq,κinc,z are random and zero-mean, and their
statistics are described below. Although the p- and s-waves propagate without in-
teraction in this regime, the random travel time corrections for the two waves are
correlated.

The effective dissipation coefficient of the p-wave is given by

σp(κ) =κp(κ)
E[εd(0)]

εa
+εaE[εd(0)εr(0)−2]

|κ|2

κp(κ)
. (5.19)

The diffusion/dispersion coefficient of the p-wave is given by

γp(ω,κ) = 2

∫ ∞
0

E
[(
κp(κ)m(0)+

|κ|2

κp(κ)
m̃(0)

)(
κp(κ)m(ζ)+

|κ|2

κp(κ)
m̃(ζ)

)]
dζ

+2
(
κp(κ)− q2|κ|

2

κp(κ)

)2∫ ∞
0

E[n(0)n(ζ)]e2iωκp(κ)ζdζ. (5.20)

In order to minimize the damping of the pulse due to the random medium the probing
angle, as determined by κ, should be chosen to minimize (the real part of) γp in (5.20).
The first term and the real part of the second term in (5.20) are indeed non-negative
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by Bochner’s theorem. In sections 5.2 and 5.3 we consider explicitly the diffusion
coefficient and its minimization in the context of the particular models introduced
above.

Next, observe that the random travel time correction of the p-wave is

τp,κ,z =
1

4

[(
κp
√
γm−

|κ|2

κp

√
γm̃
)√

1+ρmm̃+
(
κp
√
γm+

|κ|2

κp

√
γm̃
)√

1−ρmm̃
]
W1(z)

+
1

4

[(
κp
√
γm−

|κ|2

κp

√
γm̃
)√

1+ρmm̃−
(
κp
√
γm+

|κ|2

κp

√
γm̃
)√

1−ρmm̃
]
W2(z)

+
1

2

(
κp +

q2|κ|2

κp

)√
γnW3(z)− 1

2

q0|κ|2

κp
z. (5.21)

The Wj , j= 1,2,3, are independent Brownian motions. The coefficients γ· are given
in terms of the power spectral densities of the fluctuations of the medium:

γn= 2

∫ ∞
0

E[n(0)n(ζ)]dζ, (5.22)

γm= 2

∫ ∞
0

E[m(0)m(ζ)]dζ, (5.23)

γm̃= 2

∫ ∞
0

E[m̃(0)m̃(ζ)]dζ, (5.24)

ρmm̃=

∫∞
0

E[m(0)m̃(ζ)]dζ+
∫∞
0

E[m̃(0)m(ζ)]dζ
√
γmγm̃

. (5.25)

It follows that the random travel time correction τ is a Gaussian random variable
with mean − 1

2
q0|κ|2
κp(κ)

z and variance

Var
(
τp,κ,z

)
=

1

4

(
κ2p(κ)γm+

|κ|4

κ2p(κ)
γm̃−2|κ|2ρmm̃

√
γmγm̃+

(
κp(κ)+

q2|κ|2

κp(κ)

)2
γn

)
z.

Here we have denoted

q2 =E[εr(0)−2]ε2a, q0 =εaE[εw(0)2]E[εr(0)−3]. (5.26)

The effective dissipation coefficient of the s-wave is given by

σs(κ) =
1

c20κs(κ)

E[εd(0)]

ε0
. (5.27)

The diffusion/dispersion coefficient is given by

γs(ω,κ) =
2ε2a

ε20c
4
0κ

2
s (κ)

∫ ∞
0

E[m(0)m(ζ)]dζ+
2ε2a

ε20c
4
0κ

2
s (κ)

∫ ∞
0

E[n(0)n(ζ)]e2iωκs(κ)ζdζ.

(5.28)
Observe again that the first term and the real part of the second term in this expression
are non-negative by Bochner’s theorem. Moreover, in this case the form of κs(κ) gives
that the s-polarized component experiences least damping for normal incidence and
that the damping increases with the angle arcsin(c0|κ|).
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The random travel time correction is

τs,κ,z =
1

4

εa
ε0c20κs

√
γm

[√
1+ρmm̃+

√
1−ρmm̃

]
W1(z)

+
1

4

εa
ε0c20κs

√
γm

[√
1+ρmm̃−

√
1−ρmm̃

]
W2(z)

+
1

2

εa
ε0c20κs

√
γnW3(z). (5.29)

It is a Gaussian random variable with mean zero and variance

E[τ2s,κ,z] =
1

4

ε2a
ε20c

4
0κ

2
s (κ)

(γm+γn)z. (5.30)

Note that the Brownian motions are the same in (5.21) and in (5.29). The reciprocal
of σq(κ) gives the dissipation length for q-waves, q= p,s:

Ldis,q(ω,κ) =
2

σq(κ)
, q= p,s. (5.31)

We remark that in original coordinates this length is scaled by δ−1. The reciprocal
of the real part of γq(ω,κ) gives the localization length for q-waves, q= p,s:

Lloc,q(ω,κ) =
8

ω2Re(γq(ω,κ))
, q= p,s. (5.32)

It has been studied in detail in the literature for scalar waves [2, 11, 12] and for vector
electromagnetic waves [1, 10, 13, 14, 17]. It turns out (see also Figure 5.1) that the
localization length for the p-wave can take very large values or even diverge for a
particular value of the angle, that we may call generalized Brewster angle θgB:

|κgB|= argmin
|κ|

Re(γp(ω,κ)), θgB = arcsin(c0|κgB|). (5.33)

This generalized Brewster angle depends in general on the frequency ω, because the
diffusion coefficient Re(γp(ω,κ)) depends in general on ω (see (5.20)).

In the following two subsections we discuss the transmission problem in the ab-
sence of dissipation. As shown by the expression of the bulk transmission coefficients
T̂q(ω,κ,z), q= p,s, dissipation gives rise to an additional damping effect that is weakly
dependent on the incidence angle (see also Figure 5.2).

5.2. Discussion in the absence of slow and small fluctuations Note that
γq(ω,κ), q= p,s, does not depend on ω and it is nonnegative-real valued when n(z)≡0:

γp(ω,κ)≡γp(κ) =κ2p(κ)γm+2|κ|2ρmm̃
√
γmγm̃+

|κ|4

κ2p(κ)
γm̃, (5.34)

γs(ω,κ)≡γs(κ) =
ε2a

ε20c
4
0κ

2
s (κ)

γm. (5.35)

The generalized Brewster angle θgB may or may not be equal to the standard Brewster
angle θB for which the p-reflection coefficient of the interface z= 0 vanishes, as shown
by inspection of the two models.
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model I: We have

γm= 2lcα(1−α)
(ε1−ε0)2

ε2a
,

γm̃= 2lcα(1−α)
ε2a(ε1−ε0)2

ε20ε
2
1

,

ρmm̃=−1.

It can then be shown that |κgB|= |κB| or equivalently θgB =θB. Note that the local-
ization length at Brewster angle is infinite. There is indeed perfect transmission in
this case, both the interface and bulk transmittivities are equal to one (this could be
anticipated from the discussion at the end of Section 4). Note also that the Brewster
angle does not depend on the volume fraction of material 1, nor on the correlation
length of the medium. As shown in [17], the Brewster angle and generalized Brewster
angle are equal only in this particular situation, a binary medium with one compo-
nent permittivity equal to the one of the homogeneous half-space. It can be seen from
(5.9) that perfect anticorrelation of the processes m and m̃ in addition to choosing
the angle correctly to match the magnitude of their multiplicative factors cancel their
contribution to the diffusion coefficient.

model II: We have

γm=
2lc
3

(ε1−ε0)2

(ε1 +ε0)2
,

γm̃= 2lc

( ε2a
ε0ε1

− ε
2
a

ε2h

)
,

ρmm̃=
2lc(1−εa/εh)
√
γmγm̃

,

and therefore |κgB| 6= |κB|. In this case (which is the general case) one cannot maxi-
mize both the interface transmittivity and the bulk transmittivity. If one wants to get
maximal transmission, then a trade-off has to be made in order to maximize (with
respect to κ) the deterministic product T i

p(κ)T̂p(ω,κ,z). If the propagation depth
z is not large (smaller than the localization length), then the optimal angle is close
to the standard Brewster angle θB maximizing T i

p(κ). If the propagation depth z is
large, then the optimal angle is close to the generalized Brewster angle θgB maximiz-

ing T̂p(ω,κ,z) or equivalently minimizing γp(κ). The localization length for the two
models are shown in Figure 5.1 for some specific values for the parameters in the case
of absence of slow and small fluctuations. We may refer to this effect as an apparent
diffusion or attenuation effect since it is caused by the medium fluctuations giving
scattering rather than being caused by intrinsic attenuation or loss. The intrinsic or
effective attenuation, σp in (5.19), is shown in Figure 5.2 for some specific values of
the parameters.

5.3. Discussion in the presence of slow and small fluctuations The
presence of slow and small fluctuations can play a critical role. Indeed it will not
affect the homogenized parameters, and therefore it does not modify the value of the
standard Brewster angle, but it may strongly modify the generalized Brewster angle
that corresponds to the maximal localization length. If the small and slow fluctuations
dominate so that

Re(γp(ω,κ)) = 2
(
κp(κ)− q2|κ|

2

κp(κ)

)2∫ ∞
0

E
[
n(0)n(ζ)

]
cos
(
2ωκp(κ)ζ

)
dζ, (5.36)
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Fig. 5.1. Localization lengths, Lloc,q, as determined by (5.32), (5.34) and (5.35) for the two
models and the p,s-waves. Here µ0 = 1, ε0 = 1, ε1 = 3, α= 0.1, lc = 0.1, ω= 1 and the absence of
small and slow fluctuations. The generalized Brewster angle is noticeable, which is equal to, resp.
different from, the standard Brewster angle in the case of model I (binary medium), resp model II
(uniform medium). Here θgB = 60 deg for model I (binary medium) and θgB'67 deg for model II
(uniform model). Note that for model II we have Lloc,p(κgB)'5800 while Lloc,p(κB)'2500, which
means that the bulk transmittivity can be very different at the two angles. The Brewster angle is
shown by the ∗ on the horizontal axis.
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Fig. 5.2. Effective dissipations for the two models and the p,s-waves. Here µ0 = 1, ε0 = 1,
ε1 = 3, ε̄d = 0.01, α= 0.1. In model I (binary medium), dissipation is present only in the material 1
and is equal to ε̄d: εd(z) = ε̄d1ε(z)=ε1 . In model II (uniform medium), dissipation is proportional
to εr(z)−ε0: εd(z) = ε̄d(εr(z)−ε0)/(ε1−ε0).

then the generalized Brewster angle is given by

c20|κgB|2 =
εaεh

εaε0 +q2εhε0
=
εh
ε0

1

1+εaεhE[εr(0)−2]
. (5.37)

At the generalized Brewster angle the localization length diverges.
In particular, if εr(z) is approximately constant and equal to ε1 (this is model

I with α≈1), then c20|κgB|2 =ε1/(2ε0) to leading order, while c20|κB|2 =ε1/(ε0 +ε1).
Again the standard and generalized Brewster angles can be quite different, which
means that it is not possible to achieve perfect transmission both at the interface and
in the bulk medium.

In general, when neither the large and rapid fluctuations nor the small and slow
fluctuations dominate, the diffusion coefficient Re(γq(ω,κ)) defined by (5.20) is the
sum of the terms (5.34) and (5.36). These two terms are nonnegative and they may
vanish, but at different wavevectors/angles. Therefore the gobal minimum does not
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correspond to a divergence of the localization length (or full transmission) in general,
but to a large value (but not infinite) of the localization length.

6. Reflection in the diffusion approximation regime In this section we
study the statistics of the reflected wave. We again consider times of order δ−1 and
we take again Lδ =L/δ. We consider an incoming plane wave of the form (5.15)
that is a broadband p- or s-polarized plane wave with the incident wavevector along
the direction (c0κinc,

√
1−c20|κinc|2). The analysis follows the one developed in the

context of acoustic waves in [6, Section 17.1.3].
The reflected wave (at the surface z= 0−) has the form

Hq(t,x) =Href,q(t−κinc ·x), (6.1)

Href,q(t) =
1

2π

∫
R̂δq(ω,κinc)f̂q(ω)e−iωtdω, (6.2)

where R̂δq(ω,κ) is the reflection coefficient taking into account both the reflection from
the interface and from the bulk:

R̂δq(ω,κ) =
Ri
q(κ)+R̂δq(ω,κ,L)

1+Ri
q(κ)R̂δq(ω,κ,L)

,

which can also be written as

R̂δq(ω,κ) =Ri
q(κ)+

(1−Ri
q(κ)2)R̂δq(ω,κ,L)

1+Ri
q(κ)R̂δq(ω,κ,L)

. (6.3)

Here Ri
q(κ) is the reflection coefficient (4.13) of the interface z= 0 and R̂δq(ω,κ,L)

is the reflection coefficient of the slab [0,L] of random medium. It can be

defined as R̂δq(ω,κ,z) = b̂δq(ω,κ,z)/â
δ
q(ω,κ,z), where (âδp(ω,κ,z), b̂δp(ω,κ,z)) satisfies

the system (5.9-5.10) starting from âδp(ω,κ,z= 0) = 1 and b̂δp(ω,κ,z= 0) = 0 and

(âδs (ω,κ,z), b̂δs (ω,κ,z)) satisfies the system (5.12-5.13) starting from âδs (ω,κ,z= 0) = 1

and b̂δs (ω,κ,z= 0) = 0. As a result R̂δq(ω,κ,z) satisfies a closed-form Riccati equation

starting from R̂δq(ω,κ,z= 0) = 0. This equation has been studied in detail in [6, Chap-

ter 14] and the limiting moments of R̂δq(ω,κ,z) as δ→0 have been obtained. We will
use these results below.

The reflected wave consists of a coherent wave that is reflected immediately by
the interface

Href,q(t) =Ri
q(κinc)fq(t) (6.4)

and of small (ie of typical amplitude δ1/2) incoherent (ie zero-mean) waves which have
penetrated the bulk medium before being reflected and whose spectrum is locally
stationary and of the following form in the asymptotic δ→0 (for τ >0):

1

δ
E
[
Href,q

(τ
δ

)
Href,q

(τ
δ

+ t
)] δ→0−→ 1

(2π)2

∫∫
Uq(ω,κinc,h)|f̂q(ω)|2eihτ+iωtdωdh, (6.5)

where

Uq(ω,κ,h) = lim
δ→0

E
[
R̂δq(ω,κ)R̂δq(ω+δh,κ)

]
. (6.6)
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This limit can be obtained following the procedure described in [6, Section 17.1.3]:

Uq(ω,κ,h) =Ri
q(κ)2 +

∞∑
n=0

(1−Ri
q(κ)2)2Ri

q(κ)2n
∫ ∞
0

Wq,n+1(ω,κ,s)e−ishc
2
0κ

2
q(κ)ds.

(6.7)
The first component Ri

q(κ)2 actually corresponds to the coherent wave (6.4) emerging
at τ = 0. The other components (in the sum over n) correspond to waves that have
penetrated into the random medium and that have been reflected back and forth
between the interface and the bulk n times before emerging into the left homogeneous
half-space.

The functionsWq,n(ω,κ,s) =Wq,n(ω,κ,s,L) where the (Wq,n(ω,κ,s,z))z∈[0,L] are
solutions of the following system of transport equations:

∂Wq,n

∂z
+

2n

c20κq(κ)

∂Wq,n

∂s
=

Re(γq(ω,κ))ω2n2

4

(
Wq,n+1 +Wq,n−1−2Wq,n

)
−2nσq(κ)Wq,n, (6.8)

starting from Wq,n(ω,κ,s,z= 0) = δ(s)10(n). We can take the limit L→∞ in this
system as we know that our quantities of interest do not depend on L. Then the
functions Wq,n can be identified as the solutions of the following stationary system

∂Wq,n

∂s
=
c20κq(κ)Re(γq(ω,κ))ω2n

8

(
Wq,n+1 +Wq,n−1−2Wq,n

)
−c20κq(κ)σq(κ)Wq,n, (6.9)

with Wq,0(ω,κ,s) = δ(s). For n≥1, they are given by

Wq,n(ω,κ,s) =e−c
2
0κq(κ)σq(κ)sc20κqRe(γq(ω,κ))ω2P∞n

(
c20κq(κ)Re(γq(ω,κ))ω2s

)
,

(6.10)
with

P∞n (x) =
8nxn−1

(8+x)n+1
1[0,∞)(x). (6.11)

This gives for τ >0:

1

δ
E
[
Href,q

(τ
δ

)
Href,q

(τ
δ

+ t
)] δ→0−→

(1−Ri
q(κinc)

2)2

2π

×
∫

8e
− σq(κinc)

κq(κinc)
τ(

8+(1−Ri
q(κinc)2)

Re(γq(ω,κinc))ω2

κq(κinc)
τ
)2 Re(γq(ω,κinc))ω

2

κq(κinc)
|f̂q(ω)|2eiωtdω. (6.12)

This expression means that:
1) Around time τ/δ, the field is locally stationary in time and its local power spectral
density (or Wigner transform) defined by

Sq(ω;τ) = lim
δ→0

1

δ

∫
E
[
Href,q

(τ
δ

)
Href,q

(τ
δ

+ t
)]
e−iωtdt

is

Sq(ω;τ) =
8(1−Ri

q(κinc)
2)2e

− σq(κinc)

κq(κinc)
τ(

8+(1−Ri
q(κinc)2)

Re(γq(ω,κinc))ω2

κq(κinc)
τ
)2 Re(γq(ω,κinc))ω

2

κq(κinc)
|f̂q(ω)|2. (6.13)
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For any central time τ the power spectral density of the reflected wave presents a
maximum at some frequency that is a decaying function of τ . If the spectrum of the
incoming wave is very large, if there is no dissipation, and if n≡0, then γq(ω,κinc)
does not depend on ω, it is given by (5.34-5.35), and the power spectral density is
maximal at the frequency ωmax,q given by

ω2
max,q(κinc,τ) =

8κq(κinc)

(1−Ri
q(κinc)2)γq(κinc)τ

. (6.14)

2) The mean reflected intensity at time τ/δ is

1

δ
E
[
Href,q

(τ
δ

)2] δ→0−→
(1−Ri

q(κinc)
2)2

2π

×
∫

8e
− σq(κinc)

κq(κinc)
τ(

8+(1−Ri
q(κinc)2)

Re(γq(ω,κinc))ω2

κq(κinc)
τ
)2 Re(γq(ω,κinc))ω

2

κq(κinc)
|f̂q(ω)|2dω. (6.15)

The mean reflected intensity slowly decays in time as τ−2 if there is no dissipation.
This long power delay spread is characteristic of the localization regime encountered
in one-dimensional or in three-dimensional randomly layered media [18].

The total reflectivity at frequency ω is defined by

R2
tot,q(ω) = lim

δ→0

E[|Ĥref,q(ω)|2]

|f̂q(ω)|2
, (6.16)

which can computed by integrating (6.12):

R2
tot,q(ω) = lim

δ→0

1

|f̂q(ω)|2

∫∫
1

δ
E
[
Href,q

(τ
δ

)
Href,q

(τ
δ

+ t
)]
e−iωtdτdt.

It is given by

R2
tot,q(ω) =Ri

q(κinc)
2 +(1−Ri

q(κinc)
2)ψ
( 8σq(κinc)

(1−Ri
q(κinc)2)Re(γq(ω,κinc))ω2

)
, (6.17)

ψ(x) = 1−xexE1(x), (6.18)

and E1 is the exponential integral function E1(x) =
∫∞
x

e−u

u du. We have ψ(x) = 1/x+
O(1/x2) as x→∞ and ψ(x) = 1+x lnx+o(x lnx) as x→0+. Note that we can also
write in terms of the dissipation length (5.31) and the localization length (5.32):

R2
tot,q(ω) =Ri

q(κinc)
2 +(1−Ri

q(κinc)
2)ψ
( 2Lloc,q(ω,κinc)

(1−Ri
q(κinc)2)Ldis,q(ω,κinc)

)
. (6.19)

If there is no dissipation and the bulk medium is scattering, then R2
tot,q(ω) = 1 for all

ω, which means that the whole wave energy is reflected, as predicted by localization
theory.
If there is no random scattering in the bulk medium, then R2

tot,q(ω) =Ri
q(κinc)

2 for
all ω, which simply means that only the interface generates reflections.
An example showing the total reflectivity for the p,s-waves is given in Figure 6.1 in
the case without small and slow fluctuations. For the total reflectivity to be high, we
need the interface reflectivity to be high or the localization length to be smaller than
the dissipation length. In the latter case the wave is reflected by the bulk medium
before being attenuated (see Figure 6.3). If the localization length is larger than the
dissipation length, then the wave spends too much time in the bulk medium before
being reflected and it is then dissipated (see Figure 6.2).
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Fig. 6.1. Total reflectivities R2
tot,q(ω) for the two models and the p,s-waves. Here µ0 = 1,

ε0 = 1, ε1 = 3, ε̄d = 0.01, α= 0.1, lc = 1, ω= 1.
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Fig. 6.2. Same as in Fig. 6.1 but with ε̄d = 0.1.

7. Conclusion We have analyzed some phenomena related to electromagnetic
wave reflection by a randomly layered half-space. Both homogenization and diffusion
approximation results are needed to capture the interface reflectivity and the bulk
medium reflectivity. The main result is that there are critical incidence angles for
which the interface reflectivity or the bulk medium reflectivity can become very small
or even vanish. However these two critical angles are in general distinct so that it is
not possible to minimize simultaneously the interface and bulk medium reflectivities.

The results described in this paper can be readily extended to other frameworks,
even for scalar waves, for instance for acoustic waves [6, Section 17.3]:

ρ(z)∂tu+∇p= 0,

1

K0
∂tp+∇·u= 0,

where u(t,x,z) is the three-dimensional velocity field, p(t,x,z) is the pressure field, K0

is the bulk modulus of the medium (assumed to be constant), and ρ(z) is the density
of the medium (assumed to be fluctuating only in the z-variable). The existence of a
Brewster angle and of a generalized Brewster angle can be obtained in the same way
as described in this paper. For instance, in the case of of a binary medium made of
materials with densities ρ0 and ρ1, the Brewster and generalized Brewster angles are
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Fig. 6.3. Same as in Fig. 6.1 but with ε̄d = 0.001.

equal and given by

|κB|2c20 =
ρ1

ρ0 +ρ1
,

with c20 =K0/ρ0. This means that a plane wave incoming from a homogeneous half-
space with parameters (K0,ρ0) onto a randomly layered medium made of materials
with parameters (K0,ρ0) and (K0,ρ1) is fully transmitted if its incidence angle is
θB = arctan(

√
ρ1/ρ0). Furthermore, as in the electromagnetic case addressed in this

paper, the binary medium model is the only one for which it is possible to cancel both
the interface reflectivity and the bulk medium reflectivity for some incidence angle.

Finally, we remark that, in electromagnetics, it is possible to exhibit Brewster
and generalized Brewster anomalies when the permittivity ε is constant while the
permeability µ is spatially varying. However, in acoustics, there is neither Brewster
nor generalized Brewster anomaly when the density ρ is constant while the bulk
modulus K is spatially varying [6, Section 17.1].

Acknowledgements. This work is partly supported by AFOSR grant and by
ERC Advanced Grant Project MULTIMOD-267184.

REFERENCES

[1] A. G. Aronov and V. M. Gasparian, Brewster anomaly and transmission of light through one-
dimensional random layered system, Solid State Communications 73, 61–64 (1990).

[2] M. Asch, W. Kohler, G. Papanicolaou, M. Postel, and B. White, Frequency content of randomly
scattered signals, SIAM Rev. 33, 519–625 (1991).

[3] M. Born and E. Wolf, Principles of Optics, Cambridge University Press, Cambridge, 1999.
[4] R. Burridge, G. Papanicolaou, and B. White, Statistics for pulse reflection from a randomly

layered medium, SIAM J. Appl. Math. 47, 146–168 (1987).
[5] R. Burridge, G. Papanicolaou, and B. White, One-dimensional wave propagation in a highly

discontinuous medium, Wave Motion 10, 19–44 (1988).
[6] J.-P. Fouque, J. Garnier, G. Papanicolaou, and K. Sølna, Wave propagation and time reversal

in randomly layered media, Springer, New York, 2007.
[7] A. K. Fung and H. S. Fung, Application of first-order renormalization method to scattering

from a vegetation-like half-space, IEEE Transactions on Geoscience Electronics GE-15,
189–195 (1977).

[8] A. K. Fung and F. T. Ulaby, A scatter model for leafy vegetation, IEEE Transactions on
Geoscience Electronics GE-16, 281–286 (1978).

[9] J.-H. Kim and S. Y. Sohn, An asymptotic diffusion limit for electromagnetic wave reflection
from a random medium, SIAM J. Appl. Math. 60, 1502–1519 (2000).



22 Electromagnetic Waves in Randomly Layered Media

[10] K. Kim, F. Rotermund, D.-H. Lee, and H. Lim, Propagation of p-polarized electromagnetic
waves obliquely incident on stratified random media: Random phase approximation, Waves
in Random and Complex Media 17, 43–53 (2007).

[11] W. Kohler and G. Papanicolaou, Power statistics for wave propagation in one dimension and
comparison with transport theory, J. Math. Phys. 14, 1733–1745 (1973); 15, 2186–2197
(1974).

[12] W. Kohler, G. Papanicolaou, M. Postel, and B. White, Reflection of pulsed electromagnetic
waves from a randomly stratified half-space, J. Opt. Soc. Am. A 8, 1109–1125 (1991).

[13] K. J. Lee and K. Kim, Universal shift of the Brewster angle and disorder-enhanced delocaliza-
tion of p waves in stratified random media, Optics Express 19, 20917–20825 (2011).

[14] D. Mogilevtsev, F. A. Pinheiro, R. R. dos Santos, S. B. Cavalcanti, and L. E. Oliveira, Suppres-
sion of Anderson localization of light and Brewster anomalies in disordered superlattices
containing a dispersive metamaterial, Phys. Rev. B 82, 081105(R) (2010).

[15] G. C. Papanicolaou, Wave propagation in a one-dimensional random medium, SIAM J. Appl.
Math. 21, 13–18 (1971).

[16] G. Papanicolaou, Diffusion in random media, in Surveys in Applied Mathematics, J. B. Keller,
D. Mc Laughlin and G. Papanicolaou, eds., Plenum Press, New York, 1995, pp. 205–255.

[17] J. E. Sipe, P. Sheng, B. S. White, and M. H. Cohen, Brewster anomalies: a polarization-induced
delocalization effect, Phys. Rev. Lett. 60, 108–101 (1988).

[18] B. White, P. Sheng, Z.-Q. Zhang, and G. Papanicolaou, Wave localization characteristics in
the time domain, Phys. Rev. Lett. 59, 1918–1921 (1987).


