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#### Abstract

We study the effect of introducing stochastic volatility in the first passage structural approach to default risk. We analyze the impact of volatility time scales on the yield spread curve. In particular we show that the presence of a short time scale in the volatility raises the yield spreads at short maturities. We argue that combining first passage default modeling with multiscale stochastic volatility produces more realistic yield spreads. Moreover this framework enables us to use perturbation techniques to derive explicit approximations which facilitate the complicated issue of calibration of parameters.
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## 1 Introduction

In this paper, we revisit the first passage structural approach to default. This model supposes that a defaultable zero-coupon bond written on a risky asset $X$ is a bond which pays $\$ 1$ at maturity $T$ if the asset price $X_{t}$ stays above a given default threshold $B>0$, and pays nothing if $X_{t}$ goes below $B$ at some time before maturity. It is well documented in the literature that in this first passage model, yield spreads go to zero with the maturity, which is in contradiction to observed data. This is illustrated in Figure 1 in the case of highly levered firms, corresponding to $X_{0} / B$ close to one. For a general introduction to Credit Risk, including other approaches to default, such as the intensity based reduced form models, we refer for instance to the books [1], [5], and [22]. An introduction can also be found in [16] along with other contributions in the book [23].

As stated by Eom et al. [8], one of the challenges for theoretical pricing models is to raise the average predicted spread relative to crude models such as the constant volatility model presented in the next section, without overstating the risks associated with volatility or leverage. Several approaches have been proposed that aim at improving modeling in this regard. These include the introduction of jumps, [3, 17, 25], stochastic interest rates [20], or imperfect information on $X$ $[5,7]$. Another interesting approach is taken in [14] where uncertainty is introduced on the default threshold.

In this paper, we propose to handle this challenge by introducing stochastic volatility in the dynamics of the defaultable asset, and using the framework of multiscale stochastic volatility developed in the context of equity markets $[9,10,12]$ and interest-rate derivatives $[6]$.

### 1.1 Defaultable Bonds

Assuming that the underlying is traded, the classical arbitrage free value of a defaultable bond is the expected value of its discounted payoff computed with respect to a risk neutral measure $\mathbb{P}^{\star}$, under which the discounted asset price is a martingale. The market may be incomplete and we adopt here the point of view that $\mathbb{P}^{\star}$ is selected by the market among the possible risk neutral pricing measures.

Our focus is on the effect of stochastic volatility, and we study the simplest first-passage model, as introduced by Black-Cox [2] with constant volatility. In the detailed analysis, we assume zero recovery on default, but we remark on extension to some loss recovery models in Section 2, with the generalized boundary condition (10). If the risk free interest rate $r$ is constant, the value of this bond at time $t \leq T$, denoted by $\Gamma^{B}(t, T)$, is given by

$$
\begin{align*}
\Gamma^{B}(t, T) & =\mathbb{E}^{\star}\left\{e^{-r(T-t)} \mathbf{1}_{\left\{\inf _{0 \leq s \leq T} X_{s}>B\right\}} \mid \mathcal{F}_{t}\right\}  \tag{1}\\
& =\mathbf{1}_{\left\{\inf _{0 \leq s \leq t} X_{s}>B\right\}} e^{-r(T-t)} \mathbb{E}^{\star}\left\{\mathbf{1}_{\left\{\inf _{t \leq s \leq T} X_{s}>B\right\}} \mid \mathcal{F}_{t}\right\}
\end{align*}
$$

where we denote the expected value with respect to $\mathbb{P}^{\star}$ by $\mathbb{E}^{\star}$, and the history of the dynamics up to time $t$ by $\mathcal{F}_{t}$. Indeed $\Gamma^{B}(t, T)=0$ if the asset price has reached $B$ before time $t$, which is reflected by the factor $1_{\left\{\inf _{0 \leq s \leq t} X_{s}>B\right\}}$. This defaultable zero-coupon bond is in fact a binary down-and-out barrier option where the barrier level and the strike price coincide.

Introducing the default time $\tau_{t}$ defined by $\tau_{t}=\inf \left\{s \geq t, X_{s} \leq B\right\}$, one has

$$
\mathbb{E}^{\star}\left\{\mathbf{1}_{\left\{\inf _{t \leq s \leq T} X_{s}>B\right\}} \mid \mathcal{F}_{t}\right\}=\mathbb{P}^{\star}\left\{\tau_{t}>T \mid \mathcal{F}_{t}\right\}
$$

which shows that the problem reduces to the characterization of the distribution of first-passage times. Observe that in the case of a continuous diffusion process $X_{t}$, the default time $\tau_{t}$ is a predictable stopping time, in the sense that it can be announced by an increasing sequence of stopping times. For instance one can consider the sequence $\left(\tau_{t}^{(n)}\right)$ defined by $\tau_{t}^{(n)}=\inf \left\{s \geq t, X_{s} \leq\right.$ $B+1 / n\}$. As shown in [15, Theorem 3.1], this implies that yield spreads converge to zero with maturity. Our approach using stochastic volatility and, in particular, multiscale models, allows to conveniently control the rate of convergence of the spreads, and raise the predicted spreads at short maturities.

### 1.2 Outline of the Paper

In Section 2, we briefly recall the derivation of Merton, and Black and Cox pricing formulas (2) and (8) in the case where the underlying $X_{t}$ follows a geometric Brownian motion with constant volatility. This leads to the explicit formula (12) for the yield spreads.

In Section 3, we consider the case where volatility is driven by an additional mean-reverting stochastic factor. In this case, there is no explicit formula for the yield spreads and we study
by Monte Carlo simulations the effect of stochastic volatility on the yield spread curve and, in particular, the effects of volatility time scales. For a long time scale, corresponding to slowly varying volatility, we observe a weak effect on long maturities and a negligible effect on short maturities. A volatility time scale of order one has an effect comparable to raising the volatility level and does not significantly affect short maturities. However a short time scale, corresponding to fast mean-reverting volatility, produces a significant increase of spreads at short maturities. We therefore argue that modeling with a fast stochastic volatility time scale is efficient for handling the main challenge of raising spreads at short maturities, while an additional slow scale provides flexibility in capturing long maturity spreads (see Figure 9 for an example).

In Section 4, we carry out a singular perturbation analysis which enables us to obtain the explicit approximation (34) to the price of a defaultable bond when volatility is fast mean-reverting. The case with a slowly mean-reverting stochastic volatility gives rise to a regular perturbation problem which we analyze in Section 5. The corresponding explicit price approximation is given in (47). In Section 6, we consider a class of multiscale stochastic volatility models which we analyze by combining singular and regular perturbation techniques. We show that our explicit formulas for the approximated prices, involving a few group market parameters, facilitate the essential calibration step, which is demonstrated with market data in Section 7.

## 2 The Constant Volatility Case

We first recall how the price of a defaultable zero-coupon bond is computed in the Black-Scholes model

$$
d X_{t}=\mu X_{t} d t+\sigma X_{t} d W_{t},
$$

with a constant volatility $\sigma$ and no dividend. In this case, under the unique risk neutral measure $\mathbb{P}^{\star}$, the asset price is explicitly given by

$$
X_{t}=X_{0} \exp \left(\left(r-\frac{1}{2} \sigma^{2}\right) t+\sigma W_{t}^{\star}\right),
$$

where $W^{\star}$ is a $\mathbb{P}^{\star}$-Brownian motion.
In the Merton [21] approach, default occurs if $X_{T}<B$ for some threshold value $B$. In this case, the price at time $t$ of a defaultable bond is simply the price of a European digital option which pays one if $X_{T}$ exceeds the threshold and zero otherwise. It is explicitly given by $u^{d}\left(t, X_{t}\right)$, where

$$
\begin{align*}
u^{d}(t, x) & =\mathbb{E}^{\star}\left\{e^{-r(T-t)} \mathbf{1}_{\left\{X_{T}>B\right\}} \mid X_{t}=x\right\} \\
& =e^{-r(T-t)} N\left(d_{2}(T-t)\right), \tag{2}
\end{align*}
$$

with the distance to default $d_{2}$ defined by:

$$
\begin{equation*}
d_{2}(T-t)=\frac{\log \left(\frac{x}{B}\right)+\left(r-\frac{\sigma^{2}}{2}\right)(T-t)}{\sigma \sqrt{T-t}} . \tag{3}
\end{equation*}
$$

In the Black and Cox generalization [2], the default occurs the first time the underlying hits the threshold $B$ as described in Section 1.1. From a probabilistic point of view, we have

$$
\begin{aligned}
& \mathbb{E}^{\star}\left\{\mathbf{1}_{\left\{\inf _{t \leq s \leq T} X_{s}>B\right\}} \mid \mathcal{F}_{t}\right\} \\
= & \mathbb{P}^{\star}\left\{\left.\inf _{t \leq s \leq T}\left(\left(r-\frac{\sigma^{2}}{2}\right)(s-t)+\sigma\left(W_{s}^{\star}-W_{t}^{\star}\right)\right)>\log \left(\frac{B}{x}\right) \right\rvert\, X_{t}=x\right\},
\end{aligned}
$$

which can be computed by using the distribution of the minimum of a (non standard) Brownian motion. From the point of view of partial differential equations, we have

$$
\mathbb{E}^{\star}\left\{e^{-r(T-t)} \mathbf{1}_{\left\{\inf _{t \leq s \leq T} X_{s}>B\right\}} \mid \mathcal{F}_{t}\right\}=u_{B S}\left(t, X_{t} ; \sigma\right)
$$

where $u_{B S}(t, x ; \sigma)$ is the solution of the following problem

$$
\begin{align*}
& \mathcal{L}_{B S}(\sigma) u_{B S}=0 \text { on } x>B, t<T  \tag{4}\\
& u_{B S}(t, B ; \sigma)=0 \text { for } t \leq T \\
& u_{B S}(T, x ; \sigma)=1 \text { for } x>B .
\end{align*}
$$

Here, $\mathcal{L}_{B S}(\sigma)$ denotes the Black-Scholes partial differential operator at volatility level $\sigma$ :

$$
\begin{equation*}
\mathcal{L}_{B S}(\sigma)=\frac{\partial}{\partial t}+\frac{1}{2} \sigma^{2} x^{2} \frac{\partial^{2}}{\partial x^{2}}+r\left(x \frac{\partial}{\partial x}-\cdot\right) . \tag{5}
\end{equation*}
$$

This problem can be solved by introducing the solution $u^{d}(t, x)$ of the corresponding digital option problem

$$
\begin{align*}
& \mathcal{L}_{B S}(\sigma) u^{d}=0 \text { on } x>0, t<T  \tag{6}\\
& u^{d}(T, x)=\mathbf{1}_{\{x>B\}} .
\end{align*}
$$

The price of this European digital option is given by $u^{d}\left(t, X_{t}\right)$ at time $t<T$, where $u^{d}(t, x)$ is computed explicitly in (2). It can be checked that the solution $u_{B S}(t, x ; \sigma)$ of the problem (4) can be written

$$
\begin{equation*}
u_{B S}(t, x ; \sigma)=u^{d}(t, x)-\left(\frac{x}{B}\right)^{1-\frac{2 r}{\sigma^{2}}} u^{d}\left(t, \frac{B^{2}}{x}\right) . \tag{7}
\end{equation*}
$$

This formula can be obtained by the method of images presented for instance in [24].
We combine the expression (2) for $u^{d}(t, x)$ with (7), to obtain

$$
\begin{align*}
u_{B S}(t, x ; \sigma) & =e^{-r(T-t)}\left(N\left(d_{2}^{+}(T-t)\right)-\left(\frac{x}{B}\right)^{1-\frac{2 r}{\sigma^{2}}} N\left(d_{2}^{-}(T-t)\right)\right)  \tag{8}\\
d_{2}^{ \pm}(T-t) & =\frac{ \pm \log \left(\frac{x}{B}\right)+\left(r-\frac{\sigma^{2}}{2}\right)(T-t)}{\sigma \sqrt{T-t}} . \tag{9}
\end{align*}
$$

Remark: This framework can be adapted for constant or time-dependent deterministic recovery on default by changing the boundary condition at $x=B$ in equation (4) to

$$
\begin{equation*}
u(t, B ; \sigma)=q(t) \tag{10}
\end{equation*}
$$

where $q$ is the recovery function. Such non-homogeneous boundary value problems arise in the computation of the stochastic volatility correction (see Section 4.2, equation (26)) and we present the technique to handle them there. However, we will not explicitly address recovery models here.

Recall that the yield spread $Y(0, T)$ at time zero is defined by

$$
\begin{equation*}
e^{-Y(0, T) T}=\frac{\Gamma^{B}(0, T)}{\Gamma(0, T)} \tag{11}
\end{equation*}
$$

where $\Gamma(0, T)$ is the default free zero-coupon bond price given here, in the case of constant interest rate $r$, by $\Gamma(0, T)=e^{-r T}$, and $\Gamma^{B}(0, T)=u_{B S}(0, x ; \sigma)$. Notice that the term-structure notation $\Gamma^{B}(t, T)$ shows the current and maturity times, while the pricing function $u_{B S}(t, x ; \sigma)$ shows the current time, current level of the underlying and the volatility. We thus obtain the formula

$$
\begin{equation*}
Y(0, T)=-\frac{1}{T} \log \left(N\left(d_{2}^{+}(T)\right)-\left(\frac{x}{B}\right)^{1-\frac{2 r}{\sigma^{2}}} N\left(d_{2}^{-}(T)\right)\right) \tag{12}
\end{equation*}
$$

In Figure 1, we show in the left plot the yield spread curve $Y(0, T)$ as a function of maturity $T$ for some typical values of the constant volatility, the other parameters are the constant interest rate $r$ and the ratio of initial value to default level $x / B$. It is well documented in the literature that in this first passage model, the likelihood of default is essentially zero for short maturities even for highly levered firms, corresponding to $B / x$ close to one, as illustrated in the plots on the right of Figure 1. As discussed in the introduction, the challenge for theoretical pricing models is to raise the average predicted spread relative to crude models such as the constant volatility model presented in this section, without overstating the risks associated with volatility or leverage.

In this paper, we propose to handle this challenge by introducing stochastic volatility in the dynamics of the defaultable asset. We explain in the following sections that a naive introduction of stochastic volatility may not modify the credit spreads significantly. However, a careful modeling of the time scale content of the volatility gives the desired modification in the yield spread at short maturities.

## 3 Stochastic Volatility

### 3.1 A Class of Models

In the context of equity markets and derivatives pricing and hedging, stochastic volatility is recognized as an essential feature in the modelling of the underlying dynamics. For an extended


Figure 1: The plots on the left show the sensitivity of the yield spread curve to the volatility level. The leverage of the firm $B / x$ is set to $1 / 1.3$, the interest rate $r$ is $6 \%$ and the curves increase with the values of $\sigma: 10 \%, 11 \%, 12 \%$ and $13 \%$. Note that the time to maturity is in unit of years and plotted on the log scale and the yield spread is quoted in basis points. The plots on the right show the sensitivity of the yield spread to the leverage level with the volatility level set to $10 \%$. The curves increases with the increasing leverage ratios $B / x=(1 / 1.3,1 / 1.275,1 / 1.25,1 / 1.225,1 / 1.2)$.
discussion, we refer to [9] and the references therein. In order to illustrate our approach we consider first the case where volatility is driven by one factor which we assume to be a mean-reverting Gaussian diffusion, i.e. an Ornstein-Uhlenbeck process. The dynamics under the physical measure $\mathbb{P}$ is described by the following pair of SDEs

$$
\begin{align*}
d X_{t} & =\mu X_{t} d t+f_{1}\left(Y_{t}\right) X_{t} d W_{t}^{(0)},  \tag{13}\\
d Y_{t} & =\alpha\left(m-Y_{t}\right) d t+\nu \sqrt{2 \alpha} d W_{t}^{(1)} \tag{14}
\end{align*}
$$

where we assume that

- The volatility function $f_{1}$ is positive, non-decreasing, and bounded above and away from zero.
- The invariant distribution of the volatility factor $Y$ is the Gaussian distribution with mean $m$ and standard deviation $\nu$ and it is independent of the parameter $\alpha$.
- The important parameter $\alpha>0$ is the rate of mean reversion of the process $Y$. In other words $1 / \alpha$ is the time scale of this process, meaning that it reverts to its mean over times of order $1 / \alpha$. Small values of $\alpha$ correspond to slow mean reversion and large values of $\alpha$ correspond to fast mean reversion.
- The standard Brownian motions $W^{(0)}$ and $W^{(1)}$ are correlated as

$$
\begin{equation*}
d\left\langle W^{(0)}, W^{(1)}\right\rangle_{t}=\rho_{1} d t \tag{15}
\end{equation*}
$$

where $\rho_{1}$ is a constant correlation coefficient, with $\left|\rho_{1}\right|<1$.
We remark that for the purpose of illustration we choose the volatility factor to be an OrnsteinUhlenbeck process. However, in our approach, $Y$ could be any ergodic diffusion with a unique invariant distribution, as explained in more detail in [9]. Moreover, in our simulations we choose particular volatility functions $f_{1}(y)$ as being proportional to $\max \left(c_{1}, \min \left(c_{2}, \exp (y)\right)\right)$, that is the exponential function with lower and upper cutoffs. In Section 5, we use the results of an asymptotic analysis of this model in the regime with $Y$ being a slowly varying process corresponding to $\alpha$ being small. This requires that $f_{1}$ is smooth at the current level of the volatility factor $y$, which is the case here since cutoffs affect only the tails of $f_{1}$. In the illustration below, we choose $c_{1}=0.01$ and $c_{2}=5$. These particular choices of $Y$ and $f_{1}$ are not essential for the perturbation method and the associated formulas presented in Section 4.

In order to price defaultable bonds under this model for the underlying, we rewrite it under a risk neutral measure $\mathbb{P}^{\star}$ chosen by the market through the market price of volatility risk $\Lambda_{1}$ :

$$
\begin{align*}
d X_{t} & =r X_{t} d t+f_{1}\left(Y_{t}\right) X_{t} d W_{t}^{(0) \star},  \tag{16}\\
d Y_{t} & =\left(\alpha\left(m-Y_{t}\right)-\nu \sqrt{2 \alpha} \Lambda_{1}\left(Y_{t}\right)\right) d t+\nu \sqrt{2 \alpha} d W_{t}^{(1) \star} .
\end{align*}
$$

Here $W^{(0) \star}$ and $W^{(1) \star}$ are standard Brownian motions under $\mathbb{P}^{\star}$ correlated as $W^{(0)}$ and $W^{(1)}$. We assume that the market price of volatility risk $\Lambda_{1}$ is bounded and a function of $y$ only.

### 3.2 Stochastic Volatility Effects in Yield Spreads

In this section, we compute the yield spread that results when we use the stochastic volatility model in (16). Our focus is the combined role of the mean reversion time $1 / \alpha$ and the correlation $\rho_{1}$ on the yield spread curve. We use various values for $\alpha$, corresponding to volatility factors that range from slowly mean reverting ( $\alpha=.05$ ) to fast mean reverting ( $\alpha=10$ ). For each value of $\alpha$ we present a slightly negatively correlated case ( $\rho_{1}=-0.05$ ). The effect of a stronger correlation, in addition to fast mean-reversion, is also shown in Figure 3 (bottom).

In each set of three plots, the top plot gives the yield spread curves as functions of time to maturity, and the starred curve corresponds to a constant volatility. The solid (higher) curve is the yield curve under the stochastic volatility model (16), where the initial volatility level $f_{1}\left(Y_{0}\right)$ and the long-run average volatility (see (18) below) coincide with the volatility level for the constant volatility case. The middle plot is analogous, but plotted on a log scale for the time to maturity to resolve the short maturity horizon behavior. The bottom plot shows one realization of the volatility process $f_{1}(Y)$ for the corresponding time scale parameters. The constant volatility yields are computed using the explicit formula (12). The stochastic volatility yields are computed using

Monte Carlo simulations of trajectories for the model (16). For these illustrations we choose the following parameter values: $\Lambda_{1}=0, x / B=1.3, f_{1}\left(Y_{0}\right)=0.12, r=0.06, m=0, \nu=0.5$.


Figure 2: Correlated ( $\rho_{1}=-0.05$ ) mean-reverting stochastic volatility: slowly $(\alpha=0.05)$ on the left, and order one $(\alpha=0.5)$ on the right.

Figure 2 (left) illustrates the effects of a slowly mean reverting volatility with negative correlation. The yields for short maturities are not significantly affected. There is a mild spread increase for longer maturities. (This increase is slightly lower with zero correlation). This feature of the curve will be captured by analyzing the effect of a slow volatility factor in our model in Section 5 .

Figure 2 (right) illustrates the effects of stochastic volatility that runs on the order one time scale. We observe that the effect is similar to an increase in volatility as shown in Figure 1. (This effect is enhanced by negative correlation over the zero correlation case, which is not shown here). This feature of the curve will be captured in the leading order term by choosing an appropriate effective volatility level $\sigma^{\star}$ in Section 4.3.

Finally, Figure 3 illustrates the effects of a fast mean reverting volatility, with negative correlation. In this case, the yields for short maturities are significantly affected with a small negative correlation (top row, for different leverage ratios) and even more so with a stronger correlation (bottom graph). It is remarkable that this effect is qualitatively and quantitatively very different from the effect resulting from an increase in the volatility level as shown in Figure 1. This feature of the curve will be captured in our analysis of the stochastic volatility model with a fast mean reverting volatility factor in the following section.

We conclude from these numerical experiments that the time scale content of stochastic volatility is crucial in the shaping of the yield spread curve. In particular, a short time scale combined with a negative correlation gives enhanced spreads at short maturities, as compared with the constant volatility case.

In Figure 3 (top right), we illustrate the effect of correlated fast mean reverting volatility in the case of a higher levered bond $(x / B=1.2)$. We observe that the spread at short maturities are significantly higher and again that this effect is qualitatively and quantitatively different from the effect seen by simply decreasing the level of $x / B$ as seen in Figure 1.

A well separated fast volatility time scale has been observed in equity [10] and fixed income [6] markets. A main feature of this short time scale is that it can be treated by singular perturbation techniques as described in detail in [9]. This leads to a description where the effects of the stochastic volatility can be summarized in terms of two group market parameters, an effective constant volatility $\sigma^{\star}$ and a skew parameter $R_{3}$ (which are defined below). Here, we generalize these results to the case of defaultable bonds and show how these parameters can be conveniently calibrated from the observed yield spread curves. In Section 5, we also introduce a slow volatility time scale, which helps in modeling the yield spread curve at longer maturities.


Figure 3: Fast mean-reverting $(\alpha=10)$ stochastic volatility : moderately correlated ( $\rho_{1}=-0.05$ ) and moderately leveraged $B / x=1 / 1.3$ (top left); moderately correlated ( $\rho_{1}=-0.05$ ) and more highly leveraged $B / x=1 / 1.2$ (top right); and more strongly correlated ( $\rho_{1}=-0.5$ ) and moderately leveraged $B / x=1 / 1.3$ (bottom).

## 4 Fast Volatility Factor and Singular Perturbation

In this section, we analyze the effects of a fast mean-reverting volatility factor on defaultable bond prices. Mathematically this involves singular perturbation analysis of barrier options under stochastic volatility models (16), in the limit $\alpha \rightarrow \infty$.

### 4.1 The European Case

We recall first the singular perturbation results in the case of a European option. Let the payoff function at the maturity time $T$ be $h(x)$. We denote by $P_{B S}(t, x ; \sigma)$ the Black-Scholes price of this contract at time $t$ when the stock price is $x$ and the constant volatility is $\sigma$.

The price of the option in the stochastic volatility model (16) is obtained as the expected value of the discounted payoff under the risk neutral measure:

$$
\begin{equation*}
P(t, x, y)=\mathbb{E}^{\star}\left\{e^{-r(T-t)} h\left(X_{T}\right) \mid X_{t}=x, Y_{t}=y\right\} \tag{17}
\end{equation*}
$$

In [9] it is shown that in the limit of the volatility time scale going to zero, that is, $\alpha \rightarrow \infty$, the price $P$ converges to the Black-Scholes price computed with an effective constant volatility $\bar{\sigma}$ given by

$$
\begin{equation*}
\bar{\sigma}^{2}=\left\langle f_{1}^{2}\right\rangle:=\int f_{1}^{2}(y) \Phi(y) d y \tag{18}
\end{equation*}
$$

where $f_{1}^{2}$ is averaged with respect to the invariant distribution of the Ornstein-Uhlenbeck process

$$
\Phi(y)=\frac{1}{\sqrt{2 \pi \nu^{2}}} e^{-(y-m)^{2} / 2 \nu^{2}} .
$$

This limiting price is $P_{B S}(t, x ; \bar{\sigma})$, which satisfies the following problem

$$
\begin{align*}
& \mathcal{L}_{B S}(\bar{\sigma}) P_{B S}=0,  \tag{19}\\
& P_{B S}(T, x)=h(x), \tag{20}
\end{align*}
$$

where $\mathcal{L}_{B S}(\bar{\sigma})$ is the Black-Scholes operator (5) at the volatility level $\bar{\sigma}$.
The main effects of stochastic volatility are captured by the first order correction proportional to $1 / \sqrt{\alpha}$ and denoted by $P_{1}(t, x)$. It is given as the solution of the problem

$$
\begin{aligned}
& \mathcal{L}_{B S}(\bar{\sigma}) P_{1}=-R_{2} x^{2} \frac{\partial^{2} P_{B S}}{\partial x^{2}}-R_{3} x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} P_{B S}}{\partial x^{2}}\right), \\
& P_{1}(T, x)=0,
\end{aligned}
$$

where $P_{B S}$ is evaluated at $(t, x, \bar{\sigma})$. The parameters $R_{2}$ and $R_{3}$ are small of order $\sqrt{1 / \alpha}$, and are complicated functions of the original model parameters:

$$
\begin{equation*}
R_{2}=\frac{\nu}{\sqrt{2 \alpha}}\left\langle\Lambda_{1} \phi^{\prime}\right\rangle, \quad R_{3}=-\frac{\rho_{1} \nu}{\sqrt{2 \alpha}}\left\langle f_{1} \phi^{\prime}\right\rangle, \tag{21}
\end{equation*}
$$

where

$$
\phi^{\prime}(y)=\frac{1}{\nu^{2} \Phi} \int_{-\infty}^{y}\left(f_{1}(u)^{2}-\bar{\sigma}^{2}\right) \Phi(u) d u
$$

These formulas relating $R_{2}, R_{3}$ to the original model parameters will not be used explicitly in practice. In fact we explain in Section 7 how to calibrate directly these parameters from observed yield spreads. In terms of the notation $\left(V_{2}, V_{3}\right)$ used in [9], the more convenient notation used here is related via $R_{2}=2 V_{3}-V_{2}$ and $R_{3}=-V_{3}$.

Note that the first order price approximation

$$
P(t, x, y) \approx P_{B S}(t, x ; \bar{\sigma})+P_{1}(t, x)
$$

does not depend on the current level $y$ of the volatility factor which is not directly observed.
The calibration is simplified by employing the following alternative approximation, which has the same order of accuracy. Introducing the corrected effective volatility $\sigma^{\star}$ by

$$
\begin{equation*}
\sigma^{\star 2}=\bar{\sigma}^{2}+2 R_{2} \tag{22}
\end{equation*}
$$

the first term in the new approximation is $P_{B S}\left(t, x ; \sigma^{\star}\right)$. This leads to the correction $P_{1}^{\star}$ being defined by

$$
\begin{align*}
& \mathcal{L}_{B S}\left(\sigma^{\star}\right) P_{1}^{\star}=-R_{3} x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} P_{B S}}{\partial x^{2}}\left(t, x ; \sigma^{\star}\right)\right)  \tag{23}\\
& P_{1}^{\star}(T, x)=0
\end{align*}
$$

so that

$$
\begin{equation*}
P(t, x, y) \approx P_{B S}\left(t, x ; \sigma^{\star}\right)+P_{1}^{\star}(t, x) \tag{24}
\end{equation*}
$$

The accuracy of this approximation is of order $1 / \alpha$ in the case of a smooth payoff $h$, and of order $\log (\alpha) / \alpha$ in the case of call options as proved in [11].

Observe that $\sigma^{\star}$ and $R_{3}$ are the only parameters needed to compute this approximation, in fact, they can be calibrated from implied volatilities as explained in [13]. In Section 7, we generalize this calibration procedure to the case of defaultable bonds.

### 4.2 Barrier Options

In Section 1.1, we recalled that the price of the defaultable bond is the price of a down and out barrier digital option. In this section we therefore present the perturbation techniques in the context of down and out barrier options. See also [18] for fast scale volatility asymptotics for boundary value problems arising from exotic options.

Here we consider an option that pays $h\left(X_{T}\right)$ at maturity time $T$ if the the underlying stays above a level $B$ before time $T$ and zero otherwise. Under the model (16) for the underlying, the price at time zero of this down and out barrier option is given by

$$
e^{-r T} \mathbb{E}^{\star}\left\{h\left(X_{T}\right) \mathbf{1}_{\left\{\inf _{0 \leq s \leq T} X_{s}>B\right\}}\right\}
$$

We define $u(t, x, y)$ by

$$
u(t, x, y)=e^{-r(T-t)} \mathbb{E}^{\star}\left\{h\left(X_{T}\right) \mathbf{1}_{\left\{\inf _{t \leq s \leq T} X_{s}>B\right\}} \mid X_{t}=x, Y_{t}=y\right\}
$$

so that the price of the barrier option at time $t$ is given by

$$
\mathbf{1}_{\left\{\inf _{0 \leq s \leq t} X_{s}>B\right\}} u\left(t, X_{t}, Y_{t}\right)
$$

The function $u(t, x, y)$ satisfies for $x \geq B$ the problem

$$
\begin{array}{ll}
\left(\frac{\partial}{\partial t}+\mathcal{L}_{X, Y}-r\right) u=0 & \text { on } x>B, t<T \\
u(t, B, y)=0 & \text { for } t \leq T \\
u(T, x, y)=h(x) & \text { for } \quad x>B
\end{array}
$$

where $\mathcal{L}_{X, Y}$ is the infinitestimal generator of the process $(X, Y)$ given by (16).
As in the European case, for calibration purposes, it is convenient to construct an asymptotic approximation in terms of the corrected effective volatility $\sigma^{\star}$ defined in (22). Hence, we define $u_{0}^{\star}(t, x)$ as the solution of the problem

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(\sigma^{\star}\right) u_{0}^{\star}=0 & \text { on } x>B, t<T \\
u_{0}^{\star}(t, B)=0 & \text { for } t \leq T  \tag{25}\\
u_{0}^{\star}(T, x)=h(x) & \text { for } \quad x>B
\end{array}
$$

and we find the correction $u_{1}^{\star}(t, x)$ solves

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(\sigma^{\star}\right) u_{1}^{\star}=-R_{3} x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{0}^{\star}}{\partial x^{2}}\right) & \text { on } x>B, t<T, \\
u_{1}^{\star}(t, B)=0 & \text { for } t \leq T, \\
u_{1}^{\star}(T, x)=0 & \text { for } x>B .
\end{array}
$$

The derivation follows as in the derivation of (23), with the additional knock-out boundary condition at $x=B$. Remarkably, the small parameter $R_{3}$ is the same as in the European case.

For computing $u_{1}^{\star}$, it is convenient to replace the source problem above by a homogeneous problem with a non-homogeneous boundary condition. This is achieved by introducing $v_{1}^{\star}$ defined as

$$
v_{1}^{\star}(t, x)=u_{1}^{\star}(t, x)-(T-t) R_{3} x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{0}^{\star}}{\partial x^{2}}(t, x)\right)
$$

so that $v_{1}^{\star}(t, x)$ solves the simpler problem

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(\sigma^{\star}\right) v_{1}^{\star}=0 & \text { on } x>B, t<T, \\
v_{1}^{\star}(t, B)=g(t) & \text { for } \quad t \leq T,  \tag{26}\\
v_{1}^{\star}(T, x)=0 & \text { for } \quad x>B,
\end{array}
$$

with the function $g(t)$ given by

$$
g(t)=-R_{3}(T-t) \lim _{x \downarrow B} F_{3}(t, x),
$$

where we define

$$
\begin{equation*}
F_{3}(t, x)=x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{0}^{\star}}{\partial x^{2}}(t, x)\right) . \tag{27}
\end{equation*}
$$

To summarize, we have

$$
\begin{equation*}
u(t, x, y) \approx u_{0}^{\star}(t, x)+(T-t) R_{3} F_{3}(t, x)+v_{1}^{\star}(t, x) \tag{28}
\end{equation*}
$$

where $u_{0}^{\star}$ and $v_{1}^{\star}$ are given in (25) and (26) respectively.

### 4.3 Pricing Defaultable Bonds

In this section, we consider the case $h(x)=1$ corresponding to a defaultable zero coupon bond. In this case, $u_{0}^{\star}$ defined in (25) is explicitly given by

$$
\begin{equation*}
u_{0}^{\star}(t, x)=u_{B S}\left(t, x ; \sigma^{\star}\right), \tag{29}
\end{equation*}
$$

where $u_{B S}$ was defined in (8)-(9).
Calculations for the $h=1$ case given in Appendix A lead to the formula

$$
\begin{align*}
g(t) & =R_{3} e^{-r(T-t)}\left[\frac{1}{\sigma^{\star 3}}\left(\frac{2}{\sqrt{T-t}}+4 p r \sqrt{T-t}\right) N^{\prime}(d)+(T-t)(p-1) p^{2} N(d)\right]  \tag{30}\\
d & =-\frac{p \sigma^{\star} \sqrt{T-t}}{2}, \tag{31}
\end{align*}
$$

where

$$
p=1-\frac{2 r}{\sigma^{\star 2}},
$$

and the formula for $F_{3}$ defined in (27) is given in equation (56) there.
The problem (26) for $v_{1}^{\star}$ admits the probabilistic representation

$$
\begin{equation*}
v_{1}^{\star}(t, x)=\mathbb{E}^{\star}\left\{e^{-r(\xi-t)} g(\xi) \mathbf{1}_{\{\xi \leq T\}} \mid X_{t}^{\star}=x>B\right\} \tag{32}
\end{equation*}
$$

where $X^{\star}$ is a geometric Brownian motion with volatility $\sigma^{\star}$ and $\xi$ is the first time $X^{\star}$ hits the boundary $B$.

By changing to log coordinates and using a Girsanov transformation, the problem is rewritten as a first passage problem for a driftless Brownian motion. The distribution of the first hitting time is known (see for instance [19, Chapter 2]) and $v_{1}$ can then be written as a Gaussian integral. We obtain

$$
\begin{equation*}
v_{1}^{\star}(t, x)=\frac{\left(\frac{x}{B}\right)^{\frac{p}{2}}}{\sigma^{\star} \sqrt{2 \pi}} \int_{t}^{T} \frac{\log (x / B)}{(s-t)^{3 / 2}} e^{-\frac{(\log (x / B))^{2}}{2 \sigma^{\star 2}(s-t)}} e^{-\left(r+\left(\sigma^{\star} p\right)^{2} / 8\right)(s-t)} g(s) d s \tag{33}
\end{equation*}
$$

where the function $g$, which is proportional to the small parameter $R_{3}$, is given in (30).
Therefore, the price $\Gamma^{B}(0, T)$ of the defaultable bond at time zero, defined in (1), is approximated by

$$
\begin{equation*}
\Gamma^{B}(0, T) \approx u_{0}^{\star}(0, x)+T R_{3} F_{3}(0, x)+v_{1}^{\star}(0, x) \tag{34}
\end{equation*}
$$

where $u_{0}^{\star}(t, x), F_{3}(t, x)$, and $v_{1}^{\star}(t, x)$ are given in (29), (56), and (33) respectively.
In Figure 4, the yield corresponding to this price approximation is represented by the dashed line, and the yield corresponding to the constant volatility price $u_{0}^{\star}(t, x)$ is represented by the solid line. We use the following values of the parameters $\sigma^{\star}=0.12, r=0, R_{3}=-0.0003, x / B=1.2$ and present the top plot on a linear scale and the bottom in log maturity coordinates. One sees that the correction has qualitatively the shape of the correction seen in Figure 3 (right). The stochastic volatility strongly affects the yields for short maturities and the effect is very different from that obtained if only the volatility level is changed. Accuracy of the asymptotic approximation, with respect to a given, fully specified stochastic volatility model, will be discussed in Section 6.3.

## 5 Slow Volatility Factor and Regular Perturbation

We have seen in the previous section that the correction generated by the fast mean-reverting stochastic volatility factor affects the yield spreads mainly at short maturities. To gain more flexibility in calibrating yield spreads we introduce a slow volatility factor which will help the fit at longer maturities. The importance of this is demonstrated in the calibration in Section 7. In this section, we summarize the correction generated by a slow volatility factor corresponding to $\alpha$ small in (16). We denote this factor by $Z$ and its time scale parameter by $\delta$ to distinguish from the fast case analyzed previously. We will combine both fast and slow factors in Section 6.

We rewrite the dynamics of the underlying under the risk neutral measure $\mathbb{P}^{\star}$ as

$$
\begin{align*}
d X_{t} & =r X_{t} d t+f_{2}\left(Z_{t}\right) X_{t} d W_{t}^{(0) \star}  \tag{35}\\
d Z_{t} & =\left(\delta\left(m_{2}-Z_{t}\right)-\nu_{2} \sqrt{2 \delta} \Lambda_{2}\left(Z_{t}\right)\right) d t+\nu_{2} \sqrt{2 \delta} d W_{t}^{(2) \star}
\end{align*}
$$

where we assume that


Figure 4: The approximated yield for $\sigma^{\star}=0.12, r=0.0, R_{3}=-0.0003, x / B=1.2$. The solid line corresponds to the constant volatility leading order term. The crossed dashed line incorporates the stochastic volatility correction. The top plot is on the linear scale and the bottom plot is on the log maturity scale.

- The volatility function $f_{2}$ is positive, smooth, non-decreasing, bounded above and away from zero.
- The function $\Lambda_{2}(z)$ is a market price of volatility risk.
- The small parameter $\delta>0$ corresponds to the long time scale $1 / \delta$, and the volatility factor $Z_{t}$ changes slowly.
- The standard Brownian motions $W^{(0)}$ and $W^{(2)}$ are correlated as

$$
\begin{equation*}
d\left\langle W^{(0)}, W^{(2)}\right\rangle_{t}=\rho_{2} d t \tag{36}
\end{equation*}
$$

where $\rho_{2}$ is a constant correlation coefficient satisfying $\left|\rho_{2}\right|<1$.
Following [12] and [13], the price of a derivative written on an underlying governed by (35) can be approximated by regular perturbation techniques in the regime $\delta$ small. The price of a defaultable bond is given by

$$
\Gamma^{B}(t, T)=\mathbf{1}_{\left\{\inf _{0 \leq s \leq t} X_{s}>B\right\}} u\left(t, X_{t}, Z_{t}\right)
$$

where $u(t, x, z)$ satisfies the problem

$$
\begin{array}{ll}
\left(\frac{\partial}{\partial t}+\mathcal{L}_{X, Z}-r\right) u=0 & \text { on } x>B, t<T, \\
u(t, B, z)=0 & \text { for } t \leq T, \\
u(T, x, z)=1 & \text { for } \quad x>B
\end{array}
$$

Here, $\mathcal{L}_{X, Z}$ is the infinitestimal generator of the process $(X, Z)$ given by (35).
The leading order term $u_{0}^{(z)}(t, x)$, in the expansion $u=u_{0}^{(z)}+u_{1}^{(z)}+\cdots$, solves the problem

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(f_{2}(z)\right) u_{0}^{(z)}=0 & \text { on } x>B, t<T, \\
u_{0}^{(z)}(t, B)=0 & \text { for } t \leq T,  \tag{37}\\
u_{0}^{(z)}(T, x)=1 & \text { for } \quad x>B,
\end{array}
$$

where $z$ is only a parameter which corresponds to the current "frozen" level of the slow volatility factor. The function $u_{0}^{(z)}(t, x)$ is given explicitly by

$$
u_{0}^{(z)}(t, x)=u_{B S}\left(t, x ; f_{2}(z)\right),
$$

where $u_{B S}$ was defined in (8)-(9).
The first correction $u_{1}^{(z)}(t, x)$ solves the problem

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(f_{2}(z)\right) u_{1}^{(z)}=-2\left(R_{0}(z) \frac{\partial u_{B S}}{\partial \sigma}+R_{1}(z) x \frac{\partial}{\partial x}\left(\frac{\partial u_{B S}}{\partial \sigma}\right)\right) & \text { on } x>B, t<T, \\
u_{1}^{(z)}(t, B)=0 & \text { for } t \leq T,  \tag{38}\\
u_{1}^{(z)}(T, x)=0 & \text { for } x>B,
\end{array}
$$

where $u_{B S}$ is evaluated at $\left(t, x, f_{2}(z)\right)$, and $R_{0}(z)$ and $R_{1}(z)$ are small parameters of order $\sqrt{\delta}$, functions of the model parameters:

$$
\begin{aligned}
& R_{0}(z)=-\sqrt{\frac{\delta}{2}} \nu_{2} \Lambda_{2}(z) f_{2}^{\prime}(z) \\
& R_{1}(z)=\sqrt{\frac{\delta}{2}} \rho_{2} \nu_{2} f_{2}(z) f_{2}^{\prime}(z),
\end{aligned}
$$

and depending on the current level $z$ of the slow factor.
We again transform this source problem into a homogeneous problem with a non-homogeneous boundary condition. This is done in three steps. We first introduce

$$
\begin{equation*}
u_{1 a}^{(z)}(t, x)=2(T-t)\left(R_{0}(z) \frac{\partial u_{B S}}{\partial \sigma}+R_{1}(z) x \frac{\partial}{\partial x}\left(\frac{\partial u_{B S}}{\partial \sigma}\right)\right), \tag{39}
\end{equation*}
$$

and then we define

$$
\begin{equation*}
u_{1 b}^{(z)}(t, x)=u_{1}^{(z)}(t, x)-u_{1 a}^{(z)}(t, x) . \tag{40}
\end{equation*}
$$

Using the relations

$$
\begin{aligned}
& \mathcal{L}_{B S}\left(f_{2}(z)\right)\left(\frac{\partial u_{B S}}{\partial \sigma}\right)=-f_{2}(z) x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}, \\
& \mathcal{L}_{B S}\left(f_{2}(z)\right)\left(x \frac{\partial}{\partial x}\left(\frac{\partial u_{B S}}{\partial \sigma}\right)\right)=-f_{2}(z) x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}\right),
\end{aligned}
$$

we obtain that $u_{1 b}^{(z)}$ solves

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(f_{2}(z)\right) u_{1 b}^{(z)}=2(T-t) f_{2}(z)\left(R_{0}(z) x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}+R_{1}(z) x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}\right)\right) & \text { on } x>B, t<T, \\
u_{1 b}^{(z)}(t, B)=g_{b}(t) & \text { for } t \leq T, \\
u_{1 b}^{(z)}(T, x)=0 & \text { for } x>B,
\end{array}
$$

with

$$
\begin{equation*}
g_{b}(t)=\lim _{x \downarrow B}\left(u_{1}^{(z)}(t, x)-u_{1 a}^{(z)}(t, x)\right)=-\lim _{x \downarrow B} u_{1 a}^{(z)}(t, x), \tag{42}
\end{equation*}
$$

since $u_{1}^{(z)}(t, B)=0$. Notice that the source term in (41) is now in terms of $x$-derivatives of $u_{B S}$. We are now able to remove the source in (41) by introducing

$$
\begin{equation*}
u_{1 c}^{(z)}(t, x)=-(T-t)^{2} f_{2}(z)\left(R_{0}(z) x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}+R_{1}(z) x \frac{\partial}{\partial x}\left(x^{2} \frac{\partial^{2} u_{B S}}{\partial x^{2}}\right)\right) \tag{43}
\end{equation*}
$$

and defining

$$
\begin{equation*}
u_{1 d}^{(z)}(t, x)=u_{1 b}^{(z)}(t, x)-u_{1 c}^{(z)}(t, x), \tag{44}
\end{equation*}
$$

which solves

$$
\begin{array}{ll}
\mathcal{L}_{B S}\left(f_{2}(z)\right) u_{1 d}^{(z)}=0 & \text { on } x>B, t<T, \\
u_{1 d}^{(z)}(t, B)=g_{d}(t) & \text { for } t \leq T,  \tag{45}\\
u_{1 d}^{(z)}(T, x)=0 & \text { for } \quad x>B,
\end{array}
$$

with

$$
\begin{equation*}
g_{d}(t)=g_{b}(t)-\lim _{x \downarrow B} u_{1 c}^{(z)} . \tag{46}
\end{equation*}
$$

To summarize, we have

$$
\begin{equation*}
u(t, x, z) \approx u_{B S}\left(t, x ; f_{2}(z)\right)+u_{1 a}^{(z)}(t, x)+u_{1 c}^{(z)}(t, x)+u_{1 d}^{(z)}(t, x) \tag{47}
\end{equation*}
$$

where $u_{1 a}^{(z)}$ is given by (39), $u_{1 c}^{(z)}$ is given by (43), and $u_{1 d}^{(z)}$ solves (45).
Equation (45) for $u_{1 d}^{(z)}$, the last contribution to the approximation (47), can be solved by rewriting it in the $\log$-variable $\log x$, and using distributions for the hitting times of Brownian motions as in Section 4.3. We obtain

$$
\begin{equation*}
u_{1 d}^{(z)}(t, x)=\frac{\left(\frac{x}{B}\right)^{\frac{p}{2}}}{f_{2}(z) \sqrt{2 \pi}} \int_{t}^{T} \frac{\log (x / B)}{(s-t)^{3 / 2}} \exp \left(-\frac{(\log (x / B))^{2}}{2 f_{2}(z)^{2}(s-t)}-\left[\frac{\left(f_{2}(z) p\right)^{2}}{8}+r\right](s-t)\right) g_{d}(s) d s \tag{48}
\end{equation*}
$$

where $g_{d}(t)$ is defined in (46), and we have the formula (60) given in Appendix B.
In Figure 5 the yield corresponding to the price approximation (47) is represented by the dashed line, and the yield corresponding to the constant volatility price $u_{B S}\left(t, x ; f_{2}(z)\right)$ is represented by the solid line. We use the following values of the parameters $f_{2}(z)=0.12, r=0.0, R_{0}(z)=$ $0.0003, R_{1}(z)=-0.0005, x / B=1.2$ and present the top plot on a linear scale and the bottom in log coordinates. One sees that the correction has qualitatively the shape of the correction seen in Figure 2. The stochastic volatility affects the yields for longer maturities with small effects on short maturities. Accuracy of the asymptotic approximation, with respect to a given, fully specified stochastic volatility model, will be discussed in Section 6.3.

## 6 Models with Fast \& Slow Volatility Factors

In this section we consider a class of models which include two stochastic volatility factors with separated time scales, one fast and the other one slow. We then combine singular and regular perturbations to obtain an approximation for the defaultable bond price. Finally we discuss the calibration of the parameters needed in this approximation.

### 6.1 The Combined Two Scale Stochastic Volatility Models

Under the risk-neutral pricing measure $\mathbb{P}^{\star}$, our model is a combination of (16) and (35) as follows:

$$
\begin{align*}
d X_{t} & =r X_{t} d t+f\left(Y_{t}, Z_{t}\right) X_{t} d W_{t}^{(0) \star}  \tag{49}\\
d Y_{t} & =\left(\frac{1}{\varepsilon}\left(m_{1}-Y_{t}\right)-\frac{\nu_{1} \sqrt{2}}{\sqrt{\varepsilon}} \Lambda_{1}\left(Y_{t}, Z_{t}\right)\right) d t+\frac{\nu_{1} \sqrt{2}}{\sqrt{\varepsilon}} d W_{t}^{(1) \star} \\
d Z_{t} & =\left(\delta\left(m_{2}-Z_{t}\right)-\nu_{2} \sqrt{2 \delta} \Lambda_{2}\left(Y_{t}, Z_{t}\right)\right) d t+\nu_{2} \sqrt{2 \delta} d W_{t}^{(2) \star}
\end{align*}
$$

where we assume that



Figure 5: The approximated yield for $f_{2}(z)=0.12, r=0.0, R_{0}(z)=0.0003, R_{1}(z)=-0.0005, x / B=1.2$. The solid line corresponds to the constant volatility leading order term. The dashed line incorporates the slow varying stochastic volatility correction. The bottom plot is in the log scale and the top plot is in the original scale.

- The volatility function $f(y, z)$ is positive, smooth in $z$, non-decreasing, bounded above and away from zero.
- The functions $\Lambda_{1}(y, z)$ and $\Lambda_{2}(y, z)$ are the combined market prices of volatility risk which determine $\mathbb{P}^{\star}$ chosen by the market.
- The short time scale $\varepsilon$ and the long time scale $1 / \delta$ are such that

$$
\varepsilon \ll 1 \ll \frac{1}{\delta}
$$

- The standard Brownian motions $\left(W_{t}^{(0) \star}, W_{t}^{(1) \star}, W_{t}^{(2) \star}\right)$ are correlated according to the following cross-variations:

$$
\begin{aligned}
d\left\langle W^{(0) \star}, W^{(1) \star}\right\rangle_{t} & =\rho_{1} d t, \\
d\left\langle W^{(0) \star}, W^{(2) \star}\right\rangle_{t} & =\rho_{2} d t, \\
d\left\langle W^{(1) \star}, W^{(2) \star}\right\rangle_{t} & =\rho_{12} d t,
\end{aligned}
$$

where $\left|\rho_{1}\right|<1,\left|\rho_{2}\right|<1$ and $\left|\rho_{12}\right|<1$.

- The unperturbed volatility process $Y_{t}$, that is without $\Lambda_{1}$, admits the Gaussian invariant distribution $\mathcal{N}\left(m_{1}, \nu_{1}^{2}\right)$. Averaging with respect to this invariant distribution is again denoted by $\langle\cdot\rangle$.

Under this model, the price at time $t<T$ of a zero-coupon defaultable bond maturing at $T$ is given by

$$
\Gamma^{B}(t, T)=\mathbf{1}_{\left\{\inf _{0 \leq s \leq t} X_{s}>B\right\}} u\left(t, X_{t}, Y_{t}, Z_{t}\right)
$$

where $u(t, x, y, z)$ satisfies the problem

$$
\begin{array}{ll}
\left(\frac{\partial}{\partial t}+\mathcal{L}_{X, Y, Z}-r\right) u=0 & \text { on } x>B, t<T \\
u(t, B, y, z)=0 & \text { for } t \leq T \\
u(T, x, y, z)=1 & \text { for } \quad x>B
\end{array}
$$

and $\mathcal{L}_{X, Y, Z}$ is the infinitestimal generator of the process $(X, Y, Z)$ given by (49). The function $u(t, x, y, z)$ is approximated in the following section.

### 6.2 The Combined Volatility Perturbations

Following [12] and [13], one can combine the singular perturbation presented in Section 4, and the regular perturbation presented in Section 5, to obtain:

$$
u(t, x, y, z)=u_{0}^{(z)}(t, x)+u_{1, \varepsilon}^{(z)}(t, x)+u_{1, \delta}^{(z)}(t, x)+\cdots
$$

where $u_{0}^{(z)}(t, x)$ is the order one leading term, $u_{1, \varepsilon}^{(z)}(t, x)$ is proportional to $\sqrt{\varepsilon}, u_{1, \delta}^{(z)}(t, x)$ is proportional to $\sqrt{\delta}$, and the following terms are of higher order in $\sqrt{\varepsilon}$ and $\sqrt{\delta}$. The method consists of expanding first in $\delta$ (regular perturbation) and then in $\varepsilon$ (singular perturbation), although the reverse order leads to the same approximation. The singular perturbation analysis leads to effective group parameters $\left(\sigma^{\star}, R_{3}\right)$ as in Section 4, but these now depend on the "frozen" slow volatility factor level $z$. We obtain group parameters $\left(R_{0}, R_{1}\right)$ from the regular perturbation expansion as in Section 5, and these also depend on $z$.

The function $u_{0}^{(z)}(t, x)$ is given by (29) where $\sigma^{\star}$ is now $z$-dependent and denoted by $\sigma^{\star}(z)$. The function $u_{1, \varepsilon}^{(z)}(t, x)$ is given by

$$
u_{1, \varepsilon}^{(z)}(t, x)=(T-t) R_{3}(z) F_{3}^{(z)}(t, x)+v_{1}^{\star(z)}(t, x)
$$

where $R_{3}(z)$ is a $z$-dependent parameter that is small of order $\sqrt{\varepsilon}$, and $F_{3}^{(z)}(t, x)$ and $v_{1}^{\star(z)}(t, x)$ are given by (56) in Appendix B and (33) respectively, with $\sigma^{\star}$ replaced by $\sigma^{\star}(z)$.

As in Section 5 , the function $u_{1, \delta}^{(z)}(t, x)$ is the sum of three components

$$
u_{1, \delta}^{(z)}(t, x)=u_{1 a}^{(z)}(t, x)+u_{1 c}^{(z)}(t, x)+u_{1 d}^{(z)}(t, x),
$$

given respectively by (39), (43) and (48) with $f_{2}(z)$ replaced by $\sigma^{\star}(z)$. In particular, the two parameters $R_{0}$ and $R_{1}$ involved in these components are small of order $\sqrt{\delta}$ and $z$-dependent.

In terms of the yield spreads $Y(0, T)$, generated by the full stochastic volatility model (49), we obtain the following approximation

$$
\begin{align*}
r+Y(0, T) & =-\frac{1}{T} \log (u(0, x, y, z)) \\
& \approx-\frac{1}{T} \log \left(u_{0}^{(z)}(0, x)+u_{1, \varepsilon}^{(z)}(0, x)+u_{1, \delta}^{(z)}(0, x)\right) \\
& \approx-\frac{1}{T} \log \left(u_{0}^{(z)}(0, x)\right)-\frac{1}{T}\left(\frac{u_{1, \varepsilon}^{(z)}(0, x)}{u_{0}^{(z)}(0, x)}\right)-\frac{1}{T}\left(\frac{u_{1, \delta}^{(z)}(0, x)}{u_{0}^{(z)}(0, x)}\right) \tag{50}
\end{align*}
$$

where

- The first term is the yield spread produced by the constant volatility model discussed in Section 2, evaluated at the volatility level $\sigma^{\star}(z)$. Therefore $\sigma^{\star}(z)$ is the parameter which controls the yield curve for intermediate maturities (say one to ten years).
- The second term is the correction scaled by the small parameter $R_{3}$ which affects primarily the short maturities as shown in Figure 3 (right).
- The third term is the correction scaled by the small parameters $R_{0}$ and $R_{1}$ which affect the longer maturities as shown in Figure 2.

In Figure 6 we show the yield corresponding to the price approximation corresponding to (50) that includes the correction terms from both the fast and the slow scales by the dashed line, and the yield corresponding to the constant volatility price $u_{0}^{\star}(t, x)$ by the solid line. We use the same values for the parameters as above $\sigma^{\star}=0.12, r=0.0, R_{0}=0.0003, R_{1}=-0.0005, R_{3}=-0.0003, x / B=$ 1.2. The multiscale stochastic volatility affects the yields significantly for all maturities.

We discuss the error of the approximation (50) in the next section, and in Section 7, we analyze the form of the correction terms in more detail. In particular we examine how they depend on the group market parameters $\left(\sigma^{\star}, R_{0}, R_{1}, R_{3}\right)$, that is the parameters we estimate in the calibration step.

### 6.3 Accuracy of the Approximation

We first demonstrate the accuracy of the asymptotic approximation (in the fast mean-reverting case) with a numerical example, and then provide a precise analytical result for the rate of convergence of the complete two-factor (fast and slow) stochastic volatility model.


Figure 6: The approximated yield for $\sigma^{\star}=0.12, r=0.0, R_{0}=0.0003, R_{1}=-0.0005, R_{3}=-0.0003, x / B=$ 1.2. The solid line corresponds to the constant volatility leading order term. The dashed line incorporates the slow and fast varying stochastic volatility corrections. The bottom plot is in the log scale and the top plot is in the original scale.

### 6.3.1 Illustration from Numerical Simulations

We consider a fully-specified one-factor fast mean-reverting stochastic volatility model (16) with the following choices:

$$
r=0.06, \quad \bar{\sigma}=0.12, \quad \nu=0.5, \quad f_{1}(y)=\bar{\sigma} e^{-\nu^{2}} e^{y}, \quad m=0
$$

and with the market price of volatility risk $\Lambda_{1} \equiv 0$. The rate of mean-reversion $\alpha$ varies from 5 to 50, corresponding to mean-reversion times from about two months down to about a week.

We compute by Monte Carlo simulations the yield spread (for each $\alpha$ ) on a five-year defaultable bond with leverage $B / x=1 / 1.3$. The starting values are $X_{0}=1, Y_{0}=0$. We compare with the approximation given by formula (34), converted to yield spread. The parameters needed in the approximation $\left(\sigma^{\star}, R_{3}\right)$ are related to the original model by formulas $(18,21,22)$ and here are computed as $\bar{\sigma}=0.12, R_{3}=-7 \times 10^{-5} / \sqrt{\alpha}$ and $\sigma^{\star}=\bar{\sigma}$ since $R_{2}=0$ with our choice $\Lambda_{1} \equiv 0$. For reference, the corresponding Black-Cox yield, with constant volatility $\bar{\sigma}$, is equal to $2.069 \%$.

The following table shows the absolute relative pricing error between the asymptotic approximation and the true price computed with Monte Carlo (using a cautious 100,000 paths and 25,000 time-steps per path). Clearly, the error is decreasing as the rate of mean-reversion increases, and the magnitudes are small.

| $\alpha$ | Relative Pricing Error |
| :---: | :---: |
| 5 | $9.60 \times 10^{-4}$ |
| 20 | $5.92 \times 10^{-4}$ |
| 25 | $5.20 \times 10^{-4}$ |
| 35 | $3.07 \times 10^{-4}$ |
| 40 | $2.52 \times 10^{-4}$ |
| 50 | $1.29 \times 10^{-4}$ |

### 6.3.2 Convergence Result

We briefly outline how the accuracy result, obtained for call options in the singular perturbation case [11], and generalized to combined singular and regular perturbations in [12], can be adapted to the present situation of defaultable bonds viewed as digital down-and-out barrier options.

The payoff of a European digital option is discontinuous, and therefore less regular than that of an European call option. In order to establish the rate of convergence of the singular perturbation approximation, we use the regularization discussed in [11] which consists in controlling the successive derivatives of the Black-Scholes price with the regularized payoff, in terms of a regularization parameter $\eta$. In the case of the call, the first derivative can be taken on the original payoff, while the remaining derivatives are taken on the smoothing kernel. In the case of the digital, all the derivatives have to hit the kernel, and therefore it produces an extra $\eta^{-1 / 2}$. Consequently, the problem of optimal bounding of the error terms $\left(\eta, \varepsilon \log |\eta|, \frac{\varepsilon^{3 / 2}}{\sqrt{\eta}}\right)$, obtained in [11], is now to optimally bound $\left(\eta, \frac{\varepsilon \log |\eta|}{\sqrt{\eta}}, \frac{\varepsilon^{3 / 2}}{\eta}\right)$. The first error term is not affected by the derivatives since it comes from the regularization of the original price. By substituting $\eta=\varepsilon^{q}$, we reduce the problem to the following maxmin problem

$$
\max \min \left\{q, 1-\frac{q}{2}, \frac{3}{2}-q\right\}
$$

which admits the solution $q=2 / 3$.
The regular perturbation with respect to $\delta$ gives an order of accuracy $\mathcal{O}(\delta)$, and therefore, pointwise in $(t, x, y, z)$, the combined order of accuracy is $\mathcal{O}\left(\varepsilon^{2 / 3} \log |\varepsilon|+\delta\right)$.

The accuracy of the approximation (50) is obtained by generalizing the case of a digital option to the case of a digital barrier option. The first step is to regularize the terminal payoff by replacing it by the Black-Scholes price of the barrier option, with a small time-to-maturity $\eta$. As in the proof of convergence in the European case, the argument consists in controlling the blow-up of the successive $x$-derivatives at maturity and at the barrier, but now of the Black-Scholes price of the contract. By the method of images, this is reduced to the analysis of the Black-Scholes digital option formula and its derivatives. Consequently, there is a discontinuity in the payoff at the corner $(t=T, x=B)$ as in the case of a European binary option. Therefore the order of accuracy in this case is as with the digital, namely $\mathcal{O}\left(\varepsilon^{2 / 3} \log |\varepsilon|+\delta\right)$.

## 7 Calibration

In this section, we discuss calibration of the asymptotic approximation obtained in the previous section from yield spread data. The parameters of interest are ( $\sigma^{\star}, R_{0}, R_{1}, R_{3}$ ). We first reformulate the approximation in terms of yield, and then illustrate the ability of the model to fit observed yield spread data.

### 7.1 Calibration Formulas

We rewrite the approximated yield (50) as

$$
\begin{equation*}
Y(0, T) \approx Y^{\star}\left(T ; \sigma^{\star}\right)+Y^{\varepsilon}\left(T ; \sigma^{\star}\right)+Y^{\delta}\left(T ; \sigma^{\star}\right) \tag{51}
\end{equation*}
$$

where the leading yield term is given explicitly by

$$
\begin{equation*}
Y^{\star}\left(T, \sigma^{\star}\right)=-\frac{1}{T} \log \left(N\left(d_{2}^{+}\right)-\left(\frac{x}{B}\right)^{p} N\left(d_{2}^{-}\right)\right) \tag{52}
\end{equation*}
$$

with

$$
p=1-\frac{2 r}{\sigma^{\star}}, \quad d_{2}^{ \pm}=\frac{ \pm \log (x / B)+p \sigma^{\star 2} T / 2}{\sigma^{\star} \sqrt{T}}
$$

where we do not show the $z$-dependence in $\sigma^{\star}$, or in the parameters $\left(R_{0}, R_{1}, R_{3}\right)$ below. The main yield term component $Y^{\star}$ typically captures well the observed yield curves at intermediate maturities. This component is generated by a first passage model with constant volatility $\sigma^{\star}$ which is therefore the only parameter to be calibrated in this case, if we assumed that the leverage $B / x$ is known.

In this paper we have shown that an extended first passage model with multiscale stochastic volatility gives more flexibility to capture the behavior of the yield curve at short and long maturities. Moreover, by using perturbation techniques we have derived explicit formulas for the corrections $Y^{\varepsilon}$ and $Y^{\delta}$ to the yield spread.

The first correction $Y^{\varepsilon}$ is given by

$$
\begin{equation*}
Y^{\varepsilon}\left(T ; \sigma^{\star}\right)=-\frac{1}{T}\left(\frac{R_{3} T F_{3}+v_{1}^{\star}}{u_{0}^{\star}}\right) \tag{53}
\end{equation*}
$$

where $u_{0}^{\star}, F_{3}$, and $v_{1}^{\star}$ are evaluated at the current time $t=0$, current asset value $x$ and maturity $T$, and given respectively by (29), (56), and (33). Observe from (30) that $v_{1}^{\star}$ is also proportional to the small parameter $R_{3}$ which is fitted in order to capture the yield spread behavior at short maturities.

Using the expression (57) for $u_{1 a}^{(z)}+u_{1 c}^{(z)}$ given in Appendix B, with $f_{2}(z)$ replaced by $\sigma^{\star}(z)$, the second correction $Y^{\delta}$ is given by

$$
\begin{equation*}
Y^{\delta}\left(T ; \sigma^{\star}\right)=-\frac{1}{T}\left(\frac{R_{0}\left\{2 T F_{0}-T^{2} \sigma^{\star} F_{2}\right\}+R_{1}\left\{2 T F_{1}-T^{2} \sigma^{\star} F_{3}\right\}+u_{1 d}}{u_{0}^{\star}}\right) \tag{54}
\end{equation*}
$$

where $u_{0}^{\star}, F_{0}, F_{1}, F_{2}, F_{3}$, and $u_{1 d}$ are evaluated at $t=0$, current asset value $x$ and maturity $T$, and given respectively by (29), (58), (59), (55), (56), and (48). Observe from (60) that $u_{1 d}$ is also a sum of terms proportional to either $R_{0}$ or $R_{1}$ which are the two small parameters to be fitted in order to capture the yield spread behavior at longer maturities.

### 7.2 Calibration Exercise

We demonstrate the versatility of the stochastic volatility models through the approximation formulas above, by manually fitting them to some market data. The specific components of the model, namely the base Black-Cox model enhanced with fast and slow stochastic volatility factors, have natural effects on the yield spreads produced: the base volatility $\sigma^{\star}$ and the leverage $B / x$ entering the Black-Cox formula set the basic level of the curve; the fast factor, whose effect is described through the parameter $R_{3}$, influences the slope of the short end of the curve; and the parameters $R_{0}$ and $R_{1}$ associated with the slow factor impact the level and slope respectively of the long end of the curve. Of course, the effects of each parameter are not entirely independent, but the physical interpretation of their roles makes it natural to employ a visual fitting as a starting point for an automated procedure. A thorough empirical study with an optimized fitting procedure is beyond the scope of the current paper.

We take yield spreads from market prices of corporate bonds for two firms, Ford on 9 December 2004, when it was rated BBB, and IBM, a firm rated A or higher, on 1 December 2004. The spreads are obtained from bondpage.com. For simplicity, we assume a constant interest rate $r=0.025$ throughout.

We first fit the Black-Cox yield spread by varying the volatility $\bar{\sigma}$ and the leverage $B / x$. This is shown by the solid line in Figures 7 and 8. As expected and well-documented, the shape generated by this model doesn't capture the data well, especially at shorter maturities. We next exploit the roles of the parameters $\left(R_{3}, R_{0}, R_{1}, R_{2}\right)$ in adjusting the yield spread for stochastic volatility. This is illustrated in Figure 9 for the Ford data.

The fitted parameters $\left(R_{0}, R_{1}, R_{2}, R_{3}\right)$ (reported in the Figure captions) are small, validating the use of the asymptotic approximation. Our corrections enable us to match yield spreads for maturities one year and above, compared with only four years and above with the simpler BlackCox model.


Figure 7: Black-Cox and two-factor stochastic volatility fits to Ford yield spread data. The short rate is fixed at $r=0.025$. The fitted Black-Cox parameters are $\bar{\sigma}=0.35$ and $x / B=2.875$. The fitted stochastic volatility parameters are $\sigma^{\star}=0.385$, corresponding to $R_{2}=0.0129, R_{3}=-0.012, R_{1}=0.016$ and $R_{0}=-0.008$.


Figure 8: Black-Cox and two-factor stochastic volatility fits to IBM yield spread data. The short rate is fixed at $r=0.025$. The fitted Black-Cox parameters are $\bar{\sigma}=0.35$ and $x / B=3$. The fitted stochastic volatility parameters are $\sigma^{\star}=0.36$, corresponding to $R_{2}=0.00355, R_{3}=-0.0112, R_{1}=0.013$ and $R_{0}=-0.0045$.


Figure 9: The effect of introducing the correction parameters successively. The solid curves in each plot show the Black-Cox fit to the Ford data with $\bar{\sigma}=0.35$ and $x / B=2.875$. The top left plot shows that the effect of adding the fast factor skew correction parameterized by $R_{3}=-0.012$ (with $R_{0}=R_{1}=R_{2}=0$ ) is to get closer to the short maturity yields. Then the level of the curve at longer maturities is adjusted by bringing in the slow factor level correction parameterized by $R_{0}=-0.008$. Next, introducing the slow factor skew correction parameterized by $R_{1}=0.016$ twists the curve to match the slope at medium to long maturities. Finally, the level of the whole curve is adjusted by $R_{2}$ (through $\sigma^{\star}$ ) as shown in the bottom right plot.
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## A Fast Scale Correction Formulas

In this appendix we derive formulas for the function $F_{3}(t, x)$ and $g(t)$ needed in the fast scale correction presented in Section 4.3. Using the relations

$$
\frac{\partial d_{2}^{ \pm}}{\partial x}=\frac{ \pm 1}{x \sigma \sqrt{T-t}}, \quad N^{\prime \prime}(z)=-z N^{\prime}(z),
$$

and defining $F_{2}(t, x)=x^{2} \frac{\partial^{2} u_{0}^{\star}}{\partial x^{2}}(t, x)$, one obtains successively

$$
\begin{align*}
e^{r(T-t)} F_{2}(t, x) & =N^{\prime}\left(d_{2}^{+}\right)\left[-\frac{d_{2}^{+}}{\left(\sigma^{\star} \sqrt{T-t}\right)^{2}}-\frac{1}{\sigma^{\star} \sqrt{T-t}}\right]  \tag{55}\\
& +N^{\prime}\left(d_{2}^{-}\right)\left[\frac{d_{2}^{-}}{\left(\sigma^{\star} \sqrt{T-t}\right)^{2}}+\frac{2 p-1}{\sigma^{\star} \sqrt{T-t}}\right]\left(\frac{x}{B}\right)^{p} \\
& +N\left(d_{2}^{-}\right)[(1-p) p]\left(\frac{x}{B}\right)^{p}
\end{align*}
$$

and

$$
\begin{align*}
e^{r(T-t)} F_{3}(t, x) & =N^{\prime}\left(d_{2}^{+}\right)\left[\frac{\left(d_{2}^{+}\right)^{2}-1}{\left(\sigma^{\star} \sqrt{T-t}\right)^{3}}+\frac{d_{2}^{+}}{\left(\sigma^{\star} \sqrt{T-t}\right)^{2}}\right]  \tag{56}\\
& +N^{\prime}\left(d_{2}^{-}\right)\left[\frac{\left(d_{2}^{-}\right)^{2}-1}{\left(\sigma^{\star} \sqrt{T-t}\right)^{3}}+\frac{(3 p-1) d_{2}^{-}}{\left(\sigma^{\star} \sqrt{T-t}\right)^{2}}+\frac{p(3 p-2)}{\sigma^{\star} \sqrt{T-t}}\right]\left(\frac{x}{B}\right)^{p} \\
& +N\left(d_{2}^{-}\right)\left[(1-p) p^{2}\right]\left(\frac{x}{B}\right)^{p} .
\end{align*}
$$

At the boundary $x=B$, one has $d_{2}^{+}=d_{2}^{-}=d$ defined in (31), and so we deduce formula (30) for $g$.

## B Slow Scale Correction Formulas

In this appendix we derive formulas for the functions $u_{1 a}^{(z)}(t, x)+u_{1 c}^{(z)}(t, x)$ and $g_{d}(t)$ needed in the slow scale correction presented in Section 5. Observe that

$$
\begin{equation*}
u_{1 a}^{(z)}+u_{1 c}^{(z)}=2(T-t)\left(R_{0} F_{0}^{(z)}+R_{1} F_{1}^{(z)}\right)-(T-t)^{2} f_{2}(z)\left(R_{0} F_{2}^{(z)}+R_{1} F_{3}^{(z)}\right), \tag{57}
\end{equation*}
$$

where $F_{2}^{(z)}$ and $F_{3}^{(z)}$ are given in (55) and (56) with $\sigma^{\star}$ replaced by $f_{2}(z)$, and $F_{0}^{(z)}$ and $F_{1}^{(z)}$ are defined by

$$
F_{0}^{(z)}(t, x)=\frac{\partial u_{B S}}{\partial \sigma}, \quad F_{1}^{(z)}(t, x)=x \frac{\partial}{\partial x}\left(\frac{\partial u_{0}^{(z)}}{\partial \sigma}\right),
$$

and given explicitly by

$$
\begin{align*}
e^{r(T-t)} F_{0}^{(z)}(t, x) & =N^{\prime}\left(d_{2}^{+}\right)\left[-\frac{d_{2}^{+}}{\sigma}-\sqrt{T-t}\right]  \tag{58}\\
& +N^{\prime}\left(d_{2}^{-}\right)\left[\frac{d_{2}^{-}}{\sigma}+\sqrt{T-t}\right]\left(\frac{x}{B}\right)^{p} \\
+ & N\left(d_{2}^{-}\right)\left[\frac{2}{\sigma}(p-1) \log \left(\frac{x}{B}\right)\right]\left(\frac{x}{B}\right)^{p}, \\
e^{r(T-t)} F_{1}^{(z)}(t, x)= & N^{\prime}\left(d_{2}^{+}\right)\left[\frac{\left(d_{2}^{+}\right)^{2}-1}{\sigma^{2} \sqrt{T-t}}+\frac{d_{2}^{+}}{\sigma}\right]  \tag{59}\\
+ & N^{\prime}\left(d_{2}^{-}\right)\left[\frac{\left(d_{2}^{-}\right)^{2}-1}{\sigma^{2} \sqrt{T-t}}+(1+p) \frac{d_{2}^{-}}{\sigma}+p \sqrt{T-t}+\frac{2(1-p)}{\sigma^{2} \sqrt{T-t}} \log \left(\frac{x}{B}\right)\right]\left(\frac{x}{B}\right)^{p} \\
+ & N\left(d_{2}^{-}\right)\left[\frac{2}{\sigma}(p-1)\left(1+p \log \left(\frac{x}{B}\right)\right)\right]\left(\frac{x}{B}\right)^{p} .
\end{align*}
$$

At the boundary $x=B$ we have

$$
d_{2}^{+}=d_{2}^{-}=d=-\frac{p f_{2}(z) \sqrt{T-t}}{2},
$$

and the function $g_{d}(t)$ defined by

$$
g_{d}(t)=-\lim _{x \downarrow B}\left(u_{1 a}^{(z)}(t, x)+u_{1 c}^{(z)}(t, x)\right),
$$

is therefore expressed as

$$
g_{d}(t)=-2(T-t)\left(R_{0} F_{0}^{(z)}(t, B)+R_{1} F_{1}^{(z)}(t, B)\right)+(T-t)^{2} f_{2}(z)\left(R_{0} F_{2}^{(z)}(t, B)+R_{1} F_{3}^{(z)}(t, B)\right) \cdot(60)
$$
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