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Abstract. In a time reversal experiment, a signal recorded by an array of
transducers and sent back time reversed into the same medium approximately
refocuses on the original source center. The refocusing resolution is improved in
an inhomogeneous medium. In this work we study the effect of changes in the
medium, namely, the case when back propagation takes place in a perturbed
medium.

Under the paraxial approximation assumption for a medium with weak
inhomogeneities we consider a high frequency white noise regime. We show
that relatively small perturbations do not affect the stable refocusing (self-
averaging) for a localized source, but produces an interesting blurring of the
refocused time signal. In some simple situations this effect can be explicitly
quantified and related to the statistical model for the medium.
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1. Introduction

In time reversal experiments a signal emitted by a localized source is recorded by
an array of receiver-transducers [also known as Time Reversal Mirror (TRM)], then
it is time-reversed and re-emitted into the medium, that is, the tail of the recorded
signal is sent back first. In the absence of absorption the signal propagates back
and focuses near the source. In Figure 1 a time reversal experiment is schematically
illustrated. This phenomenon has numerous applications and has been thoroughly
studied, experimentally and theoretically, see e.g. [12, 13, 18, 19]. It has also been
the subject of an active mathematical research in the context of wave propagation
in random media (some references relevant to this paper are mentioned below).
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Figure 1. Schematic representation of a time reversal experi-
ment in a random medium.

When time-reversal experiments are carried out in a (random) heterogeneous
medium, under appropriate conditions, the size of the refocused spot appears to
be smaller than in the case of a homogeneous medium. This surprising effect
is a consequence of the multiple scattering in the inhomogeneous medium that
creates multipathing and allows the transducers array to captures waves with a
larger angular spread. The enhancement of the resolution of the refocused wave by
the multipathing is called super-resolution [10]. Moreover, the time-reversed back-
propagated pulse is also self-averaging so that the refocusing is statistically stable,
that is, it does not depend on the particular realization of the random medium.

In the context of wave propagation in random media, these properties have been
thoroughly studied under the paraxial approximation for several asymptotic regimes
in [3, 10, 15, 16, 17, 28, 29]. The full wave equation was considered in [4, 5], see also
the review [19]. The case with the full wave equation and layered random media is
considered in [20, 21].

The aim of this work is to analyze how medium changes affect time reversal
experiments. This is an important issue since in practical applications the medium
properties may change during the experiment [11, 14]. Some experimental studies
have also shown that the refocused signal is modified as the underlying medium
changes [23, 32]. Therefore, we analyze time reversal experiments in a slightly
different setting. Namely, we allow the time-reversed wave to propagate back into
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a medium different from the one upon which the forward propagation took place.
[In the schematic representation in Figure 1, this means that the random medium
in part (b) is different from the one in part (a).] This generalized time reversal
procedure leads to more realistic models and presents a wider range of applications
than the standard one [32].

Recently, time reversal with medium perturbations has been addressed theo-
retically and numerically. Bal & Verástegui in [8] considered the transport and
diffusive regimes for the full wave equation in two and three dimensions, in their
theoretical study some asymptotics for the coherent time-reversed back-propagated
wave were obtained. Moreover, their numerical experiments showed the statistical
stabilization of the refocused wave.

The parabolic approximation has been used for the study of time reversal of
waves since the pioneer paper of Blomgren, Papanicolaou & Zhao (2002) [10]. For
the parabolic wave approximation Bal & Ryzhik presented in [6] a rigorous study of
the effect of a changing medium. They considered the radiative transfer regime and
the white noise limit, the Itô-Schrödinger regime, for the parabolic wave equation.
In both cases, the effect of the changing medium is characterized as the combination
of an effective absorption and phase modulation of the refocused signal at each
frequency. They also established the statistical stabilization of the refocused wave.

Time reversal in the context of medium perturbations was studied in [1] for ran-
domly layered media. The main result then states that the pulse shape is described
by a random function, implying that the statistical stabilization property is lost,
the refocused pulse is not statistically stable. In this paper we study the effect of
medium perturbations on the quality of the refocused signal in the regime of the
paraxial approximation in a scaling regime that is different from the one analyzed
in [6]. We find again that the lateral medium variation, or diversity, then leads to
a situation where the refocused signal is statistically stable also in the case with
medium perturbations. We show that for a localized source relatively small per-
turbations in the medium do not affect the stable refocusing (self-averaging), but
produces an interesting blurring of the refocused time signal. In some simple sit-
uations this effect can be explicitly quantified and related to the statistical model
for the medium.

Some of the results obtained here are closely related to those of the the recent
paper [7]. There a diffusion limit for the expectation of the Wigner transform,
corresponding to solutions of the Schrödinger equation, is analyzed. In the present
work, besides the expectation we also study some second order statistics that al-
lows us to establish the self-averaging of the back-propagated wave. Moreover, the
Schrödinger equation treated here is non-autonomous, so we also analyze the effect
of the lateral diversity that give rise to a slightly different diffusion regime.

This paper is organized as follows, in Section 2 we describe the time reversal of
waves in a perturbed medium, presenting the asymptotic regime we are interest-
ing in and the mathematical description of the time-reversed and back-propagated
wave. In Section 3, we consider the asymptotic behavior of the refocused wave. We
describe the coherent time-reversed back-propagated limiting wave and establish
its statistical stability. Finally, in Section 4 we interpret the obtained results and
draw some concluding remarks. In Appendix A, some auxiliary results concerning
the diffusion limit of random differential equations used in the main part of the
paper are presented.
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2. Time reversal of waves in a perturbed medium

In this section we generalize the analysis of time reversal of waves presented in
[28] to the situation in which the medium has been subject to small perturbations.

2.1. Parabolic approximation and asymptotic regime. Recall that scalar
wave propagation in a inhomogeneous medium is modeled by

(1)
1

c2(x, z)

∂2v

∂t2
− ∆(x,z)v = 0

where c(x, z) is the local wave speed, x ∈ R
d with d ≥ 2 is the transversal coordi-

nate, z represents the longitudinal coordinate, t represents time, ∆(x,z) = ∆ + ∂2

∂z2

is the (full) Laplacian operator and ∆ =
∑d

i=1
∂2

∂x2
i

the transversal Laplacian.

Under the assumptions that the wave field has a ‘beam-like’ structure and that
back scattering in the z direction can be neglected, one can apply the parabolic or
paraxial approximation [9] and write

(2) v(x, z, t) ≈ u(x, z, t) =

∫

eik(z−c0t)ψ(x, z; k)dk

where the (complex) wave amplitude ψ(x, z; k) is a solution of the Schrödinger
equation

(3) 2ik
∂ψ

∂z
+ ∆ψ + k2(n2(x, z) − 1)ψ = 0

with suitable initial conditions and where n(x, z) = c0

c(x,z) represents the refraction

index with respect to the reference speed c0.
Next, we present a high frequency regime for the parabolic approximation in

which small scale separations take place. This regime was introduced in [28] to
analyze the statistical stabilization in time reversal of waves. Later on, we will
analyze the asymptotic behavior of the wave field under medium perturbations in
a successive limit.

Let Lx, Lz be the characteristic propagation distance in the transversal and
longitudinal directions, respectively, and k0 the central carrier wave number of the
incident wave. We introduce the scaling

(4) k = k0k
′, x = Lxx

′, z = Lzz
′ and n2(x, z) = 1 + 2σµ

(

x

lx
,
z

lz

)

,

and the dimensionless parameters ε = lz
Lz

, β = 1
k0lz

and θ = Lz

k0L2
x

(this is the inverse

of the so-called Fresnel number). By letting lx
Lx

= εa and σ = βε1/2+a

θ , substitution

in Equation (3) gives (after dropping primes) the scaled Schrödinger equation

(5) ikθ
∂ψ

∂z
+ 1

2θ
2∆ψ + k2µε(x, z)ψ = 0

where the fluctuations are given as

(6) µε(x, z) = εa−1/2µ( x
εa ,

z
ε )

with µ = O(1).
The regime in which we are interested appears when we assume the separation

of scales
θ � ε� 1



6 DANIEL G. ALFARO VIGO AND KNUT SØLNA

and the conditions

βε� θ and 0 < a ≤ 1,

which ensures the validity of the parabolic approximation. The corresponding
regime with a = 1 was introduced in [28]. Concerning physical parameters these
assumptions imply that

(7)
1

k0lz
�

(

Lx

Lz

)2

� 1 and
lx
Lx

=

(

lz
Lz

)a

� 1.

In the first condition, the first inequality corresponds to enforcing a high frequency
regime, whereas the second inequality is the usual condition for validity of the
paraxial approximation. The second condition states that the refractive index is
anisotropic (a < 1) and fluctuates rapidly. Furthermore, the presence of a substan-
tial lateral diversity is also enforced.

The refractive index fluctuation σµ(·, ·) in Equation (4) will be modeled as a
centered random field over R

d with lx, lz corresponding to its transversal and
longitudinal correlation lengths, respectively, and σ to its mean square intensity.

Finally, we remark that in the dimensionless space variables introduced in (4)
the approximated wave field u′(x′, z′, t) = u(Lxx

′, Lzz
′, t) reads (after dropping

primes)

(8) u(x, z, t) = k0

∫

eikk0(Lzz−c0t)ψ(x, z; k)dk

where ψ(x, z; k) is now the solution of Eq. (5) with the corresponding initial con-
ditions ψ(x, z = z0; k) = ψI (x; k). Furthermore, we have that

(9) ψ(x, z; k) =

∫

Rd

Gθ,ε(x, z;y, z0; k)ψI(y; k)dy

where Gθ,ε is the Green’s function corresponding to the Schrödinger Equation (5)
which satisfies the initial condition Gθ,ε(x, z = z0;y, z0; k) = δ(x − y).

2.2. Time-reversal of waves. In a standard time reversal experiment an emitted
wave pulse is (partially) recorded by means of an array of receivers-transducers
(Time-Reversal Mirror [TRM]), then it is time-reversed (corresponding to a phase-
conjugation step) and re-emitted back into the medium. The main effect is the
refocusing of this back-propagated wave near the location of the initial pulse. The
refocusing is not exact because of the finite size of the TRM. It is well-known that
the presence of inhomogeneities in the medium allows for a sharper focusing of the
wave [10, 29], this property is called super-resolution. Furthermore, despite the fact
that the refractive index is modeled as a random field, asymptotically the refocused
wave does not depend on the random medium realization. This is the celebrated
statistical stabilization (or self-averaging) property.

2.2.1. Medium perturbations. We further assume that the medium in which the
wave propagates back after time reversal is different from the one of the forward
propagation stage. More specifically, the refractive index fluctuations are given by
the random fields µε

f (x, z) and µε
b(x, z) where the backward medium fluctuations

are obtained by perturbations of the fluctuations in the forward medium, i.e. µε
b =
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µε
f +ηε. We shall analyze the case with perturbations such that ηε = O( θ√

ε
). Thus,

we consider

µε
f (x, z) =

√
εµ

( x

εa
,
z

ε

)

(10)

ηε(x, z) =
θ√
ε
η

( x

εa
,
z

ε

)

(11)

where µ = O(1), η = O(1). Note that the perturbations are relatively small in the
sense that O(ηε(·)) � O(µε(·)) We also assume that µ(·, ·) and η(·, ·) are stationary,
mean-zero, statistically independent, exponentially mixing and sufficiently smooth,
isotropic random fields. More specifically, we assume that the isotropic random
field (∇xµ(·), η(·))t satisfies conditions C.1–C.5 in Appendix A (on page 22).

We represent their covariances by

Rµ(x, z) = E{µ(x + x′, z + z′)µ(x′, z′)},(12)

Rη(x, z) = E{η(x + x′, z + z′)η(x′, z′)}(13)

and their power spectra as

R̂µ(q, r) =

∫

Rd+1

e−i(x·q+z·r)Rµ(x, z)dxdz,(14)

R̂η(q, r) =

∫

Rd+1

e−i(x·q+z·r)Rη(x, z)dxdz.(15)

2.2.2. Back-propagated wave. We proceed to obtain a representation of the back-
propagated wave. We consider a wave emitted from a localized source positioned
at the point (x0, 0), more specifically we assume initial conditions satisfying the
scaling property

(16) ψ(x, 0; k) = ψI(x; k) = φ0(
x−x0

θ ; k) .

The time-reversal mirror is located in the plane z = L. It is characterized by a
mirror function χ(x). For instance, if the array of receiver-transducers is located in
the domain D ⊂ R

d then the mirror function can be χ(x) = 1D(x), the indicator
function of the domain D, or a smooth function rapidly decaying outside D. We
also model a blurring of the recorded signal by the mirror. It is modeled by a
convolution kernel that satisfies the scaling property fθ(x) = θ−df(x

θ ), since the
blurring should take place on the scale of the source [3, 4].

The wave arriving at the time reversal mirror is given by

(17) u−(x, L, t) = k0

∫

eikk0(LLz−c0t)ψf (x, L; k)dk,

and after recording and time-reversal at the mirror it becomes

(18) u+(x, L, t) = k0χ(x)

∫ ∫

Rd

eikk0(LLz+c0t)fθ(x − y)χ(y)ψf (y, L; k)dydk

where ψf (x, z; k) is the solution of equation (5) with initial condition ψ(x, 0; k) =
ψI(x; k) and µε = µε

f . Moreover, the back-propagated wave has the representation

(19) ub(x, z, t) = k0

∫

eikk0(Lzz+c0t)ψb(x, z; k)dk
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where ψb(x, z; k) solves (5) with final condition

ψb(x, z = L; k) = χ(x)

∫

Rd

fθ(x − y)χ(y)ψf (y, L; k)dy

in the situation where µε = µε
b. Consequently, on the plane z = 0 the back-

propagated wave is given by

uB(x, t) = k0

∫

eikk0c0tψb(x, 0; k)dk.

Moreover, using Green’s functions we get the representation

ψb(x, 0; k) =

∫

Rd

Gθ,ε
b (x, 0,y, L; k)ψb(y, L; k)dy

=

∫

R2d

Gθ,ε
b (x, 0;y, L; k)χ(y)fθ(y − y′)χ(y′)ψf (y′, L; k)dydy′

=

∫

R3d

Gθ,ε
f (y′, L;y′′, 0; k)Gθ,ε

b (x, 0;y, L; k)

χ(y)fθ(y − y′)χ(y′)ψI(y
′′; k)dydy′dy′′

where Gθ,ε
f and Gθ,ε

b represent the Green’s functions associated to the Schrödinger

equation (5) in the case where µε = µε
f and µε

b, respectively, i.e. for the forward
and backward propagation stages. Next, we will observe this wave through a θ-
scaled space window centered at x0 by introducing the quantities uB

θ (ξ,x0, t) =
uB(x0 + θξ, t) and φB

θ (ξ,x0; k) = ψb(x0 + θξ, 0; k). Thus we have that

uB
θ (ξ,x0, t) = k0

∫

eikk0c0tφB
θ (ξ,x0; k)dk.

We next carry out some straightforward transformations

φB
θ (ξ,x0; k) =

∫

R3d

Gθ,ε
f (y′, L;y′′, 0; k)Gθ,ε

b (x0 + θξ, 0;y, L; k)

χ(y)fθ(y − y′)χ(y′)φ0

(

y′′ − x0

θ
; k

)

dydy′dy′′,

by setting y′′ = x0 + θζ

φB
θ (ξ,x0; k) =

∫

R3d

Gθ,ε
f (y′, L;x0 + θζ, 0; k)Gθ,ε

b (x0 + θξ, 0;y, L; k)

χ(y)f(
y − y′

θ
)χ(y′)φ0(ζ; k)dydy′dζ,

and by using the Fourier transform

(20) φB
θ (ξ,x0; k) =

∫

R4d

Gθ,ε
f (y′, L;x0 + θζ, 0; k)Gθ,ε

b (x0 + θξ, 0;y, L; k)

χ(y)e−iq y
θ f̂(q)eiq y′

θ χ(y′)φ0(ζ; k)dydy′dζdq.

For the Green’s function the following reciprocity property holdsG(x, z;x0, z0) =

G(x0, z0;x, z), where H stands for the complex conjugate of H . Indeed, for a
solution ϕ(x, z) of the Schrödinger equation (5) (where for simplicity we consider
k = θ = ε = 1) we have

ϕ(x, z) =

∫

G(x, z;y, z0)ϕ(y, z0)dy.
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By applying the operator i∂/∂z0, we get

∫

{(

i
∂

∂z0
G(x, z;y, z0) − µ(y, z0)G(x, z;y, z0)

)

ϕ(y, z0)

− 1
2G(x, z;y, z0)∆yϕ(y, z0)

}

dy = 0

and after integration by parts it yields
∫

{(

i
∂

∂z0
− 1

2∆y − µ(y, z0)
)

G(x, z;y, z0)
}

ϕ(y, z0)dy = 0.

Since the function ϕ(y, z0) is arbitrary, it follows that

(

i
∂

∂z0
− 1

2∆y − µ(y, z0)
)

G(x, z;y, z0) = 0.

On the other hand, notice that G(y, z0;x, z) satisfies a similar equation and also

that G(y, z;x, z) = G(x, z;y, z) = δ(x − y), consequently we have G(y, z0;x, z) =
G(x, z;y, z0).

Using this reciprocity property we can re-write (20) as

φB
θ (ξ,x0; k) =

∫

R4d

f̂(q)Gθ,ε
f (x0 + θζ, 0;y′, L; k)χ(y′)eiq y′

θ

Gθ,ε
b (x0 + θξ, 0;y, L; k)χ(y)e−iq y

θ φ0(ζ; k)dydy′dζdq.

Following [3, 6], after introducing Qθ,ε
j (x, z;q; k) for the solutions of equation (5)

with final conditions Qθ,ε
j (x, z = L;q; k) = χ(y)e−iq x

θ when µε = µε
j , for j = f, b,

we get

(21) φB
θ (ξ,x0; k) =

∫

R2d

f̂(q)Qθ,ε
f (x0 + θζ, 0;q; k)Qθ,ε

b (x0 + θξ, 0;q, L; k)

φ0(ζ; k)dζdq.

Recall that the Wigner transform (for a pure state) associated with the family

of functions Qθ,ε
f and Qθ,ε

b on the scale θ (see details in [22, 27]) is defined as

Uθ,ε(x, z,p;q; k) =
1

(2π)d

∫

Rd

eip·ζQθ,ε
f (x + θ

2ζ, z;q; k)Qθ,ε
b (x − θ

2ζ, z;q; k)dζ,

and the corresponding ‘mixed’ Wigner transform is then given by

(22) W θ,ε(x, z,p; k) =

∫

Rd

f̂(q)Uθ,ε(x, z,p; k)dq.

After substitution in (21) we obtain the following representations for the back-
propagated wave and its amplitude

(23) φB
θ (ξ,x0, k) =

∫

R2d

e−ip·(ζ−ξ)W θ,ε(x0 + θ
2 (ξ + ζ), 0,p; k)φ0(ζ; k)dpdζ

and

(24) uB
θ (ξ,x0, t) = k0

∫ ∫

R2d

ei(kk0c0t−p·(ζ−ξ))W θ,ε(x0 + θ
2 (ξ + ζ), 0,p; k)

φ0(ζ; k)dpdζdk.
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3. Asymptotics for the back-propagated wave

We shall use asymptotic techniques [22, 28] to get information on the behavior
of the wave field. We will perform two limiting processes, the first one when θ
goes to zero corresponds to the geometrical optics limit (here randomness plays
no role) and the second by letting ε go to zero. This second step takes advantage
of the random formulation and we can readily identify the limiting averaged wave
(coherent wave). Furthermore, we will establish that the limiting wave does not
depend on the realizations of the refractive index fluctuations and coincides with
the coherent back-propagated wave. This is the statistical stabilization or self-
averaging property, and in our case it is a consequence of the decorrelation of the
limiting Wigner transform at different wave vectors, as in the case of standard time
reversal [10, 28].

3.1. Limiting back-propagated wave. Important statistical information on the
back-propagated wave can be obtained by considering the asymptotics of its coher-
ent component. In the regime we are analysing here, this reduces to the calculation
of the limits

φ̄B(ξ,x0; k) = lim
(θ�ε)→0

E{φB
θ (ξ,x0; k)},

ūB(ξ,x0, t) = lim
(θ�ε)→0

E{uB
θ (ξ,x0, t)}

where by lim(θ�ε)→0 we mean the result of successively passing to the limit, as
θ → 0 (with ε fixed) and after that as ε→ 0.

According to the representations obtained in the previous section this leads us
to the calculation of the limiting averaged Wigner transform

W 0(x, z = 0,p; k) = lim
(θ�ε)→0

E{W θ,ε(x, 0,p; k)}.

These limiting quantities are related through the equations

ūB(ξ,x0, t) = k0

∫

eikk0c0tφ̄B(ξ,x0; k)dk(25)

φ̄B(ξ,x0; k) =

∫

Rd

e−ip·ξW 0(x0, 0,p; k)φ̃0(p; k)dp(26)

where φ̃0(p; k) represents the Fourier transform of φ0(x; k) with respect to x. Hence
the computation of the coherent limiting wave is reduced to the calculation of the
limiting averaged Wigner transform.

To obtain more detailed information one should proceed to the computation of
higher order statistical moments of the back-propagated wave and its amplitude.
However, in the present case, we have that the limiting wave amplitude and the
back-propagated wave are statistically stable (or self-averaging), i.e. that their
limits coincide with their averages.

In the next sections we carry out the corresponding asymptotic analysis in order
to rigorously establish the mentioned properties and clearly stating in which sense
the convergence outlined above holds.

3.2. Wigner transform and the high frequency limit. Recall that the ‘pure’

Wigner transform U θ,ε associated to the functions Qθ,ε
f and Qθ,ε

b are bounded in

a closed subspace of the (Schwartz) space of tempered distributions S ′(Rd
x × R

d
p).
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Moreover, the corresponding ‘mixed’ Wigner transform W θ,ε appears as more reg-
ular, it is actually bounded in L2(Rd

x × R
d
p) (see [27]). This extra regularity, that

comes from the blurring effect of the mirror, has been used to establish some inter-
esting results for Wigner transforms in random media (see for instance [3, 2]). We
will also take advantage of this property.

The Wigner transform W θ,ε(x, z,p; k) satisfies, in the sense of distributions, the
following equation (see [22, 27])

k
∂W θ,ε

∂z
+ p · ∇xW

θ,ε =
ik2

(2π)dθ

∫

Rd

eiq·x(

µ̃ε
b(q, z)W

θ,ε(x, z,p − θ
2q; k)

− µ̃ε
f (q, z)W θ,ε(x, z,p + θ

2q; k)
)

dq

(27)

with the final condition

W θ(x, z = L,p; k) = W θ
L(x,p) =

1

(2π)d

∫

Rd

eip·ζf(ζ)χ(x + θ
2ζ)χ(x − θ

2ζ)dζ,

where g̃(q, z) represents the (partial) Fourier transform of g(x, z) with respect to
x.

Equation (27) preserves the L2-norm (this can be established as in [27]). There-
fore, W θ,ε(x, z,p; k) is uniformly bounded in L2(Rd

x×R
d
p) (with respect to θ, ε and

the randomness).
It was proved in [3] that W θ,ε(x, L,p; k) → WL(x,p; k) (strongly) in L2(Rd

x ×
R

d
p), where

(28) WL(x,p; k) = f̂(p)χ2(x).

As a consequence, in the (random) geometrical optics limit (i.e. when θ → 0
for each fixed realization of the random field), for any sequence θn (after possibly
extracting a subsequence) W θn,ε converges (strongly) in L2(Rd

x × R
d
p) as θn → 0.

Furthermore, a straightforward calculation shows that its limit W ε satisfies the
following (random) transport equation [22, 27]

(29) k
∂W ε

∂z
+ p · ∇xW

ε +
k2

√
ε
∇⊥µ(

x

εa
,
z

ε
) · ∇pW

ε − ik2

√
ε
η(

x

εa
,
z

ε
)W ε = 0

with final condition

(30) W ε(x, z = L,p; k) = WL(x,p; k) = f̂(p)χ2(x),

where ∇⊥µ(x, ·) = ∇xµ(x, ·). Notice that equation (29) preserves the L2-norm,
this implies uniqueness in L2, and as a consequence the convergence as θ → 0 is
guaranteed without choosing any subsequence. Additionally, the functions W ε are
uniformly bounded in L2(Rd

x × R
d
p) (with respect to ε and the randomness).

The following theorem presents the high-frequency asymptotics of the back-
propagated wave. In particular, it states that one can drop the term θ

2 (ξ + ζ)

in the argument of W θ,ε in expressions (23) and (24), and use the corresponding
asymptotics of the Wigner transform.

Theorem 3.1. (Random geometrical optics asymptotics)
Let ε and the medium realization be fixed. Assume that the source function φ0 ∈
L2(Rd

ζ × Rk). Then for every ξ ∈ R
d and almost every k, the complex amplitude

φB
θ (ξ,x0; k) converges (strongly) in L2(Rd

x0
), as θ → 0, to the function

(31) φB
ε (ξ,x0; k) =

∫

Rd

e−ip·ξW ε(x0, 0,p; k)φ̃0(p; k)dp,
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where W ε(x, z,p; k) is the solution of equation (29)-(30).
Furthermore, the back-propagated wave uB

θ (ξ,x0, t) converges (strongly) in L2(Rd
x0
×

Rt) to

(32) uB
ε (ξ,x0, t) = k0

∫

eikk0c0tφB
ε (ξ,x0; k)dk.

Proof. In the first part of the proof, in order to simplify notation, we suppress the
dependence on k. We have to prove that

(33)

∫

dx
∣

∣

∣

∫

e−ip(ξ−ζ)
(

W θ,ε(x + θ
2 (ξ + ζ), 0,p) −W ε(x, 0,p)

)

φ0(ζ)dζdp
∣

∣

∣

2

→ 0.

From the decomposition

W θ,ε(x0 + θ
2 (ξ + ζ), ·)−W ε(x0, ·) = W θ,ε(x0 + θ

2 (ξ + ζ), ·)−W ε(x0 + θ
2 (ξ + ζ), ·)

+W ε(x0 + θ
2 (ξ + ζ), ·) −W ε(x0, ·),

follows that it is enough to prove the corresponding convergence result for each
term of this decomposition.

Using the Fourier transform, we can write the integral corresponding to the first
term as

I1 =

∫

dx
∣

∣

∣

∫

e−ip(ξ−ζ)
(

W θ,ε(x + θ
2 (ξ + ζ), 0,p)

−W ε(x + θ
2 (ξ + ζ), 0,p)

)

φ0(ζ)dζdp
∣

∣

∣

2

= (2π)d

∫

dq
∣

∣

∣

∫

e−i(p−θ
2q)ξ

(

W̃ θ,ε(q, 0,p) − W̃ ε(q, 0,p)
)

φ̂0(p + θ
2q)dp

∣

∣

∣

2

and using the Cauchy-Schwartz inequality we get the estimate

|I1| ≤ (2π)d‖φ̂0‖2
L2

∫

|W̃ θ,ε(q, 0,p) − W̃ ε(q, 0,p)|2dqdp

≤ ‖φ̂0‖2
L2(Rd

p)‖W θ,ε(0, ·) −W ε(0, ·)‖2
L2(Rd

x×Rd
p) → 0.

For the integral corresponding to the second term, after using the Fourier trans-
form, we have

I2 =

∫

dx
∣

∣

∣

∫

e−ip(ξ−ζ)
(

W ε(x + θ
2 (ξ + ζ), 0,p) −W ε(x, 0,p)

)

φ0(ζ)dζdp
∣

∣

∣

2

= (2π)d

∫

dq
∣

∣

∣

∫

(ei
θ
2 (ξ+ζ) − 1)Ŵ ε(q, 0, ζ − ξ)φ0(ζ)dζ

∣

∣

∣

2

≤ (2π)d

∫

I2
θ (q)dq

where

Iθ(q) =

∫

|(ei
θ
2 (ξ+ζ) − 1)||Ŵ ε(q, 0, ζ − ξ)φ0(ζ)|dζ.

Note that Iθ(q) → 0 for almost every q, as θ → 0. Indeed, its integrand converges

to zero pointwise. Furthermore, it is bounded by 2|Ŵ ε(q, 0, ζ − ξ)φ0(ζ)| which
is integrable with respect to ζ for almost every q, as a direct consequence of the
Cauchy-Schwartz inequality and the fact that Ŵ ε(0, ·) ∈ L2(Rd

q×R
d
ζ). By applying

the dominated convergence theorem, the result follows.
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On the other hand, using the Cauchy-Schwartz inequality, we have the estimate

I2
θ (q) ≤ 4‖φ0‖2

L2(Rd
ζ
)‖Ŵ ε(q, 0, ·)‖2

L2(Rd
ζ
),

and the function in the righthand-side is integrable. Consequently, from the domi-
nated convergence theorem we conclude that I2 → 0 as θ → 0.

For the proof of the second part of the theorem we explicitly write the dependence
on k.

We prove the equivalent statement that, as θ → 0,
∫

dk

∫

Rd

|φB
θ (ξ,x; k) − φB

ε (ξ,x; k)|2 dx =

∫

I(k)dk → 0.

Note that the first part of the theorem states that I(k) → 0, for k 6= 0. Furthermore,
similarly as in that part of the proof, one can get the estimates

|I(k)| ≤ ‖φ0(·; k)‖2
L2(Rd

ζ
)(C1‖W θ,ε(0, ·; k)‖2

L2(Rd
x×Rd

p) + C2‖W ε(0, ·; k)‖2
L2(Rd

x×Rd
p)),

where C1, C2 are real constants. Additionally, since equations (27) and (29) con-
serve the L2-norm andW θ

L does not depend on k, we get that there is a real constant
C3, such that |I(k)| ≤ C3‖φ0(·; k)‖2

L2(Rd
ζ
)
. Finally, to conclude the proof we use the

dominated convergence theorem and the fact that φ0 ∈ L2(Rd
ζ × Rk). �

3.3. Diffusion limit for the Wigner transform. In this section, we characterize
the limit as ε→ 0 of the (random) geometrical optics Wigner transform W ε. More
specifically, we prove that limε→0W

ε(x, z = 0,p; k) = W 0(x, z = 0,p; k), where
convergence is understood in the weak sense and the function W 0 solves a deter-
ministic transport-diffusion equation. This highlights the self-averaging property
of the Wigner transform.

3.3.1. Convergence of the expectation. We start by characterizing the asymptotics
as ε → 0 of the averaged geometrical optics Wigner transform E{W ε(x, z =
0,p; k)}. This goal is achieved in part because of the ‘white noise’ scaling in the
coefficients of equation (29), their regularity and mixing properties.

Observe that the solution of equation (29)–(30) has the representation

(34) W ε(x, 0,p; k) = WL(Xε(L;x,p),Pε(L;x,p); k)e−iQε(L;x,p)

where Xε(s) = Xε(s;x,p), Pε(s) = Pε(s;x,p), Qε(s) = Qε(L;x,p) solves the
characteristics ODEs corresponding to equation (29)

(35)















d

ds
Xε =

Pε

k
,

d

ds

(

Pε

Qε

)

=
k√
ε

(

∇⊥µ(Xε

εa ,
s
ε )

η
(

Xε

εa ,
s
ε

)

)

,

and satisfy the initial conditions Xε(0) = x, Pε(0) = p, Qε(0) = 0.
These characteristics ODEs coincide with the type of ODEs that we study in

appendix A in the particular case where m = d and l = d + 1. As a consequence,
for a sufficiently smooth functionWL, for instanceWL ∈ C2

b (Rd
x×R

d
p), from theorem

A.1, we get that E{W ε(x, 0,p)} converges pointwise to W 0(x, 0,p) as ε→ 0. The
function W 0(x, z,p; k) satisfies in the weak sense the equation

(36) k
∂W

∂z
+ p · ∇xW + k3

2 La
pW = 0
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with final condition

(37) W (x, z = L,p; k) = WL(x,p).

The differential operator La
p is defined as

(38) La
pW =

{

∇p ·
(

D(0)∇pW
)

−A(0)W, if 0 < a < 1

∇p ·
(

D(p

k )∇pW
)

−A(p

k )W, if a = 1

where the positive-definite diffusion matrix D(p̃) has elements

Dij(p̃) =
1

(2π)d

∫

Rd

R̂µ(q, p̃ · q)qiqjdq, i, j = 1, . . . , d

and the attenuation coefficient A(p̃) is given by

A(p̃) =
1

(2π)d

∫

Rd

R̂η(q, p̃ · q)dq ≥ 0.

This leads to the following result.

Theorem 3.2. Assume that k 6= 0 and the isotropic random vector field (∇⊥µ(·), η(·))t

satisfies conditions C.1–C.5 of Appendix A (page 22) with m = d and l = d+ 1.

If the function WL(x,p) = f̂(p)χ2(x) ∈ C2
b (Rd

x × R
d
p) ∩ L2(Rd

x × R
d
p). Then,

for almost every x, the averaged Wigner transform E{W ε(x, z = 0,p; k)} converges
weakly in L2(Rd

p), as ε→ 0, to the function W 0(x, z = 0,p; k) that solves (36)–(37).

Proof. We have to establish that for any λ ∈ L2(Rd
p), we have that for almost every

x

lim
ε→0

E{〈W ε(x, z = 0, ·), λ(·)〉} = 〈W 0(x, z = 0, ·), λ(·)〉,

where 〈·, ·〉 represents the inner product in L2(Rd
p). Note, that it is enough to

consider λ ∈ C∞
0 (Rd

p).
We have that

〈E{W ε(x, 0, ·)} −W 0(x, 0, ·), λ(·)〉 =

∫

Rd

(E{W ε(x, 0,p)} −W 0(x, 0,p))λ(p)dp.

Moreover, the following estimate is valid

|
(

E{W ε(x, 0,p)} −W 0(x, 0,p)
)

λ(p)| ≤ 2(max |WL|)|λ(p)|.
From Theorem A.1, we know that E{W ε(x, 0,p)} → W 0(x, 0,p) pointwise.

Thus, the function in the lefthand-side above converges to zero pointwise. Finally,
since the function on the righthand-side is integrable, the dominated convergence
theorem ensures that E{〈W ε(x, 0, ·), λ(·)〉} → 〈W 0(x, 0, ·), λ(·)〉 for almost every
x. �

In the general case, when we consider a non-smooth function WL, the results
of Appendix A do not apply directly. However, a simple approximation argument
allows us to obtain a weaker version of the previous theorem.

Theorem 3.3. Assume that k 6= 0 and the isotropic random vector field (∇⊥µ(·), η(·))t

satisfies conditions C.1–C.5 of Appendix A (page 22) with m = d and l = d+ 1.

If the function WL(x,p) = f̂(p)χ2(x) ∈ L2(Rd
x×R

d
p). Then the averaged Wigner

transform E{W ε(x, z = 0,p; k)} converges weakly in L2(Rd
x×R

d
p), as ε→ 0, to the

function W 0(x, z = 0,p; k) that solves (36)–(37).
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Proof. It is enough to prove it for any λ ∈ C∞
0 (Rd

x × R
d
p) we have that

(39) lim
ε→0

E{〈W ε(z = 0, ·), λ(·)〉} = 〈W 0(z = 0, ·), λ(·)〉,

where 〈·, ·〉 represents the inner product in L2(Rd
x × R

d
p).

We first prove this, in the case of a smooth data. More specifically, consider a
function W1 ∈ C∞

0 (Rd
x × R

d
p). Let W ε

1 (x, z,p) and W 0
1 (x, z,p) be the solutions of

equations (29) and (36), respectively, with final conditions W ε
1 (z = L, ·) = W 0

1 (z =
L, ·) = W1(·). Then

lim
ε→0

E{〈W ε
1 (z = 0, ·), λ(·)〉} = 〈W 0

1 (z = 0, ·), λ(·)〉.

Indeed, we have that

〈E{W ε
1 (0, ·) −W 0

1 (0, ·), λ(·)〉 =

∫

R2d

(E{W ε
1 (x, 0,p)} −W 0

1 (x, 0,p))λ(x,p)dxdp.

Therefore, we get the following estimate for the integrand function above

|
(

E{W ε
1 (x, 0,p)} −W 0

1 (x, 0,p)
)

λ(x,p)| ≤ 2(max |W1|) |λ(x,p)|.
From theorem A.1, we know that E{W ε

1 (x, 0,p)} → W 0
1 (x, 0,p) pointwise. Thus,

the integrand converges to zero pointwise. On the other hand, since λ is compactly
supported, we have that the function on the righthand-side is integrable. Con-
sequently, the dominated convergence theorem assures that E{〈W ε

1 (0, ·), λ(·)〉} →
〈W 0

1 (0, ·), λ(·)〉.
Next, we consider the general case. Let δ > 0, and choose W1 ∈ C∞

0 (Rd
x × R

d
p)

such that ‖WL −W1‖L2 < δ
4‖λ‖L2

.

We have that

∆ε
λW = |E{〈W ε(0, ·), λ(·)〉} − 〈W 0(·), λ(·)〉|

= |E{〈W ε(0, ·) −W (0, ·), λ(·)〉}|
≤ |E{〈W ε(0, ·) −W ε

1 (0, ·), λ(·)〉}| + |E{〈W ε
1 (0, ·) −W 0

1 (0, ·), λ(·)〉}|
+ |E{〈W 0

1 (0, ·) −W (0, ·), λ(·)〉}|.

(40)

First, observe that since equation (29) preserves the L2-norm, we have that

|E{〈W ε(0, ·) −W ε
1 (0, ·), λ(·)〉}| ≤ ‖W ε(0, ·) −W ε

1 (0, ·)‖L2‖λ‖L2

= ‖WL −W1‖L2‖λ‖L2 <
δ

4
.

(41)

Moreover, the L2-norm of a solution of equation (36) is a non-decreasing function
of z, then

|E{〈W 0
1 (0, ·) −W (0, ·), λ(·)〉}| = |〈W 0

1 (0, ·) −W (0, ·), λ(·)〉|

≤ ‖WL −Wδ‖L2‖λ‖L2 <
δ

4
.

(42)

Second, from the first part of this proof, we know that E{〈W ε
1 (0, ·)−W 0

1 (0, ·), λ(·)〉} →
0 as ε→ 0. Thus, there is ε′ > 0 such that for any ε < ε′,

(43) |E{〈W ε
1 (0, ·) −W 0

1 (0, ·), λ(·)〉}| < δ

2
.

Finally, from estimates (40)–(43), one gets that for any ε < ε′, ∆ε
λW < δ, and

(39) follows. �
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3.3.2. Statistical stability in the diffusion limit. To complete the characterization of
the asymptotics, as ε→ 0, for the geometrical optics Wigner transform we establish
in this section the celebrated self-averaging property.

For a sufficiently smooth function WL, for instance WL ∈ C2
b (Rd

x × R
d
p), from

Theorem A.2, we know that the limiting averaged Wigner transform decorrelates.
More specifically, we have the pointwise convergence

E{W ε(x1, 0,p1)W ε(x2, 0,p2)} → W 0(x1, 0,p1)W 0(x2, 0,p2), for p1 6= p2

as ε → 0. Using this result for x1 = x2, one can establish the convergence of
the variance in a similar way as we did in Theorem 3.2. Thus, the statistical
stabilization of the limiting Wigner transform follows.

This property can also be established in a more general situation. Namely, we
have the following result.

Theorem 3.4. Assume that d ≥ 2, k 6= 0 and the isotropic random vector field
(∇⊥µ(·), η(·))t satisfies conditions C.1–C.5 of Appendix A (page 22) with m = d
and l = d+ 1.

If the function WL(x,p) = f̂(p)χ2(x) ∈ L2(Rd
x × R

d
p). Then the Wigner trans-

form W ε(x, z = 0,p; k) given by equations (29)–(30) converges in probability and
weakly in L2(Rd

x × R
d
p), as ε → 0, to the function W 0(x, z = 0,p; k) that solves

(36)–(37). More precisely, for any fixed test function λ ∈ L2(Rd
x ×R

d
p) the random

variable 〈W ε(0, ·), λ(·)〉 converges in probability to 〈W 0(0, ·), λ(·)〉 as ε→ 0.
Furthermore, when WL(x,p) ∈ C2

b (Rd
x×R

d
p)∩L2(Rd

x×R
d
p) the Wigner transform

W ε(x, z = 0,p; k) converges in probability and weakly in L2(Rd
p), for almost every

x.

The proof is similar to that of Theorem 3.3.

Proof. It is enough to establish that for any λ ∈ L2(Rd
x × R

d
p) we have that

(44) lim
ε→0

E{|〈W ε(0, ·), λ(·)〉|2} = |〈W 0(0, ·), λ(·)〉|2.

Note that

|〈W ε(0, ·), λ(·)〉|2 = 〈(W ε ⊗W ε)(0, ·), (λ ⊗ λ)(·)〉
|〈W ε(0, ·), λ(·)〉|2 = 〈(W 0 ⊗W 0)(0, ·), (λ⊗ λ)(·)〉

where

(V1 ⊗ V2)(x1,x2,p1,p2) = V1(x1,p1)V2(x2,p2)

represents the tensor product of functions and 〈·, ·〉 stands for the inner product in
L2(Rd

x1
× R

d
p1

× R
d
x2

× R
d
p2

).

Let T ε
x,p, T̃ ε

x,p represent the transport operator appearing in equation (29) and
its complex conjugate, respectively, and Dx,p the transport-diffusion operator ap-

pearing in equation (36). We have that W ε ⊗W ε satisfies the equation

(45) (k
∂

∂z
+ T ε

x1,p1
+ T̃ ε

x2,p2
)V = 0

with the final condition V (z = L, ·) = (WL⊗WL)(·). Additionally, W 0⊗W 0 solves
equation

(46) (k
∂

∂z
+ Dx1,p1 + Dx2,p2)V̄ = 0
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with the additional condition V̄ (z = L, ·) = (WL ⊗WL)(·).
On one hand, as we mentioned above, from Theorem A.2 follows: The solution

V ε(z, ·) of equation (45) with a sufficiently smooth final condition (W1 ⊗W1)(·),
satisfies that E{V ε(0, ·)} converges pointwise to V̄ (0, ·), which solves equation (46)
with the final condition (W1 ⊗W1)(·).

On the other hand, one can prove that equation (45) preserves the L2-norm,
while the solutions of (46) have a L2-norm non-increasing with z.

Using these facts, the proof can be completed in the same way as in Theorem
3.3. �

3.4. Statistical stability of the back-propagated wave. From the results ob-
tained in the previous section, one can establish the statistical stabilization (or
self-averaging) of the limiting time-reversed back-propagated wave. This property
can be stated as follows

φB
θ (ξ,x0; k) → φ̄B(ξ,x0; k) as (θ � ε) → 0 for k 6= 0,

uB
θ (ξ,x0, t) → ūB(ξ,x0, t) as (θ � ε) → 0,

where the convergence is considered in probability.
Moreover, from the previous section, it is apparent that the convergence of the

(complex) wave amplitude should be in a weak sense since we need to average with
respect to x0. Concerning, the back-propagated wave, we have a similar situation
with respect to x0 while in the time domain we still can have a stronger convergence.
More specifically, we say that a sequence of functions fn ∈ L2(Rd

x × Rt) converges
semi-weakly to f , if for every λ ∈ L2(Rd

x)

‖〈fn − f, λ〉‖L2(Rt) → 0.

Theorem 3.5. Let d ≥ 2 and assume that the isotropic random vector field
(∇⊥µ(·), η(·))t satisfies conditions C.1–C.5 of Appendix A (page 22) with m = d
and l = d + 1. For each ξ ∈ R

d and almost every k 6= 0, the amplitude of the
back-propagated wave φB

θ (ξ,x0; k) given by (23) converges in probability and weakly
in L2(Rd

x0
), as (ε � θ) → 0, to the deterministic function φ̄B(ξ,x0; k) given by

(26) where W 0(x0, 0,p; k) is the solution of the equation (36) with final condition
(37).

Additionally, the back-propagated wave uB
θ (ξ,x0, t) converges in probability and

semi-weakly in L2(Rd
x0
×Rt), to the deterministic wave ūB(ξ,x0, t) given by equation

(25).

Proof. Using theorem 3.1, the convergence of the amplitude of the back-propagated
wave follows by applying Theorem 3.4 with test functions of the form λ1(x,p; k) =

eipξλ(x)φ̃0(p; k).
For the back-propagated wave, notice first that it is enough to establish that

I = E
{

∫

|〈φB
ε (ξ, ·; k) − φ̄B(ξ, ·; k), λ(·)〉|2dk

}

converges to zero. Re-writing I as

I =

∫

E{|〈W ε(0, ·; k) −W 0(0, ·; k), λ1(·; k)〉|2}dk,
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we know from theorem 3.4 that the integrand function above converges to zero
for almost every k 6= 0, and since W ε and W 0 solve equations (29)–(30) and (36)–

(37), respectively, it is bounded by the integrable function C1‖λ‖2
L2‖φ̃0(·; k)‖2

L2(Rd
p).

Finally, using the dominated convergence theorem it follows that I → 0. �

4. Time-reversal super-focusing and stability

The results presented above give us a complete asymptotic characterization of
the back-propagated wave. It is remarkable that despite the perturbations the time-
reversed back-propagated wave remains statistically stable and the refocused spot
has a better resolution than the one corresponding to the homogeneous medium
and we describe this phenomenon next.

4.1. Perturbation effects on the refocused wave. First, note that when there
is no perturbation, the unperturbed limiting Wigner transform W 0

unp satisfies the
equation

k
∂W

∂z
+ p · ∇xW + k3

2 L̄a
pW = 0

with final condition

W (x, z = L,p; k) = WL(x,p; k),

where

(47) L̄a
pW =

{

∇p ·
(

D(0)∇pW
)

, if 0 < a < 1

∇p ·
(

D(p

k )∇pW
)

, if a = 1.

The associated limiting unperturbed (complex) wave amplitude and back-propagated
wave are then given by

φ̄B
unp(ξ,x0; k) =

∫

Rd

e−ip·ξW 0
unp(x0, 0,p; k)φ̃0(p; k)dp

and

ūB
unp(ξ,x0, t) = k0

∫

eikk0c0tφ̄B
unp(ξ,x0; k)dk.

This is in complete agreement with the analysis presented in [28], since when a = 1
we recover the advection-diffusion equation derived there.

Therefore, the effect of perturbations corresponds to the additional reaction term
in (36) characterized by the attenuation coefficient A(·). Furthermore, in the case
where 0 < a < 1, A(·) ≡ A0 = const. Consequently, one can readily quantify the
effect of perturbations since the limiting Wigner distributions satisfy the equation

(48) W 0(x, 0,p; k) = W 0
unp(x, 0,p; k)e−

k2

2 A0L.

For the limiting (complex) wave amplitude and back-propagated wave we get

φ̄B(ξ,x0; k) = φ̄B
unp(ξ,x0; k)e

− k2

2 A0L(49a)

ūB(ξ,x0, t) =
(

G(·) ? ūB
unp(ξ,x0, ·)

)

(t)(49b)

where ? stands for convolution in time and G is given by the Gaussian kernel

G(t) =
1√

2πσG

e
− t2

2σ2
G ,
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where σG =
√

A0L
k0c0

. Note that A0 represents a statistical measure of the perturba-
tions intensity. We have

A0 =

∫

Rη(0, z)dz,

so that this parameter is the longitudinal correlation length in the case with anisotro-
pic medium fluctuations.

It is remarkable that the perturbations produce an exponential attenuation of
the wave amplitude, when compared with its counterpart from the unperturbed
case. At a fixed frequency the perturbations result in a re-scaling factor that does
not depend on the space variable, and does not affect the space resolution of the
wave amplitude. Thus, the perturbations produce a time domain smearing

effect on the back-propagated pulse when compared to the time reversal in an
unperturbed medium. In particular, if the initial pulse is a Gaussian time-pulse
with carrier frequency ω0 = k0c0 and width σt then the back-propagated signal in
the perturbed medium coincides with the re-compressed wave in the unperturbed
medium generated by an effective initial pulse. This effective initial pulse is a
Gaussian with carrier frequency ω̃0 = ω0

γ and pulse width σ̃t = σtγ, re-scaled by

the factor γ exp(−A0L/2γ), where γ = 1 + σ2
G/σ

2
t . This is a manifestation of the

attenuation of the back-propagated wave, caused by perturbations that has been
observed in physical experiments [32] and is also valid in other asymptotic regimes
[4, 6].

Concerning space resolution, it is apparent from equations (48)–(49), that per-

turbations do not affect the space super-resolution of the back-propagated
wave when compared with time reversal in an unperturbed medium. This means
that the wave pulse ūB

0 has a tighter support in the case of a random medium
than in the absence of medium fluctuations and multipathing, even though the
back-propagation takes place in a slightly modified random medium. In other
words, relatively weak perturbations do not eliminate the super-focusing of the re-
compressed wave. Furthermore, the re-compressed wave is statistically stable, i.e.
its shape does not depend on the medium and perturbation realizations.

Super-focusing in the case without medium perturbations is discussed, for in-
stance in [10, 28, 29]. In particular, in [28] the asymptotic regime corresponding
to the case where a = 1 is treated. Therefore, their observations concerning the
effective aperture of the TRM are also valid for our case. Furthermore, when a < 1
and the diffusion matrix Dij = Dδij with a constant diffusion coefficient D we

have that the effective aperture of the TRM is given by aeff
TRM =

√

a2
TRM + DL3

3 ,

where aTRM represents the actual aperture of the TRM and L the distance from
the source to the TRM.

4.2. Numerical results. The conclusions in the previous section are obtained
under the condition a < 1. The results of the numerical simulations, carried out
for the case where a = 1, show that this restriction is not fundamental. More
specifically, we conclude in this situation and in the presence of perturbations,
that the re-compressed wave remains statistically stable (i.e the back-propagated
wave is self-averaging) and its space super-resolution is not affected, but the wave
amplitude experience a frequency dependent attenuation.

All the numerical examples correspond to the 2D setting. We set the propagation
velocity c0 = 1 and consider the central wave length λ0 = 2π/k0 = 2π/ω0, where
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k0 and ω0 are the central wave number and frequency, respectively. Consider the
following values for the characteristic lengths involved: the TRM aperture aTRM =
250λ0, the distance from the TRM to the source L = 5000λ0 and let the transversal
and longitudinal correlation lengths of the medium fluctuations be lx = 5λ0 and
lz = 100λ0, respectively. Furthermore, we ensure a high frequency regime by taking
ω0 = k0 = 2π. Note that this set of values satisfy the restrictions corresponding to
the asymptotic regime introduced in section 2.1 in the case when a = 1. The random
fluctuations are stationary centered Gaussian random fields with an exponential
autocorrelation function, they are constructed spectrally. The maximum contrast
is 10% for the forward medium, and the incremented independent perturbations
represents 5% of the backward medium. As initial source we take φ0(x; k0) =

exp{− |x|2
2σ2

s
} with σs = 3λ0.

In the numerical simulations the Schrödinger equation is solved using a FD
code, to model the infinite medium a perfectly matched layer that allows plane
wave absorption through the (computational) lateral boundaries is introduced. The
computational domain has a 4aTRM width and its discretization uses ∆x = 0.25λ0

and ∆z = 0.5λ0.
In figure 2 we show the super-resolution of the back-propagated wave. First, we

compare the re-compressed wave amplitude for the homogeneous medium and an
individual realization of the unperturbed random medium. The left plot shows that
a sharper re-compression is obtained in the later situation. Thus, the presence of
inhomogeneities and the multipathing enhances the resolution of the re-compressed
wave. In the right plot we compare the re-compressed wave amplitude for individual
realizations of the unperturbed and perturbed random media. The resolution in
both cases is similar, while the maximum amplitude is higher for the unperturbed
case. As predicted, the perturbations do not affect the spatial resolution of the
back-propagated wave, but attenuate its amplitude.
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Homogeneous
Random Medium
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Perturbed Medium

Figure 2. Super-focusing of the back-propagated wave. The
absolute value of the re-compressed wave amplitude at the central
wave number k0 = 2π is shown. Left plot: Homogeneous vs. (un-
perturbed) random media, the former is shown as a solid line and
the latter with a dotted line. Right plot: Unperturbed vs. per-
turbed random media, the former is shown as a dotted line and
the latter with a solid one.
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In figure 3 (left) we illustrate the statistical stabilization (or self-averaging) of
the re-compressed wave. The results from a set of 10 time reversal experiments
are plotted. It is remarkable that for all medium realizations the resolution of
the back-propagated wave are quite similar. It is also remarkable that nearby
the center the re-compressed waves for different realizations vary less than at the
sides. Although we only show the results of 10 realizations, we remark that other
numerical simulations exhibit analogous results.
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Figure 3. Left plot: Self-averaging of the back-propagated wave
in a perturbed random media. We show the absolute value of
the Wave Amplitude at the central wave number k0 = 2π for 10
realizations of the (perturbed) random media. Right plot: Wave
Amplitude Ratio of perturbed to unperturbed random media at
the central position for different wave numbers in the interval
[3π/2, 4π].

In the right plot of figure 3, we illustrate the attenuation effect of the perturba-
tions on the re-compressed wave amplitude for different wave numbers. We present
the resulting maximum wave amplitude ratio of the perturbed to unperturbed ran-
dom media, corresponding to 26 values of the wave number k uniformly located in
the interval [3π/2, 4π]. It is apparent from this plot that the wave amplitude decays
as frequency increases, leading to the attenuation of the back-propagated pulse.

4.3. Lateral diversity and stability. Generally speaking, in the parabolic regime,
the statistical stability of the back-propagated wave comes from the decorrelation
of the Wigner transform in the frequency domain or the phase space. Then, in-
tegration in the frequency domain or the phase space, averages out the random
variations of the Wigner transform. It is worth noticing that in the situation an-
alyzed in this work, as well as in other high-frequency regimes (see for instance
[10, 29]) the underlying physical mechanism leading to the mentioned decorrelation
is the diffusion in the phase space. In fact, the high-frequency asymptotics of the
Wigner transform is related to a Liouville equation. Under appropriate conditions,
the trajectories associated with the Liouville equation have a diffusive behavior and
two trajectories starting at different points of the phase space remain well separated.
Finally, if the random fluctuations of the medium at the points of the trajectories
decorrelates sufficiently fast, then the decorrelation of the corresponding solutions
of the Liouville equation follows.
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A fast decorrelation of the medium fluctuations is enforced by considering a
large lateral diversity, i.e. the typical width of the beam is large compared to
the corresponding correlation length. The self-averaging, in time reversal without
perturbations, that results from lateral diversity is analyzed in [29, 30].

For time reversal without perturbations, the results obtained in [25] lead to the
conclusion that in the high-frequency regime the lateral diversity is a necessary
condition for the statistical stability. Indeed, there it is shown that in the regime
corresponding to a = 0 in the scaling (6) the Wigner transform does not decorrelate.
The results in the present work and in [29, 30] show that as soon as some lateral
diversity is present, a statistically stable re-compressed wave is obtained. Moreover,
we proved here that relatively weak perturbations do not affect the self-averaging.

4.4. Concluding remarks. We have analyzed and explained the effect of medium
perturbations during a time reversal experiment. Our analysis was carried out for
a high frequency regime where the TRM size is much smaller than the propagation
distance. The medium is anisotropic and its longitudinal and transversal correla-
tion lengths are much smaller than the propagation distance and the TRM size,
respectively, and the first ratio is smaller than or comparable to the second. Fur-
thermore, the fluctuations of the refractive index are weak and the perturbations
are relatively small and we considered an initial pulse generated by a localized
source.

We proved that perturbations do not affect the main properties of the re-compre-
ssed wave, namely, super-resolution and statistical stability but produces a pulse
smeared in time. Moreover, the influence of the perturbations can be quantified
through the statistical properties of the medium.

Acknowledgments. The authors want to thank Prof. K. Huang from UCI, for
his help with the numerical simulations.

Appendix A. Diffusion limit of the characteristic ODEs

In this appendix, we study the weak convergence of stochastic processes associ-
ated with a system of ODEs with a special form. These auxiliary results are used in
the main part of the paper to study the characteristic ODEs (35). Actually, we will
study a system of ODEs slightly more general than these equations. Our analysis
follows the same lines as in [25, 26].

This appendix is organized as follows, in A.1 we present the conditions satisfied
by the random field associated with the right-hand side of the system of ODEs. In
Section A.2, we study the one-particle problem and characterize the weak limit of
the solution to the ODEs. Section A.3 is concerned with the two-particle problem,
that is, we analyze the weak convergence of the joint solution to the ODEs that
start at different points.

A.1. Introduction . Let (Ω,F , P ) be a probability space and the vector field
F : R

m+1 ×Ω → R
l be jointly measurable with respect to Bm+1 ×F , where Bm+1

is the σ-algebra of Borel sets in R
m+1 and assume that m ≤ l. We also assume that

the random field F (y) = F (y, ω) is stationary and sufficiently smooth with respect
to y. We use the representation ‖f‖∞ = ess-supω∈Ω |f(·, ω)|.

More specifically, we assume that the random field F satisfies the following con-
ditions:
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(C.1) The random field F is strictly stationary and has mean zero, i.e. E{F (y)} =
∫

Ω F (y, ω)P (dω) = 0, ∀y ∈ R
m+1

(C.2) The derivatives ∂
∂yαF (y, ω) = ∂|α|

∂y
α0
0 ...∂yαm

m
F (y, ω) exist for P almost all ω

and satisfy the continuity condition

(50) lim
h∈R

m

|h|→0

‖ ∂

∂yα
F (s,h) − ∂

∂yα
F (s,0)‖∞ = 0,

when the index α = (0, α1, . . . , αm) and |α| =
∑m

i=0 αi ≤ 3.
(C.3) F is exponentially φ-mixing. More precisely, for Λ ⊂ R

m+1 set

GΛ = σ{F (y, ·) : y ∈ Λ}

and for Λj ⊂ R
m+1, j = 1, 2 define

φ(Λ1,Λ2) = sup
A∈GΛ1 ,B∈GΛ2

|P (B) − P (B|A)|.

Define the uniform mixing rate as

(51) φ(%) = sup{φ(Λ1,Λ2) : Λj ∈ Bm+1, d(Λ1,Λ2) ≥ %}

where d(Λ1,Λ2) = inf{|y1 − y2| : yi ∈ Λi}, then there exists a constant
C1 > 0 such that

(52) φ(%) ≤ 2e−C1%, % > 0.

(C.4) We let

R(y) = E{F (y) ⊗ F (0)}, y ∈ R
m+1

be the covariance matrix of the vector field F (·). Note that (52) implies
that there exists a constant C2 such that

(53) | ∂

∂yα
Rij(y)| ≤ C2e

− |y|2
C2 , ∀y ∈ R

m+1, i, j = 1, . . . , l

where |y|2 represents the euclidean norm of the vector y and the index
α = (0, α1, · · · , αm) with |α| ≤ 2.

(C.5) (a) Assume that Rij ∈ C∞(Rm+1), i, j = 1, . . . , l. Consider the l × l
matrix A(q̃) and the l-dimensional vector b(q̃) with elements

Aij(q̃) = aij(q̃) + aji(q̃) and bi(q̃) =

m
∑

j=1

∂aij

∂qj
(q̃)

where

aij(q̃) =

∫ ∞

0

Rij(s, sq̃)ds.

(b) Suppose that the matrix A(q̃) is positive-definite and let C(q̃) be its
positive symmetric square root. We further assume that the m × m
sub-matrix C̃(q̃) with elements C̃ij(q̃) = Cij(q̃), i, j = 1, . . . ,m is
non-singular ∀ q̃ ∈ R

m.
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A.2. One-particle problem . For any 0 < ε ≤ 1 define the stochastic process
(xε(s),qε(s)) = (xε(s, ω),qε(s, ω)) with values in R

m × R
l, s ≥ 0, ω ∈ Ω as the

solution of the system of ODEs

(54)























dxε

ds
= q̃ε

dqε

ds
=

1√
ε
F (
s

ε
,
xε

εa
)

(xε(0),qε(0)) = (x0,q0)

where (x0,q0) is non-random and q̃ε represents the R
m-projection of qε.

Next, we focus on the weak convergence of the stochastic process defined above
as ε goes to zero.

Consider the diffusion operator

(55) Laf(q) =

{

1
2

∑l
i,j=1 Aij(q̃) ∂2f

∂qi∂qj
(q) +

∑l
i=1 bi(q̃) ∂f

∂qi
(q), if a = 1

1
2

∑l
i,j=1 Aij(0) ∂2f

∂qi∂qj
(q) +

∑l
i=1 bi(0) ∂f

∂qi
(q), if 0 < a < 1

for all f ∈ C2
b (Rl). From the conditions above follows that this operator is well-

defined. Furthermore, if the random field F (·) is isotropic then we have that

(Laf)(q) =

{

1
2∇q ·

(

A(q̃)∇qf
)

, if a = 1
1
2∇q ·

(

A(0)∇qf
)

, if 0 < a < 1

and

Aij(q̃) =

∫ +∞

−∞
Rij(s, sq̃)ds.

For a positive integer n, let us represent by Cn = C([0,∞); Rn), the space of
continuous functions from [0,∞) to R

n. The following theorem is a generalization
of the results in [25, 26].

Theorem A.1. Suppose that conditions C.1–C.3 and C.5(a) above are fulfilled.
Then the stochastic process (xε(s),qε(s)) converges weakly in Cm+l as ε→ 0, to the
process (x(s),q(s)) such that

x(s) = x0 +

∫ s

0

q̃(s′)ds′

and q(s) is the diffusion process in Cl with generator La defined by (55) starting
from q0.

The proof of the above theorem is very similar to that of Theorem 3 in [25,
page 105] and consequently we only highlight the main ideas. Let Rε denote the
probability measure induced by qε(s) on Cl. It is enough to establish that Rε weakly
converges to Rq0 , the probability measure of a diffusion in Cl with generator La and
starting from q0. The main idea of the proof is to study a truncated process whose
dynamic up to a certain stopping time coincides with that of the original process.
Furthermore, the weak limits of the truncated process can be identified along with
some relevant properties. Finally, by using a measure theoretic argument the weak
convergence of the original process is established.

We remark that for the study of the one-particle problem one can assume less
restrictive conditions. Namely, we can assume that the random field F (·) has the
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following uniform mixing properties. Let

G̃t
s = σ{F (u,y, ·) : s ≤ u ≤ t, y ∈ R

m}
and define the uniform mixing rate as

(56) φ̃(s) = sup
r≥0

sup{|P (B) − P (B|A)| : A ∈ Gr
0 , B ∈ G∞

r+s}.

And further, assume that

(57)

∫ ∞

0

s3φ̃1/2(s)ds <∞.

In particular, if the condition C.3 presented early holds then the mixing condition
(57) is satisfied.

Moreover, the condition C.5(a) is used in the proof only to ascertain the unique-
ness of the corresponding diffusion process and weaker conditions that assures this
property can be found in [31].

A.2.1. Mixing Lemmas. For estimating some integrals in this section we will use
two mixing lemmas which are slightly modified variants of the Lemmas 1 and 2 in
[25, pp. 109 and 112].

Consider the random fields U, V : [0,+∞) × R
n × Ω → R that are strictly

stationary and satisfy the continuity conditions

(58) lim
|h|→0

‖U(s,h) − U(s,0)‖∞ = lim
|h|→0

‖V (s,h) − V (s,0)‖∞ = 0

for any s ≥ 0.

Lemma A.1. Assume that U( τ
ε ,y) is G̃τ/ε

0 measurable and E{U( τ
ε ,y)} = 0 for

each fixed y ∈ R
n. Further, let Z(σ

ε ), σ ≤ τ be a G̃σ/ε
0 measurable random variable.

Then for any %, 0 ≤ % ≤ σ ≤ τ and a G̃%/ε
0 measurable random variable y% with

values in R
n

(59)
∣

∣E
{

U(
τ

ε
,y%)Z(

σ

ε
)
}∣

∣ ≤ 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞E

{∣

∣Z(
σ

ε
)
∣

∣

}

.

Proof. The proof is standard and is based on an approximation argument and a
well-known mixing result of Ibragimov & Linnik [24].

Let l = (l1, . . . , ln) ∈ Z
n and M1 be a positive fixed integer, we introduce the

notations Cl = [l1/M1, (l1 + 1)/M1) × · · · × [ln/M1, (ln + 1)/M1) ⊂ R
n, ȳl =

((2l1 + 1)/M1), . . . , (2ln + 1)/M1) ∈ R
n, the event Al = {ω : y% ∈ Cl} and its

indicator function Il = 1Al
.

Choose an arbitrary δ > 0 and select M1 sufficiently large such that ‖U( τ
ε ,y) −

U( τ
ε , ȳl)‖∞ ≤ δ for every l and y ∈ Cl. Furthermore, we have the following

estimates

|E{U(
τ

ε
,y%)Z(

σ

ε
)}| = |

∑

l

E{U(
τ

ε
,y%)Z(

σ

ε
)Il}|

= |
∑

l

{

E{(U(
τ

ε
,y%) − U(

τ

ε
, ȳl))Z(

σ

ε
)Il} +E{U(

τ

ε
, ȳl)Z(

σ

ε
)Il}

}

|

≤
∑

l

{

E{|U(
τ

ε
,y%) − U(

τ

ε
, ȳl)||Z(

σ

ε
)|Il} + |E{U(

τ

ε
, ȳl)Z(

σ

ε
)Il}|

}



26 DANIEL G. ALFARO VIGO AND KNUT SØLNA

The first term above is estimated by using the approximation assumption and the
second one by using the results from [24, Theorem 17.2.3, pp. 309–310] to get

|E{U(
τ

ε
,y%)Z(

σ

ε
)}| ≤

∑

l

(

δ + 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞

)

E{|Z(
σ

ε
)|Il}

≤
(

δ + 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞

)

E{|Z(
σ

ε
)|}.

Since δ is arbitrary the conclusion of the lemma follows. �

The following result is a useful variant of Lemma A.1.

Lemma A.2. Assume that U( τ
ε ,y), V (σ

ε ,y)) are G̃τ/ε
τ/ε and G̃σ/ε

σ/ε measurable, re-

spectively, for each fixed y ∈ R
n. Assume also that E{U( τ

ε ,y)} = 0 and set

W (τ/ε, σ/ε,y) = E
{

U(τ/ε,y)V (σ/ε,y)
}

.

Furthermore, let Z( %
ε ), y% be a real and R

n-valued, respectively, G̃%/ε
0 measurable

random variables. Then for any %, 0 ≤ % ≤ σ ≤ τ

(60)
∣

∣E
{

Z(
%

ε
)
[

U(
τ

ε
,y%)V (

σ

ε
,y%) −W (

τ

ε
,
σ

ε
,y%)

]}
∣

∣ ≤

4φ̃
1
2 (
τ − σ

ε
)φ̃

1
2 (
σ − %

ε
)‖U(

τ

ε
, ·)‖∞‖V (

σ

ε
, ·)‖∞E

{
∣

∣Z(
%

ε
)
∣

∣

}

.

Proof. First we apply Lemma A.1 with UV −W substituted for U to show that

(61)
∣

∣E
{

Z(
%

ε
)
[

U(
τ

ε
,y%)V (

σ

ε
,y%) −W (

τ

ε
,
σ

ε
,y%)

]}∣

∣ ≤

4φ̃(
σ − %

ε
)‖U(

τ

ε
, ·)‖∞‖V (

σ

ε
, ·)‖∞E

{
∣

∣Z(
%

ε
)
∣

∣

}

since ‖U( τ
ε , ·)V (σ

ε , ·)−W ( τ
ε ,

σ
ε , ·)‖∞ ≤ 2‖U( τ

ε , ·)‖∞‖V (σ
ε , ·)‖∞. Next we apply this

lemma again, now with ZV substituted for Z to obtain
(62)

∣

∣E
{

Z(
%

ε
)U(

τ

ε
,y%)V (

σ

ε
,y%)

}∣

∣ ≤ 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞‖V (

σ

ε
, ·)‖∞E

{∣

∣Z(
%

ε
)
∣

∣

}

.

For a fixed y, by applying [24, Theorem 17.2.3, pp. 309–310] one gets

∣

∣E
{

W (
τ

ε
,
σ

ε
,y)

}∣

∣ ≤ 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞‖V (

σ

ε
, ·)‖∞,

and consequently

(63)
∣

∣E
{

Z(
%

ε
)W (

τ

ε
,
σ

ε
,y%)

}∣

∣ ≤ 2φ̃(
τ − σ

ε
)‖U(

τ

ε
, ·)‖∞‖V (

σ

ε
, ·)‖∞E

{∣

∣Z(
%

ε
)
∣

∣

}

.

By combining the inequalities (61)–(63) the desired estimate follows. �

A.2.2. Truncated process. LetM > |q0|, consider a cutoff function ϕM : R
l → [0, 1],

ϕM ∈ C∞(Rl) such that

(64) ϕM (q) =

{

0, |q| ≥ 2M

1, |q| ≤M
,
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set GM (y,q) = ϕM (q)F (y) and define the truncated system of ODEs:

(65)















dxε,M

ds
= q̃ε,M

dqε,M

ds
=

1√
ε
GM (

s

ε
,
xε,M

εa
,qε,M )

with initial conditions (x0,q0).
For each fixed M , we will prove now the tightness of the family of measures

Rε,M induced by the truncated process qε,M (s) in Dl = D([0,∞); Rl), the space
of ‘càdlàg’ functions from [0,∞) to R

l with the Skorohod topology. Further, we
simplify the notation by suppressing the index M .

The proof relays on the approach of [25, pp.107–108]. We will obtain that for
0 ≤ t ≤ u ≤ T <∞ there exists C = C(T ) independent of ε ∈ (0, 1] such that

(66) E{|qε(u) − qε(t)|2Φ} ≤ C(u− t)E{Φ}

for Φ = Φ(s, t) = |qε(t) − qε(s)|r, 0 ≤ s ≤ t and r = 0, 2.
We have that

|qε(u) − qε(t)|2 =
2√
ε

l
∑

i=1

∫ u

t

∫ τ

t

d

dσ

[

Gi(
τ

ε
,
lε(σ; τ)

εa
,qε(σ))

(

qε
i (σ) − qε

i (t)
)

]

dτdσ

=
2

ε

l
∑

i=1

∫ u

t

∫ τ

t

{

l
∑

j=1

Gj(
σ

ε
,
xε(σ)

εa
,qε(σ))

[

(

qε
i (σ) − qε

i (t)
)

× ∂Gi

∂qj
(
τ

ε
,
lε(σ; τ)

εa
,qε(σ)) + δijGi(

τ

ε
,
lε(σ; τ)

εa
,qε(σ))

]

+
τ − σ

εa

m
∑

k=1

(

qε
k(σ) − qε

k(t)
)∂Gi

∂yk
(
τ

ε
,
lε(σ; τ)

εa
,qε(σ))

×Gk(
σ

ε
,
xε(σ)

εa
,qε(σ))

}

dτdσ

where lε(σ; τ) = xε(σ) + (τ − σ)q̃ε(σ) and consequently

E{|qε(u) − qε(t)|2 Φ} =

∫ u

t

l
∑

i=1

(

l
∑

j=1

(I
(1)
ij (τ) + δijI

(1)
i (τ)) +

m
∑

k=1

I
(2)
ik (τ)

)

dτ

where

I
(1)
ij (τ) =

1

ε
E{

∫ τ

t

∂Gi

∂qj
(
τ

ε
,
lε(σ; τ)

εa
,qε(σ))Gj (

σ

ε
,
xε(σ)

εa
,qε(σ))

×
(

qε
i (σ) − qε

i (t)
)

dσ Φ}

I
(1)
i (τ) =

1

ε
E{

∫ τ

t

Gi(
τ

ε
,
lε(σ; τ)

εa
,qε(σ))Gi(

σ

ε
,
xε(σ)

εa
,qε(σ))dσ Φ}

I
(2)
ik (τ) =

1

ε1+a
E{

∫ τ

t

∂Gi

∂yk
(
τ

ε
,
lε(σ; τ)

εa
,qε(σ))Gk(

σ

ε
,
xε(σ)

εa
,qε(σ))

×
(

qε
i (σ) − qε

i (t)
)

(τ − σ)dσ Φ}
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A straightforward application of the mixing Lemma A.1, leads to the following
inequalities

I
(1)
ij (τ) ≤ ‖∇ϕM‖∞‖F‖2

∞E{|Φ|}8M

ε

∫ τ

t

φ̃(
τ − σ

ε
)dσ ≤ C1E{|Φ|}

I
(1)
i (τ) ≤ ‖F‖2

∞E{|Φ|}2

ε

∫ τ

t

φ̃(
τ − σ

ε
)dσ ≤ C2E{|Φ|}

I
(2)
ik (τ) ≤ ‖F‖∞‖∇F‖∞E{|Φ|} 8M

ε1+a

∫ τ

t

(τ − σ)φ̃(
τ − σ

ε
)dσ ≤ C3ε

1−aE{|Φ|}

from which the estimate (66) immediately follows with C = l(C1l + C2 + C3m).
We only prove the first inequality as the others can be obtained in a similar way.

Let n = m, set

y% = lε(%; τ), U(
τ

ε
,y) = Fi(

τ

ε
,
y

εa
) and

V (
σ

ε
) =

∂ϕM

∂qj
(qε(σ))ϕM (qε(σ))(qε

i (σ) − qε
i (t))Fj(

σ

ε
,
xε(σ)

εa
)Φ(t, s).

These functions satisfy the assumptions of the lemma since for any s ≥ 0 we

have that xε(s), qε(s) are G̃s/ε
0 measurable, and as a consequence lε(s; τ) is also.

Furthermore, |qε
i (σ)− qε

i (t)| ≤ 4M and ‖∇ϕM‖∞ <∞ therefore, after substitution
in (59) one gets the desired result since E{|V ( σ

ε )|} ≤ 4M‖∇ϕM‖∞‖F‖∞E{|Φ|}.

A.2.3. Limit identification. Our next step consists in the identification of the limit
points of Rε. We proceed as in [25] by first identifying the limit points of Rε,M in
Dl. Representing by X(t) the t-coordinate function in Dl the corresponding σ-fields
of subsets are given by

Mv
u = σ{X(t) : u ≤ t ≤ v}.

Assume that {εn} is a sequence of positive numbers approaching zero such that
the sequence of measures {Rεn,M} weakly converges to RM on Dl as n → ∞. For
any f ∈ C∞(Rl) with compact support define

(67) LMf(q) =
1

2

l
∑

i,j=1

AM
ij (q)

∂2f

∂qi∂qj
+

l
∑

i=1

bMi (q)
∂f

∂qj

where

AM
ij (q) = ϕ2

M (q) ×
{

Aij(q̃), if a = 1

Aij(0), if 0 < a < 1

bMi (q) = ϕM (q)

l
∑

j=1

{

∂
∂qj

(

ϕM (q)aij (q̃)
)

, if a = 1
∂ϕM (q)

∂qj
aij(0) + ϕM (q)

∂aij

∂qj
(0), if 0 < a < 1.

We show that f(X(t)) −
∫ t

0
LMf(X(s))ds is a (RM ,Mt

0) martingale. To establish
this fact it suffices to prove for any integer n > 0, bounded continuous function
Φ : (Rl)n → R and s1 ≤ · · · ≤ sn ≤ t < u that

(68) EM{(f(X(u)) − f(X(t)))Φ(X(s1), · · · , X(sn))} =

EM{
∫ u

t

LMf(X(s))Φ(X(s1), · · · , X(sn))}

where EM{·} represents expectation with respect to RM .
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We further study the quantity

I = EM{(f(X(u))− f(X(t)))Φ(X(s1), · · · , X(sn))}
= lim

n→∞
E{(f(qεn,M (u)) − f(qεn,M (t)))Φ(qεn,M (s1), · · · ,qεn,M (sn))}.(69)

To simplify notations, we drop the index n and let ε go to zero through the sequence
{εn}.

We have that δf(qε,M )(u, t) = f(qε,M (u)) − f(qε,M (t)) can be re-written as

δf(qε,M )(u, t) =
1√
ε

l
∑

i=1

∫ u

t

∂f

∂qi
(qε,M (τ))GM

i (
τ

ε
,
xε,M (τ)

εa
,qε,M (τ))dτ

=
1√
ε

l
∑

i=1

∫ u

t

{ ∂f

∂qi
(qε,M (t))GM

i (
τ

ε
,
lε,M (t; τ)

εa
,qε,M (t))

+

∫ τ

t

[ ∂f

∂qi
(qε,M (σ))GM

i (
τ

ε
,
lε,M (σ; τ)

εa
,qε,M (σ))

]′
σ
dσ

}

dτ

=
l

∑

i=1

∫ u

t

{

1√
ε

∂f

∂qi
(qε,M (t))GM

i (
τ

ε
,
lε,M (t; τ)

εa
,qε,M (t))

+
1

ε

∫ τ

t

[

l
∑

j=1

( ∂f

∂qi
(qε,M (σ))

∂GM
i

∂qj
(
τ

ε
,
lε,M (σ; τ)

εa
,qε,M (σ))

+
∂2f

∂qi∂qj
(qε,M (σ))GM

i (
τ

ε
,
lε,M (σ; τ)

εa
,qε,M (σ))

)

×GM
j (

σ

ε
,
xε,M (σ)

εa
,qε,M (σ)) +

τ − σ

εa

m
∑

k=1

∂f

∂qi
(qε,M (σ))

× ∂GM
i

∂yk
(
τ

ε
,
lε,M(σ; τ)

εa
,qε,M (σ))GM

k (
σ

ε
,
xε,M (σ)

εa
,qε,M (σ))

]

dσ

}

dτ

We shall multiply by Φ = Φ(qε(s1), · · · ,qε(sn)) and pass to the limit as ε ↓ 0. By
applying the mixing Lemma A.1 to the first term on the right-hand-side we get

∣

∣

∣

∣

1√
ε
E{

∫ u

t

∂f

∂qi
(qε,M (t))GM

i (
τ

ε
,
lε,M(t; τ)

εa
,qε,M (t))Φdτ}

∣

∣

∣

∣

≤ ‖∇f‖∞‖F‖∞‖Φ‖∞
1√
ε

∫ u

t

φ̃(
τ − t

ε
)dτ → 0.

For the other terms we introduce the notations

I1
ij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qi
(qε,M (σ))GM

i,qj
(
τ

ε
,
lε,M(σ; τ)

εa
,qε,M (σ)))

×GM
j (

σ

ε
,
xε,M (σ)

εa
,qε,M (σ)) Φdσdτ,

I2
ij =

1

ε

∫ u

t

∫ τ

t

∂2f

∂qi∂qj
(qε,M (σ))GM

i (
τ

ε
,
lε,M (σ; τ)

εa
,qε,M (σ)))

×GM
j (

σ

ε
,
xε,M (σ)

εa
,qε,M (σ)) Φdσdτ,
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I3
ik =

1

ε1+a

∫ u

t

∫ τ

t

(τ − σ)
∂f

∂qi
(qε,M (σ))

∂GM
i

∂yk
(
τ

ε
,
lε,M (σ; τ)

εa
,qε,M (σ))

×GM
k (

σ

ε
,
xε,M (σ)

εa
,qε,M (σ)) Φdσdτ

Next, we compute the limit of E{I1
ij} when ε→ 0. By introducing the functions

Hij(τ/ε, σ/ε,y1,y2) = Fi(τ/ε,y1)Fj(σ/ε,y2),

H̄ij = E{Hij} and H̃ij = Hij − H̄ij ,

we have that I1
ij = I11

ij + I12
ij where

I11
ij =

1

ε

∫ u

t

∂f

∂qi
(qε,M (σ))ϕM (qε,M (σ))

∂ϕM

∂qj
(qε,M (σ))

×
(

∫ u

σ

H̄ij(
τ

ε
,
σ

ε
,
lε,M(σ; τ)

εa
,
xε,M (σ)

εa
)dτ

)

Φdσ

I12
ij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qi
(qε,M (σ))ϕM (qε,M (σ))

∂ϕM

∂qj
(qε,M (σ))

× H̃ij(
τ

ε
,
σ

ε
,
lε,M(σ; τ)

εa
,
xε,M (σ)

εa
)Φdσdτ.

Furthermore,

1

ε

∫ u

σ

H̄ij(
τ

ε
,
σ

ε
,
lε,M (σ; τ)

εa
,
xε,M (σ)

εa
)dτ =

∫
u−σ

ε

0

Rij(s, sε
1−aq̃ε,M (σ))ds

and we get that

E{I11
ij } → EM{

∫ u

t

bM,1
ij (X(σ))

∂f

∂qi
(X(σ)) Φdσ}

where

bM,1
ij (q) = ϕM (q)

∂ϕM

∂qj
(q) ×

{

aij(s, sq̃)ds if a = 1,

aij(s,0)ds if 0 < a < 1.

Next we show that E{I12
ij } → 0. Let us decompose this term as I12

ij = J1
ij + J2

ij

where

J1
ij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qi
(qε,M (t))ϕM (qε,M (t))

∂ϕM

∂qj
(qε,M (t))

× H̃ij(
τ

ε
,
σ

ε
,
lε,M (t; τ)

εa
,
lε,M(t;σ)

εa
)Φdσdτ,

J2
ij =

1

ε

∫ u

t

∫ τ

t

∫ σ

t

d

dρ

{ ∂f

∂qi
(qε,M (ρ))ϕM (qε,M (ρ))

∂ϕM

∂qj
(qε,M (ρ))

× H̃ij(
τ

ε
,
σ

ε
,
lε,M (ρ; τ)

εa
,
lε,M(ρ;σ)

εa
)
}

Φ dρdσdτ.

Applying the second mixing Lemma A.2 with n = 2m,

U(
τ

ε
,y) = Fi(

τ

ε
,y1), V (

σ

ε
,y) = Fj(

σ

ε
,y2),

Z(
ρ

ε
) = ϕM (qε,M (ρ))

∂ϕM

∂qj
(qε,M (ρ))

∂f

∂qi
(qε,M (ρ))Φ,

εayρ = (lε,M (ρ; τ), lε,M (ρ;σ)) and ρ = t,
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we get that

|E{J1
ij}| ≤ 4‖∇ϕM‖∞‖F‖2

∞E{|Φ|}1

ε

∫ u

t

∫ τ

t

φ̃
1
2 (
τ − σ

ε
)φ̃

1
2 (
σ − t

ε
)dσdτ → 0.

For J2
ij we have the following decomposition

J2
ij =

1

ε3/2

∫ u

t

∫ τ

t

∫ σ

t

{

l
∑

s=1

∂ΘM

∂qs
(qε,M (ρ))GM

s (
ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))

× H̃ij(
τ

ε
,
σ

ε
,
lε,M (ρ; τ)

εa
,
lε,M(ρ;σ)

εa
)

+

m
∑

k=1

ΘM (qε,M (ρ))GM
k (

ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))

×
[

(
τ − ρ

εa
)
∂H̃ij

∂y1
k

(
τ

ε
,
σ

ε
,
lε,M(ρ; τ)

εa
,
lε,M (ρ;σ)

εa
)

+ (
σ − ρ

εa
)
∂H̃ij

∂y2
k

(
τ

ε
,
σ

ε
,
lε,M (ρ; τ)

εa
,
lε,M (ρ;σ)

εa
)
]

}

Φ dρdσdτ

=
l

∑

s=1

K1
ijs +

m
∑

k=1

(K2
ijk +K3

ijk),

where ΘM (q) = ∂f
∂qi

(q)ϕM (q)∂ϕM

∂qj
(q). Now applying the second mixing Lemma

A.2 with

U(
τ

ε
,y) = Fi(

τ

ε
,y1), V (

σ

ε
,y) = Fj(

σ

ε
,y2),

Z(
ρ

ε
) =

∂ΘM

∂qs
(qε,M (ρ))GM

l (
ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))Φ

and εayρ = (lε,M (ρ; τ), lε,M (ρ;σ)),

for

K1
ijs =

1

ε3/2

∫ u

t

∫ τ

t

∫ σ

t

∂ΘM

∂qs
(qε,M (ρ))GM

s (
ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))

× H̃ij(
τ

ε
,
σ

ε
,
lε,M(ρ; τ)

εa
,
lε,M (ρ;σ)

εa
) Φ dρdσdτ

we get that

|E{K1
ijs}| ≤ ‖∇ΘM‖∞‖F‖∞E{|Φ|} 1

ε3/2

∫ u

t

∫ τ

t

∫ σ

t

φ̃
1
2 (
τ − σ

ε
)φ̃

1
2 (
σ − ρ

ε
)dρdσdτ

≤ C1(u− t)
√
ε→ 0.

Furthermore, applying the second mixing Lemma A.2 with

U(
τ

ε
,y) =

∂Fi

∂y1
k

(
τ

ε
,y1), V (

σ

ε
,y) = Fj(

σ

ε
,y2),

Z(
ρ

ε
) = (

τ − ρ

εa
)ΘM (qε,M (ρ))GM

k (
ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))Φ

and εayρ = (lε,M (ρ; τ), lε,M (ρ;σ)),
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for

K2
ijk =

1

ε3/2

∫ u

t

∫ τ

t

∫ σ

t

ΘM (qε,M (ρ))GM
k (

ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))

× (
τ − ρ

εa
)
∂H̃ij

∂y1
k

(
τ

ε
,
σ

ε
,
lε,M (ρ; τ)

εa
,
lε,M(ρ;σ)

εa
) Φ dρdσdτ

we get that

|E{K2
ijk}| ≤ ‖ΘM‖∞‖F‖∞E{|Φ|} 1

ε3/2

∫ u

t

dτ

∫ τ

t

dσφ̃
1
2 (
τ − σ

ε
)

×
∫ σ

t

(
τ − ρ

εa
)φ̃

1
2 (
σ − ρ

ε
)dρ

≤ C2(u− t)ε3/2−a → 0.

Then using

U(
τ

ε
,y) = Fi(

τ

ε
,y1), V (

σ

ε
,y) =

∂Fj

∂y2
k

(
σ

ε
,y2),

Z(
ρ

ε
) = (

σ − ρ

εa
)ΘM (qε,M (ρ))GM

k (
ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))Φ

and εayρ = (lε,M (ρ; τ), lε,M (ρ;σ)),

for

K3
ijk =

1

ε3/2

∫ u

t

∫ τ

t

∫ σ

t

ΘM (qε,M (ρ))GM
k (

ρ

ε
,
xε,M (ρ)

εa
,qε,M (ρ))

× (
σ − ρ

εa
)H̃ij,y2

k
(
τ

ε
,
σ

ε
,
lε,M (ρ; τ)

εa
,
lε,M(ρ;σ)

εa
) Φ dρdσdτ,

we get that

|E{K3
ijk}| ≤ ‖ΘM‖∞‖F‖∞E{|Φ|} 1

ε3/2

∫ u

t

dτ

∫ τ

t

dσφ̃
1
2 (
τ − σ

ε
)

×
∫ σ

t

(
σ − ρ

εa
)φ̃

1
2 (
σ − ρ

ε
)dρ

≤ C3(u− t)ε3/2−a → 0.

Finally, all these estimates lead to the conclusion that E{I12
ij } → 0, therefore

(70) E{I1
ij} → EM

{

∫ u

t

bM,1
ij (X(σ))

∂f

∂qi
(X(σ)) Φ dσ

}

as ε goes to zero. Furthermore, proceeding in a similar way one gets that

E{I2
ij} → EM

{

∫ u

t

aM
ij (X(σ))

∂2f

∂qi∂qj
(X(σ)) Φ dσ

}

E{I3
ik} → EM

{

∫ u

t

bM,2
ik (X(σ))

∂f

∂qi
(X(σ)) Φ dσ

}
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as ε goes to zero, where

bM,1
ij (X) = ϕM (X)

∂ϕM

∂Xj
(X) ×

{

aij(X̃), if a = 1

aij(0), if 0 < a < 1

bM,2
ik (X) = ϕ2

M (X) ×
{

∂aik

∂Xk
(X̃), if a = 1

∂aik

∂Xk
(0), if 0 < a < 1

aM
ij (X) = ϕ2

M (X) ×
{

aij(X̃), if a = 1

aij(0), if 0 < a < 1.

Note that

l
∑

i,j=1

aM
ij (X)

∂2f(X)

∂Xi∂Xj
+

l
∑

i=1

bMi (X)
∂f(X)

∂Xi
= LMf(X)

where LM is defined by (67) and bMi (X) =
∑l

j=1 b
M,1
ij (X) +

∑m
k=1 b

M,2
ik (X). So,

finally by adding all contributions we get that

I = EM
{

∫ u

t

dsLMf(X(s))Φ(X(s1), · · · , X(sn))
}

which together with (69) implies the desired result (68).

A.2.4. Removal of cutoff and weak convergence. In this final step we remove the
cutoff in M and prove the weak convergence of the measures Rε. The argument is
the same as in [25, step (vi), pp. 118–120], so we just highlight the main points.

Since qε,M (s) is continuous the measure Rε,M is actually supported in Cl, fur-
thermore the uniform bounds in M of aM

ij and bMi imply that RM is concentrated

in Cl and that the family of measures {RM}M≥|q0| is tight in Cl. Next, if Mk is a

sequence for which RMk converges weakly in Cl to some measure R∗, as the coef-
ficients of LM converge boundedly, and uniformly on compact sets to those of L,
and the RM martingale property (68) is valid, we get that

f(X(t)) −
∫ t

0

Lf(X(s))ds

is a (R∗,M∗t
0) martingale, where M∗v

u is the trace of Mv
u on Cl. By the hypothesis

there is only one measure with this property, then R∗ = Rq0 .
Next, let S0 be a closed subset of C([0, T ]; Rl) and S = {X ∈ Cl : X |[0,T ] ∈ S0},

we can carry out the same calculations presented in [25, pp.119-120] to show that
lim supε↓0R

ε{S} ≤ Rq0{S}.
As in [25], this implies that for each bounded continuous functional Ψ on C l such

that Ψ(X) depends on X(·) restricted to [0, T ] one has that

lim
ε→0

∫

Ψ(X)Rε{dX} =

∫

Ψ(X)Rq0{dX}.

And by appealing to the same argument presented there, we finally have that Rε

weakly converges to Rq0 in Cl.
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A.3. Two-particle problem . For any 0 < ε ≤ 1 define the stochastic process
(xε

1(s),q
ε
1(s),x

ε
2(s),q

ε
2(s)) with values in R

m × R
l × R

m × R
l, for s ≥ 0, as the

solution of the system of ODEs

(71)



























































dxε
1

ds
= q̃ε

1

dqε
1

ds
=

1√
ε
F (
s

ε
,
xε

1

εa
)

dxε
2

ds
= q̃ε

2

dqε
2

ds
=

1√
ε
F (
s

ε
,
xε

2

εa
)

(xε
1(0),qε

1(0),xε
2(0),qε

2(0)) = (x10,q10,x20,q20)

where (x10,q10,x20,q20) is non-random.

Theorem A.2. Suppose that conditions C.1–C.5 (page 22) are fulfilled. Assume
additionally that m ≥ 2 and q̃10 6= q̃20. Then the stochastic process (xε

1(s),q
ε
1(s),x

ε
2(s),q

ε
2(s))

converges weakly in Cm+l×Cm+l as ε→ 0, to the process (x1(s),q1(s),x2(s),q2(s))
such that

xα(s) = xα0 +

∫ s

0

q̃α(s′)ds′, α = 1, 2

and qα(s), α = 1, 2 are two independent l-dimensional diffusions starting from qα0,
α = 1, 2, respectively. Furthermore, the generators La

qα
, α = 1, 2, corresponding to

these diffusion processes are defined by (55).

The proof of the above theorem follows the same lines as in the previous section,
the main different being the fact that we need to keep the trajectories separated,
in order to eliminate the mixed derivatives. This difficulty is overcome in the same
way as in Theorem 4.4 from [2, page 100].

We shall establish that the probability measure Rε
2 induced by the process

(qε
1(·),qε

2(·)) on C2l weakly converges to the measure R2 = Rq10 ⊗ Rq20 , where
Rqα0 is the probability measure on Cl associated with the diffusion starting from
qα0 with generator La

qα
.

We further consider the case where x10 = x20 = 0, remarking that in case this
condition is not satisfied we can proceed in a similar way.

A.3.1. Truncated process and tightness. For the two-particles problem the trun-
cated process is constructed in order to keep the trajectories bounded and sepa-
rated.

Let M > |qj0|, j = 1, 2 and consider a cutoff function ϕM : R
l → [0, 1], ϕM ∈

C∞(Rl) such that

(72) ϕM (q) =

{

0, |q| ≥ 2M

1, |q| ≤M.

Let N > 0 and define Q̃N := {(q̃′
1, q̃

′
2) ∈ R

2m : |q̃′
j − q̃j0| ≤ 2

N+1 , j = 1, 2}.
Choose N such that γN := inf{|q̃′

1 − q̃′
2| : (q̃′

1, q̃
′
2) ∈ Q̃N} > 0. We then have that

the cones in R
m+1 with vertex in the origin and basis Bα = {(q, 1) : |q − qα0| ≤

1
N+1}, α = 1, 2 are separated and consequently λN > 0, where

λN := inf{|q′
1 − %q′

2| ∧ |q′
2 − %q′

1| : q′
α = (q̃′

α, 1), α = 1, 2, (q̃′
1, q̃

′
2) ∈ Q̃N}.
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Let p1 := 2q+2pM , t(p) = 1/p and t
(p1)
k = k/p1, k = 1, 2, . . . . We introduce the

smooth function ψN : R
m → [0, 1], with uniformly in N bounded gradient and such

that

(73) ψN (q̃) =

{

0, if |q̃| ≥ 2
N+1

1, if |q̃| ≤ 1
N+1

and the cutoff functions Ψα : [0,∞) × R
m → [0, 1], α = 1, 2:

(74) Ψα(t, q̃) =

{

1, if t ≥ t(p)

ψN (q̃ − q̃α0), if 0 ≤ t < t(p).

Further, we consider the functions ξk : R
m × Dm → [0, 1] smooth when the path

X̃(·) ∈ Dm is fixed and such that

(75) ξk(y; X̃(·)) =







1, if |y −
∫ t

(p1)

k

0 X̃(s)ds| ≥ 2
q

0, if |y −
∫ t

(p1)

k

0
X̃(s)ds| ≤ 1

q

and introduce the cutoff function Ξ : [0,∞) × R
m ×Dm → [0, 1]:

(76) Ξ(t,y; X̃(·)) =

{

1, if 0 ≤ t < t(p)

ξk(y; X̃(·)), if t
(p1)
k ≤ t < t

(p1)
k+1 where t

(p1)
k ≥ t(p).

We finally sum up the effect of all these cutoff functions by defining Θα : [0,∞) ×
R

m × R
l ×Dm → [0, 1], α = 1, 2:

(77) Θα(t,y,q; X̃(·)) = ϕM (q)Ψα(t, q̃)Ξ(t,y; X̃(·)).
Set

Gε,M,N,p,q
α (t,y,q; X̃(·)) = Θα(εt, εy,q; X̃(·))F (t,y)

and define the truncated system of ODEs:

(78)















































dx̄ε
1

ds
= ˜̄qε

1

dq̄ε
1

ds
=

1√
ε
Gε,M̃

1 (
s

ε
,
x̄ε

1

εa
, q̄ε

1)

dx̄ε
2

ds
= ˜̄qε

2

dq̄ε
2

ds
=

1√
ε
Gε,M̃

2 (
s

ε
,
x̄ε

2

εa
, q̄ε

2)

with initial conditions (x10,q10,x20,q20), where

Gε,M̃
1 (t, ȳ,q) = Gε,M,N,p,q

1 (t,y,q; ˜̄qε
2(·)),

Gε,M̃
2 (t, ȳ,q) = Gε,M,N,p,q

2 (t,y,q; ˜̄qε
1(·)),

Note the simplifying notation M̃ = (M,N, p, q).
We remark that the main differences between the cutoff function defined in

Section A.2 and the function Θα defined above are that the latter depends on
time t, both variables y, q and also, parametrically, on a path from Dm; while
the former only depends on q. Furthermore, we notice that when 0 ≤ t < t(p) or

t
(p1)
k ≤ t < t

(p1)
k+1 and the path remain fixed Θα is independent of t and smooth on

the other arguments.
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For each fixed M̃ = (M,N, p, q), the tightness of the family of measures Rε,M̃
2 ,

0 < ε ≤ 1, induced by the truncated process (q̄ε
1(s), q̄

ε
2(s)) in D2l = D([0,∞); R2l)

follows after minor changes of the computations performed in Section A.2, since we

only need to establish inequality (66) for 0 ≤ t < u ≤ t(p) or t
(p1)
k ≤ t < u ≤ t

(p1)
k+1

with t(p) ≤ t
(p1)
k .

A.3.2. Limit identification. As in the case of one particle, our next step consists in

the identification of the limit points of the family of measures Rε,M,N,p,q
2 , as ε→ 0.

We represent by X(t) = (X1(t), X2(t)) the t-coordinate function in D2l and let

Yα(t) =

∫ t

0

X̃α(s)ds, α = 1, 2.

For any f ∈ C∞
0 (R2l) define the operator

(79) (LM̃f)(q1,q2; X̃(·)) =
∑

α=1,2

{1

2

l
∑

i,j=1

AM̃
αij(s,qα; X̃(·)) ∂2f

∂qα
i ∂q

α
j

+

l
∑

i=1

bM̃αi(s,qα; X̃(·)) ∂f
∂qα

j

}

with the coefficients defined as follows

AM̃
αij(s,q; X̃(·)) = Λ2

α(s,q; X̃(·)) ×
{

Aij(q̃), if a = 1

Aij(0), if 0 < a < 1,

bM̃αi(s,q; X̃(·)) = Λα(s,q; X̃(·))

×
l

∑

j=1

{

∂
∂qj

(

Λα(s,q; X̃(·))aij(q̃)
)

, if a = 1
∂

∂qj
Λα(s,q; X̃(·))aij(0) + Λα(s,q; X̃(·))∂aij

∂qj
(0), if 0 < a < 1

where

Λα(s,q; X̃(·))Θα(s,q, Yα(s); X̃α̂(·)) and α̂ =

{

1, if α = 2

2, if α = 1.

We next establish a martingale property for any limit measure RM̃
2 . We prove

that for any integer n > 0, bounded continuous function Φ : (R2l)n → R and
s1 ≤ · · · ≤ sn ≤ t < u

(80) EM̃
2 {(f(X(u)) − f(X(t)))Φ(X(s1), · · · , X(sn))} =

EM̃
2 {

∫ u

t

(LM̃f)(X(s); X̃(·))Φ(X(s1), · · · , X(sn))}

where EM̃
2 {·} represents expectation with respect to RM̃

2 . As has been remarked in

[26] it is sufficient to consider the case where 0 ≤ t < u ≤ t(p) or t
(p1)
k ≤ t < u ≤ t

(p1)
k+1

with t
(p1)
k ≥ t(p).

The calculations for obtaining the martingale property are very similar to those
performed in Section A.2, therefore we will not present the details.
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We proceed to determine the limit

I = EM̃
2 {(f(X(u)) − f(X(t)))Φ(X(s1), · · · , X(sn))}

= lim
n→∞

E{(f(q̄εn(u)) − f(q̄εn(t)))Φ(q̄εn (s1), · · · , q̄εn(sn))},(81)

where the sequence {εn} is such that Rε,M̃
2 weakly converges to RM̃

2 and εn → 0, as
n→ +∞. To simplify notations, we drop the index n and let ε go to zero through
the sequence {εn}.

We have that δf(q̄ε)(u, t) = f(q̄ε(u)) − f(q̄ε(t)) can be re-written as

δf(q̄ε)(u, t) =
1√
ε

l
∑

i=1
α=1,2

∫ u

t

∂f

∂qα
i

(q̄ε(τ))Gε
αi(

τ

ε
,
x̄ε

α(τ)

εa
, q̄ε

α(τ))dτ

=
1√
ε

l
∑

i=1
α=1,2

∫ u

t

{ ∂f

∂qα
i

(q̄ε(t))Gε
αi(

τ

ε
,
l̄εα(t; τ)

εa
, q̄ε

α(t))

+

∫ τ

t

d

dσ

[ ∂f

∂qα
i

(q̄ε(σ))Gε
αi(

τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ))
]

dσ
}

dτ

=
l

∑

i=1
α=1,2

∫ u

t

{

1√
ε

∂f

∂qα
i

(q̄ε(t))Gε
αi(

τ

ε
,
l̄εα(t; τ)

εa
, q̄ε

α(t))

+
1

ε

∫ τ

t

[

l
∑

j=1

( ∂f

∂qα
i

(q̄ε(σ))
∂Gε

αi

∂qj
(
τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ))

×Gε
αj(

σ

ε
,
x̄ε

α(σ)

εa
, q̄ε

α(σ)) +
∑

β=1,2

∂2f

∂qα
i ∂q

β
j

(q̄ε(σ))

×Gε
αi(

τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ))Gε
βj(

σ

ε
,
x̄ε

β(σ)

εa
, q̄ε

β(σ))
)

+
τ − σ

εa

m
∑

k=1

∂f

∂qα
i

(q̄ε
α(σ))

∂Gε
αi

∂yk
(
τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ))

×Gε
αk(

σ

ε
,
x̄ε

α(σ)

εa
, q̄ε

α(σ))
]

dσ

}

dτ.

By multiplying with Φ, we get the decomposition

δf(q̄ε)(u, t)Φ =

l
∑

i=1
α=1,2

[I0
αi +

l
∑

j=1

(I1
αij +

∑

β=1,2

I2
αβij) +

m
∑

k=1

I3
αik ],

where

I0
αi =

1√
ε

∫ u

t

∂f

∂qα
i

(q̄ε(t))Gε
αi(

τ

ε
,
l̄εα(t; τ)

εa
, q̄ε

α(t); q̄α̂(·))Φdτ,

I1
αij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qα
i

(q̄ε(σ))
∂Gε

αi

∂qj
(
τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ); q̄α̂(·)))

×Gε
αj(

σ

ε
,
x̄ε

α(σ)

εa
, q̄ε

α(σ); q̄α̂(·)) Φdσdτ,
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I2
αβij =

1

ε

∫ u

t

∫ τ

t

∂2f

∂qα
i ∂q

β
j

(q̄ε(σ))Gε
αi(

τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ); q̄α̂(·)))

×Gε
βj(

σ

ε
,
x̄ε

β(σ)

εa
, q̄ε

β(σ); q̄β̂(·)) Φdσdτ,

I3
αik =

1

ε1+a

∫ u

t

∫ τ

t

(τ − σ)
∂f

∂qα
i

(q̄ε(σ))
∂Gε

αi

∂yk
(
τ

ε
,
l̄εα(σ; τ)

εa
, q̄ε

α(σ); q̄α̂(·))

×Gε
αk(

σ

ε
,
x̄ε

α(σ)

εa
, q̄ε

α(σ); q̄α̂(·)) Φdσdτ.

By applying mixing Lemma A.1, similarly as in Section A.2, we get

|I0
αi| ≤ ‖∇f |∞‖F‖∞‖Φ‖∞

1√
ε

∫ u

t

φ̃(
τ − t

ε
)dτ = C1

√
ε→ 0.

Next, we compute limε→0E{I1
αij}. By introducing the functions

Hij(τ/ε, σ/ε,y1,y2) = Fi(τ/ε,y1)Fj(σ/ε,y2),

H̄ij = E{Hij} and H̃ij = Hij − H̄ij ,

we arrive to the decomposition I1
αij = I11

αij + I12
αij where

I11
αij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qα
i

(q̄ε(σ))Θα(σ, x̄ε
α(σ), q̄ε

α(σ); q̄ε
α̂(·))

× ∂Θα

∂qj
(τ, l̄εα(σ; τ), q̄ε

α(σ); q̄ε
α̂(·))H̄ij (

τ

ε
,
σ

ε
,
l̄εα(σ; τ)

εa
,
x̄ε

α(σ)

εa
)Φdσdτ

I12
αij =

1

ε

∫ u

t

∫ τ

t

∂f

∂qα
i

(q̄ε(σ))Θα(σ, x̄ε
α(σ), q̄ε

α(σ); q̄ε
α̂(·))

× ∂Θα

∂qj
(τ, l̄εα(σ; τ), q̄ε

α(σ); q̄ε
α̂(·))H̃ij (

τ

ε
,
σ

ε
,
l̄εα(σ; τ)

εa
,
x̄ε

α(σ)

εa
)Φdσdτ

Moreover, since |̄lεα(σ; τ) − x̄ε
α(σ)| = (τ − σ)|˜̄qε

α(σ)| ≤ 2M(τ − σ) we get that

|δI11
αij | =

∣

∣I11
αij −

1

ε

∫ u

t

∫ τ

t

∂f

∂qα
i

(q̄ε(σ))Θα(σ, x̄ε
α(σ), q̄ε

α(σ); q̄ε
α̂(·))

× ∂Θα

∂qj
(τ, x̄ε

α(σ), q̄ε
α(σ); q̄ε

α̂(·))H̄ij (
τ

ε
,
σ

ε
,
l̄εα(σ; τ)

εa
,
x̄ε

α(σ)

εa
)Φdσdτ

∣

∣

≤ C2

ε

∫ u

t

∫ τ

t

(τ − σ)|Rij (
τ − σ

ε
,
τ − σ

εa
˜̄qε

α(σ))|dσdτ

≤ C2ε

∫ u

t

∫
u−σ

ε

0

s|Rij(s, sε
1−a ˜̄qε

α(σ))|dsdσ → 0.

Therefore,

I11
αij =

∫ u

t

∂f

∂qα
i

(q̄ε(σ))Θα(σ, x̄ε
α(σ), q̄ε

α(σ); q̄ε
α̂(·))∂Θα

∂qj
(σ, x̄ε

α(σ), q̄ε
α(σ); q̄ε

α̂(·))

×
(

∫
u−σ

ε

0

Rij(s, sε
1−a ˜̄qε

α(σ))ds
)

Φdσ +O(ε)

uniformly in Ω, and consequently we get that

E{I11
αij} → EM̃

2 {
∫ u

t

bM̃,1
αij (σ,Xα(σ); X̃(·)) ∂f

∂qα
i

(X(σ)) Φdσ}
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where

bM̃,1
αij (σ,q; X̃(·)) = Θα(σ,q, Yα(σ); X̃α̂(·))∂Θα

∂qj
(σ,q, Yα(σ); X̃α̂(·))

×
{

∫ ∞
0 Rij(s, sq̃)ds, if a = 1

∫ ∞
0
Rij(s,0)ds, if 0 < a < 1.

Proceeding in a similar way as in Section A.2 we can prove that E{I12
αij} → 0 and

finally, get that

E{I1
αij} → EM̃

2

{

∫ u

t

bM̃,1
αij (σ,Xα(σ); X̃(·)) ∂f

∂qα
i

(X(σ)) Φ dσ
}

.

Furthermore, a straightforward modification of the corresponding calculations of
Section A.2 allows us to show that

E{I2
ααij} → EM̃

2

{

∫ u

t

aM̃
αij(σ,Xα(σ); X̃(·)) ∂f

∂qα
i ∂q

α
j

(X(σ)) Φ dσ
}

E{I3
αik} → EM̃

2

{

∫ u

t

bM̃,2
αik (σ,Xα(σ); X̃(·)) ∂f

∂qα
i

(X(σ)) Φ dσ
}

as ε goes to zero, where

aM̃
αij(σ,Xα(σ); X̃(·)) = Θ2

α(σ,q, Yα(σ); X̃α̂(·)) ×
{

∫ ∞
0
Rij(s, sq̃)ds, if a = 1,

∫ ∞
0 Rij(s,0)ds, if 0 < a < 1,

bM̃,2
αik (σ,q; X̃(·)) = Θ2

α(σ,q, Yα(σ); X̃α̂(·)) ×
{

∫ ∞
0 s∂Rik

∂yk
(s, sq̃)ds, if a = 1,

∫ ∞
0
s∂Rik

∂yk
(s,0)ds, if 0 < a < 1.

Next, we obtain that for α 6= β, E{I2
αβij} → 0. It is enough to prove that in this

case E{I21
αβij} → 0 where

(82) I21
αβij =

1

ε

∫ u

t

∫ τ

t

∂2f

∂qα
i ∂q

β
j

(q̄ε(σ))Θα(τ, l̄εα(σ; τ), q̄ε
α(σ); q̄ε

α̂(·))

× Θβ(σ, x̄ε
β(σ), q̄ε

β(σ); q̄ε
β̂
(·))H̄ij (

τ

ε
,
σ

ε
,
l̄εα(σ; τ)

εa
,
x̄ε

β(σ)

εa
)Φdσdτ.

First consider that 0 ≤ σ ≤ τ < t(p). Since for 0 ≤ s < t(p) we have that

|˜̄qε
γ(s) − ˜̄qγ0| ≤ 2

N+1 , γ = 1, 2, it follows that (
l̄εα(σ;τ)

τ ,
x̄ε

β(σ)

σ ) ∈ Q̃N and then
√

(τ − σ)2 + |̄lεα(σ; τ) − x̄ε
β(σ)|2 ≥ λNτ . Consequently, we have the estimate

√

(
τ − σ

ε
)2 +

∣

∣

l̄εα(σ; τ) − x̄ε
β(σ)

εa
∣

∣

2 ≥ λNτ

εa
.

Finally, by considering the condition (53) we get

|E{I21
αβij}| ≤

C2

ε

∫ u

t

∫ τ

t

e−C1
λN τ

εa dσdτ = C2
e−C1

λN t

εa

ε1−2a

∫
u−t

ε

0

se−C1λNsds→ 0.
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On the other hand, when t
(p1)
k ≤ σ ≤ τ < t

(p1)
k+1 with t

(p1)
k ≥ t(p) we have the

following estimate

(83)
∣

∣Θα(τ, l̄εα(σ; τ), q̄ε
α(σ); q̄ε

α̂(·))Θβ(σ, x̄ε
β(σ), q̄ε

β(σ); q̄ε
β̂
(·))

× H̄ij(
τ

ε
,
σ

ε
,
l̄εα(σ; τ)

εa
,
x̄ε

β(σ)

εa
)
∣

∣ ≤ C3e
−C1

q

( τ−σ
ε )2+ 1

4ε2aq2 .

Indeed, either Θα(τ, l̄εα(σ; τ), q̄ε
α(σ); q̄ε

α̂(·)) = 0, and then the estimate holds, or
ξk (̄lεα(σ; τ); q̄ε

β(·)) 6= 0. In the last case, we have that

|̄lεα(σ; τ) − x̄ε
β(t

(p1)
k )| ≥ 1

q
.

Furthermore, |q̄ε
β(s)| ≤ 2M implies that

|x̄ε
β(σ) − x̄ε

β(t
(p1)
k )| ≤ 2M(σ − t

(p1)
k ) ≤ 2M

p1

and consequently one has

|̄lεα(σ; τ) − x̄ε
β(σ)| ≥ 1

q
− 2M

p1
≥ 1

2q

and by considering condition (53) the estimate (83) follows. Furthermore, from
that estimate we obtain that

|E{I21
αβij}| ≤

C ′
3

ε

∫ u

t

∫ τ

t

e
−C1

q

( τ−σ
ε )2+ 1

4ε2aq2 dσdτ

≤ C ′
3e

−C′
1

εa

∫ u

t

dσ

∫
u−σ

ε

0

dse−C′′
1 s → 0

(84)

where C ′
1 = C1

2
√

2q
and C ′′

1 = C1√
2
.

Finally, by adding all contributions we get that

I = EM̃
2

{

∫ u

t

dsLM̃f(X(s))Φ(X(s1), · · · , X(sn))
}

where LM̃ is given by (79) which together with (81) imply the desired result (80).

A.3.3. Removal of cutoff and weak convergence. In this final step, we shall remove
the cutoff and establish the weak convergence of (qε

1(·),qε
2(·)). From now on, we

consider that all measures are supported in the corresponding space of continuous
functions and that the convergence also take place in this space. This property can
be established in the same manner as we did in Section A.2.

Next, for proving weak convergence we will follow the same strategy as presented
in [2, 26]. We first define a stopping time U(·;M,N, p, q) with the property that the
dynamics of the truncated and original systems coincide up to this time. Moreover,

this property allows us to identify any limit measure RM̃
2 with R2 on the σ-algebra

corresponding to the stopping time. Finally, by choosing sufficiently large M , N
we get that U(·;M,N, p, q) converges to infinity as q → ∞ and p→ ∞; from which
the weak convergence follows by the same calculations as in [2].
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Let X(·) = (X1(·), X2(·)) ∈ C2l and Yα(t) =
∫ t

0
X̃α(s)ds. For such X(·) we define

the following stopping times

S(N, p) := lim
n→∞

Sn(N, p)

T (M) := lim
n→∞

Tn(M)

V (p, q) := lim
n→∞

Vn(p, q)

where

Sn(N, p) = inf{t : 0 ≤ t < t(p), |X̃α(t) − q̃α0| >
1

N + 1
− 1

n
for α = 1 or 2},

Tn(M) = inf{t ≥ 0 : |Xα(t)| > M − 1

n
for α = 1 or 2},

Vn(p, q) = inf{t ≥ t(p), |Y1(t) − Y2(t)| <
9

4q
+

1

n
}.

We also adopt the convention that if the corresponding set of times is empty then
the stopping time is infinite.

Let T0 > 0 and set

U(N,M, p, q) := {S(N, p) ∧ T (M) ∧ V (p, q)}

and

B(N,M, p, q) := {S(N, p) ∧ V (p, q) ≤ T (M) ∧ T0},
note that B ∈ MU

0 (the σ-algebra generated by the stopping time U). Moreover,
we have that

T0 < U((q̄ε
1(·), q̄ε

2(·));N,M, p, q)

implies that (q̄ε
1(s), q̄

ε
2(s)) = (qε

1(s),q
ε
2(s)) for s ∈ [0, T0].

The following results will be useful for establishing the weak convergence. We
begin with two simple lemmas:

Lemma A.3. We have that limM→∞ T (M) = +∞, a.s. R2.

Lemma A.4. We have that limp→∞ S(N, p) = +∞, ∀N a.s. R2.

These lemmas are direct consequences of the continuity of the paths of the lim-
iting diffusion process.

The next lemma shows that S(N, p) ∧ V (p, q) becomes infinity as q → +∞, p→
+∞ (in this order).

Lemma A.5. For N sufficiently large and T1, η > 0 arbitrary, one can find p0

such that R2{S(·;N, p) ∧ V (·; p, q) ≤ T1} ≤ η for any p ≥ p0 and q ≥ q0(p).

Proof. Thanks to Lemma A.4, we can take p0 such that R2{S(·;N, p) 6= +∞} ≤ η
3

for any p ≥ p0. Moreover, because of the continuity of the paths we also can take
M1 = M1(T1, η) such that R2{sup0≤t≤T1

|Xα(t)| > M1, for α = 1 or 2} ≤ η
3 .

Now consider the event

B1 = {S(·;N, p) = +∞ and sup
0≤t≤T1

|Xα(t)| ≤M1, α = 1, 2}.

We will establish that for any fixed p ≥ p0,

(85) lim
q→∞

R2{V (·; p, q) ≤ T1;B1} = 0,

and from this relation the lemma immediatly follows. �
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The proof of equation (85) is a consequence of the following result. Define the

diffusion process Γ(·) = (Z(·), X(·)) ∈ R
m+2l where Z(t) =

∫ t

0

(

X̃1(s) − X̃2(s)
)

ds
and X(·) is a diffusion associated with R. The process Γ(·) has the infinitesimal

generator LΓ = LX1 + LX2 + (X̃1 − X̃2) · ∇Z .

Lemma A.6. If condition C.5 is valid (i.e. the coefficients Aij , bi ∈ C∞(Rm), the

sub-matrix C̃(q̃) is non-singular) and m ≥ 2, then the process Γ(·) is a hypoelliptic
diffusion.

Proof. We need to establish that the differential operator −∂t +L∗
Γ is hypoelliptic.

The proof of this fact follows the same line of the corresponding result in [26, pp.
59–60]. �

Now we are ready to prove equation (85). The hypoellipticity implies the follow-
ing estimate for the probability distribution of Γ(·). For every 0 < t0 ≤ T , λ > 0
there exists K = K(t0, T, λ) <∞ such that

(86) P{|Z(s+ t) − Z0| ≤ % |X(s) = X0, Z(s) = Z1} ≤ K%m,

where % ≤ 1, 0 ≤ s ≤ T , t0 ≤ t ≤ T and |X0|, |Z0|, |Z1| ≤ λ. Therefore we have
that

R2{V (·; p, q) ≤ T1;B1} ≤ R2{ inf
t(p)≤t≤T1

|Z(t)| ≤ 9

4q
;B1}

≤ R2{ inf
t(p)≤jδ≤T1

|Z(jδ)| ≤ 9

2q
;B1}

≤ (
T1 + 1

δ
)K ′ 1

qm
= K ′′ 1

qm−1

where δ = 9
8M1q and K ′′ is a constant that depends on T1,M1 and p. Thus

R2{V (·; p, q) ≤ T1;B1} → 0 as q → ∞ when m ≥ 2. This concludes the proof
of equation (85) and the Lemma A.5.

A straightforward and useful consequence of the lemmas above is given by the
next corollary.

Corollary A.7. For any η > 0, there exist sufficiently large M,N, p and q such
that

R2{B(·;M,N, p, q)} ≤ η.

Now with the aid of the lemmas above we can establish as in [2] that for any

T0 > 0 and a continuous and bounded functional H on C2l that is MT0
0 -measurable,

we have that

lim sup
ε→0

E{H(qε
1(·),qε

2(·))} ≤
∫

H(X)R2{dX}.

The proof of this fact is just a repetition of the calculations in [2, pp. 126–127].
Finally, as in the cited reference, using the same argument presented in [25] (see
Section A.2) the proof of the weak convergence of Rε

2 to R2 = Rq10 ⊗ Rq20 is
completed.
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