TIME REVERSAL REFOCUSING FOR POINT SOURCE IN
RANDOMLY LAYERED MEDIA*
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Abstract. This paper demonstrates the interest of a time-reversal method for the identification
of source in a randomly layered medium. An active source located inside the medium emits a pulse
that is recorded on a small time-reversal mirror. The wave is sent back into the medium, either
numerically in a computer with the knowledge of the medium, or physically into the real medium.
Our goal is to give a precise description of the refocusing of the pulse. We identify and analyze a
regime where the pulse refocuses on a ring at the depth of the source and at a critical time. Our
objective is to find the location of the source and we show that the time-reveresal refocusing contains
information which can be used to this effect and which cannot be obtained by a direct arrival-time
analysis. The time reversal technique gives a robust procedure to locate and characterize the source
also in the case with ambient noise created by other sources located at the surface.
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1. Introduction. In the regime of separation of scales a framework for analysis
of acoustic waves propagating in randomly layered media has been set forth in [1].
The scale regime we consider corresponds to wavelengths that are large relative to
the correlation length of the medium, but short relative to the depth of the source,
moreover, we allow the random medium to have strong fluctuations. Here, we first
generalize this framework to the case with a source inside of the medium. We then
use this approach to implement time reversal and analyze the refocusing properties
of the wave field. Time-reversal refocusing for waves propagating in inhomogeneous
media has been recently observed and studied experimentally in various contexts, e.g.
ultrasound, underwater acoustics, see for instance the review [11]. Important potential
applications have been proposed in various fields, for instance imaging [19, 12] and
communication [10]. A time-reversal mirror is, roughly speaking, a device which is
capable of receiving a signal in time, keeping it in memory and sending it back into
the medium in the reversed direction of time. The main effect is the refocusing of the
scattered signal after time-reversal in a random medium. Surprisingly, the refocused
pulse shape only depends on the statistical properties of the random medium, and not
on the particular realization of the medium. The full mathematical understanding,
meaning both modeling of the physical problem and derivation of the time-reversal
effect, is a complex problem. The study of the one-dimensional case is now well
understood [9, 21, 13] as well as the three-dimensional waves in the parabolic or
paraxial regime [2, 4, 17].

Our analysis shows how time reversal techniques can be useful for source esti-
mation in the context of randomly layered media. We consider linear acoustic waves
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Fic. 1.1. Emission from a point source.

propagating in three spatial dimensions:
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1.1 — =F
(1.1) pap +Vp

1 dp
1.2 — u=
(1.2) K8t+vu 0

where p is the pressure, u is the velocity, p is the density of the medium and K
the bulk modulus. The forcing term F is due to the source. In order to simplify the
analysis we consider the case with a constant density and a randomly fluctuating bulk
modulus which is z-dependent only in the slab (0, L). Note that we choose L so large
that the termination of the slab does not affect the wave field at the surface z = 0
over the time period that we consider.

(1.3) P = Po
1 z
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K — if z>0and 2z < —L
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where v is a zero-mean mixing process and ¢ is a small dimensionless parameter that
characterizes the ratio between the correlation length of the medium and the typical
depth of the source. The average velocity is given by co = y/Ko/po. A point source
located at (x5, 2s), zs < 0, generates a forcing term F at time ¢5 given by:

3
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Note that the time duration of the source is short and scaled by ¢ which is large
compared to the correlation length of the medium which is O(¢?). In our time reversal
setup we locate a time reversal mirror of spatial size O(e) at the origin. Our setup is
illustrated by the cartoon given in Figure 1.1.

In Section 2 we derive an integral representation for the time reversed wave field.
The integral representation is obtained by taking a Fourier transform in the time and
lateral space coordinates. This reduces the problem to a family of one dimensional
problems that can be analyzed by decomposing the wave field into right and left going
waves. In Section 3 we consider the particular case where the source is at the surface
(zs = 0). We carry out a careful stationary phase analysis combined with classic
diffusion approximation results in the limit of small . This gives a limit with explicit
formulas for the time reversed wave field which reveal a refocusing of the pulse at a
critical time at the surface z = 0 and on a circle centered at the time reversal mirror
and passing through the source. If the time reversal mirror only has point support
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the refocusing is uniform on the circle, while a small spatial extent mirror enables
estimation of the angle to the source. In Section 4 we consider the important case
with an internal source, also in this case we are able to carry out the asymptotic
analysis that characterizes the limiting time reversed wave field. Even though the
formulas are not explicit in this case we can still deduce the refocusing of the wave
field and that it happens at a critical time, at the depth of the source and on a circle
as in the previous case. In Section 5 we discuss a possible application to the problem
of the source location and identification. In Section 6 we present a set of numerical
experiments which illustrate the results obtained in this paper.

2. The Time Reversed Wave Field.

2.1. Emission from a point source. In the scaling that we consider the typ-
ical wavelength of the source is small O(e) and we use the following specific Fourier
transform and its inverse with respect to time and the transverse direction:

p(w, K, 2) Z//p(t,x, z)et s t=RX) grdx

1 L
p(t,x,2) = W//ﬁ(w,fe,z)eza(t”'x)w2dwd&

where x = (z,y) stands for the transverse spatial variables. Taking the scaled Fourier
transform gives that @ = (v,4) and p satisfy the system:

(21) —po%{r + 'L%K;ﬁ = Efx(w)ei%(ts—n.xS)é(z — Zs)
iw . O0p s P9t —rx
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1w w o1

2.3 - MYk + D=0
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where f is the ordinary unscaled Fourier transform of the pulse profile

flw)= /f(t)emdt’ ft) = %/f(W)e‘i‘”tdw

We deduce that (a,p) satisfy the following closed system for —L < z < 2z, and
2s < 2<0

ou iw 1 |2 .
2.4 L= (- Pl ys=0
24) 62+5<K(z)+p0 P

op iw
2.5 — — —pou=0
(2.5) L
with the jumps at z = z; given by

.f‘x W
(2.6) ], = @) i x
) Po
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We introduce the right and left propagating wave modes a and b which are defined by
N _ IO(K) i< (o (k)2 —i%¢o(Kr)z

(2.8) pw, K, z) = 5 (a(w,K,, z)e's —blw,k,z)e” " )
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where k = ||, (; *(x) is the average longitudinal velocity, and Io(x) is the acoustic
impedance

V1 —c2k? £0
Co(k) = Y0 s Ip(k) = .
(k) o (r) o)
Here we only consider propagating modes and ignore evanescent modes meaning that
k| < cg'. The system for a and b can be written as

(2.10) % ( ‘; ) (W, K, 2) = Q°(w, Kk, 2) ( Z ) (w, K, 2)

where the complex 2 x 2 matrix Q¢ is given by

(2.11) Q%( ) iwGo(k) 2 1 | Rl
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o 2e 52 €<+() -1

The mode-dependent random process v, is defined by

z 1 z)
= ———v(5).
1—cir? e

—~

Using the definitions (2.8) and (2.9) of @ and b and the expressions (2.6) and (2.7) for
the jumps in 4 and p we deduce the jumps at z = z; for the modes a and b

(2.12) [a]
(2.13) b

— gelt(tamhxa—Co(r)zs) g (W, K),

_ Eeif(tsfh‘,.stng(n)zs)Sb(w, K,),

with the source contributions given by

I A 1 A
(2.14) So(w, k) = o(x) K1y (w) + fz(w)
Po Io(k)
1 “ 1 A
(2.15) Sp(w, k) = o(r) K.fx(w) — fa(w).
Po Io(x)
The system for a and b is associated with boundary conditions at z =0 and z = —L

that are shown in Figure 2.1. We assume that no energy is coming from 4oo and
—00, so that we get the radiation conditions

a(w,k,—L)=0, b(w,k,0)=0.

The quantity of interest is the wave field at the surface which is completely charac-
terized by a(w, K, 0) since b(w, k,0) = 0.

We transform this boundary value problem into an initial value problem by intro-
ducing the propagator Y (w, k, 20, 2), —L < 2o < z < 0, which is a family of complex
2 x 2 matrices solutions of

oY

0z
By using the particular form of the matrix Q¢ in (2.11) one can show that if the
column vector (a, )T is solution of equation (2.10) with the initial conditions

=Q%(w,k,2)Y, Y(w, K, 20,2 = 29) = Idce.

(216) Oé(Z(),Z = ZO) = 17 /B(ZOVZ = ZO) = 07



Time reversal refocusing for point source in randomly layered media 5

1

0=a(—L) a(zy) ' a(zy) 0=10(0)

> > > <
1
1
b(—L) b(zg) 1 b(2T) a(0)

-~ -~ —— _—

: -
) Zs 0 Z
Fic. 2.1. Boundary conditions at z = —L and z = 0 corresponding to the emission from the

point source located at depth zs.

then the column vector (3,@)7 is another solution linearly independent of the first
solution, so that the propagator matrix Y can be written as:

Vios) = (G 0 ) o)

The boundary conditions at z = —L and z = 0 then imply

(2.17) Y(vas)< b(EL) ) - < Z((j:)) >
(2.18) Y(z,0) ( poch > ( WV >

The system determined by (2.12, 2.13, 2.17, 2.18) whose unknown are b(—L) and
a(0) can be solved, and we get

a(w, K,0) = ge's ta—rexs) [e_ifco(”)zSTg(w,n,zS)Sa(w,H)
(2.19) —e 20 R (W) K, 24)Sp(w, k)
where R, and T, are the coefficients defined by

g(wa Ky 7L7 z

(2.20) Ry(w, K, z) =
! a(w, k,2,0) + B(w, K, 2,0)
1

Qx| ~—

(w, Kk, =L, z)

(2.21) Ty(w, k,2) = -
a(w, k,2,0) + B(w, K, 2, 0)§(w, k,—L,2)

Observe that these coefficients are generalized versions of those used in [1] as we ex-
plain now. The transmission and reflection coefficients T'(w, k—L, z) and R(w, k, — L, )|}
for a slab [—L, z] (see Figure 2.2) are given in terms of @ and 3 as

Ll

1
R(w,k,—L,2) = =(w,k,—L, 2), T(w,k,—L,z) = =(w,k,—L, 2).
a
We also introduce R and T defined as the reflection and transmission coefficients for
the experiment corresponding to a right-going input wave incoming from the left (see
Figure 2.3). They are given in terms of a and by

1
R(w, k,z,0) = —=(w, Kk, 2,0), T(w, &, 2,0) = =(w, K, 2,0).
o o
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FiG. 2.2. Reflection and transmission coefficients.
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Fic. 2.3. Adjoint reflection and transmission coefficients.

We can express the coefficients R, and T, in terms of the usual reflection and
transmission coefficients R and T for which the asymptotic analysis of the moments
has been carried out in [1] and will be used in subsequent sections.

f(w,n,z,O)R(w,n, —L z)
1 - R(w,k,2,0)R(w, ,2)
f(w,m,z,O)
1— ]?E(w, k,2,0)R(w, k,—L, 2)

(2.22) Ry(w, K, z) =

(2.23) Ty(w, Kk, 2) =

We denote the wave at the surface z = 0 by (us,ps). We have

V1o( w
(2.24) ps(t, x) Sk / o a(w, k,0)e” e C=RX) 2 dudk
T

1 1 Cw
_ —i% (t—K.x), 2
(2.25) us(t,x) = (27r{—:)3/ Io( )a(w, k,0)e KX)ot dwdk
I N
(2.26) vs(t, x) /1o a(w, K, 0)e EERX) 2k
27rs 2p0

These signals comprise a coherent front wave of duration O(g) corresponding to the
duration of the source, moreover, a long noisy coda part that is caused by the multiple
scattering by the layers. These coda waves are a part of, and play a crucial role in,
the time reversal procedure that we describe next.

2.2. Recording, time-reversal and reemission. The first step of the time
reversal procedure consists in recording the velocity signal at z = 0 at the mirror
M = {(x,2),x € D?,z = 0} during some time interval centered at ¢t = 0. D° C R?
is the shape of the mirror whose center is located at point 0. It turns out that as
€ — 0 the interesting asymptotic regime arises when we record the signal during a
large time interval whose duration is of order 1 and is denoted by ¢; with t; > 0. We
consider here the practical situation where the mirror is not very large, but of a size
of the order of a few wavelengths (i.e. of order ¢).
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Fic. 2.4. Emission from the mirror.

In the second step of the time reversal procedure a piece of the recorded signal
is clipped using a cut-off function s — G1(s) where the support of G is included in
[—t1/2,t1/2]. We denote the recorded part of the wave by u,.. so that

x
Uree(t, x) = us(t,x)G1 (t)GQ(g),
where G5 is the spatial cut-off function introduced by the mirror of typical size € with
G2(x) = 1p(x)

and D is the shape of the mirror. We then time reverse this piece of signal and send it
back into the same medium as illustrated in Figure 2.4. This means that we address
a new problem defined by the acoustic equations (1.1-1.2) with the source term

f‘TR(t7X, 2) = poCoUrec(—t,%)0(2)

where TR stands for “Time Reversal” and the factor pgcy has been added to restore
the physical dimension of the expression. Note that by linearity of the problem this
factor plays no role in the analysis. In terms of right and left-going wave modes,
the system consists of the linear system (2.10) for —L < z < 0, with the boundary
conditions,

brr(w,k,07) =0, arr(w,k,—L)=0

see Figure 2.5, and the jump condition

VR 1
% H-FTR,X (w, K,) ]0(,{) FTR,Z(LU, K,)

[bTR]o =

where

VIolr — w—uw -
Frpx(w, k) pOCO / o n a(w', Kk’ O)Gl(w d )G (wk + W'k w?dw' dk’
5

= w—-w

a(w', k', 0)G4( )ég(wn—i—w'n')w’Zdw’dnl.

FTRZ(LU Fi

POCO /
Vo(x

The quantity a(w, ,0) is given by (2.19), and the Fourier transformed window func-
tions are defined by

01(W) = /Gl(t)ei‘*’tdt, GQ(k) = /Gz(x)efik'xdx_
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Fic. 2.5. Boundary conditions at z = —L and z = 0 corresponding to the emission from the

marror located at z = 0.

This configuration can then be reduced to the system (2 10) for —L < z < 0. From
brr(07) = —[brr|o and the expressions for Fr Rr,x and Fr R,z given above we deduce
the boundary condition at z = 0

Hy( w—w
brr(w,k,0” e / o(, &) a(w', Kk’ O)Gl(w d )G (wk + W'k w?dw' dk’
)3 5
where
1 Io(K’
Hy(k,Kk') = fo% _ Pt O(;) olx )K,.n’.
Io(k)1o(K) Po

The boundary at z = —L is simply
arr(w,k,—L) = 0.

The Fourier transformed pressure and velocity are now given by (2.8) and (2.9) where
a and b are replaced by arr and brpg.

2.3. The time reversed wave field. The new incoming signal propagates into
the same medium and produces the time reversed wave field. Here we derive an
exact integral representation for this wave field which will be exploited to analyze the
refocusing properties of the time reversed field in the following sections. Using once
again the propagator we get that the wave for —L < z <0 is given by

1 1 ‘w
= i Go(r)2
urr(t,x, 2) A / NI brr(w, k,0) {Rg(w,ﬁ,z)e

+Ty(w, , z)e‘ifg’(”)z} et =r%) 2 dudk
and similar expressions hold for prg(t,x,z) and vrg(t,x,z). Substituting the ex-

pression of brr(w, k,07) into this equation yields the following representation of the
longitudinal velocity

1 Ho(k,K' )7 w—w' 4 ;L
urr(t,x, z) = (27r)653/ WInG Ga( . )Ga(wk + w'K')

z( —(wtstwt)+ (W' K xs+wk.x)
€

4
Z P; w2w?dwdrdw'dk’
j=1

(2.27) xe

where we define the P;’s by

l( 7&1,(0(&/)25«#4‘1(0(&);) .
€

P =—e Ry(W' K, 25) Ry(w, K, 2)Sp(w', K')
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(W (R)zsFwlo (k)2

P, = ez( c >Tg(w',n',zS)Rg(w,n,z)Sa(w/,H/)
i(w/Co('@/)zS*uJCo(ﬁ)z)_ ; ——
Pys=e c Ty(w', K, 26)Tg(w, k, 2)Se (W', K)

z( 7w/C0(~/)237w<o(~)2)_ ; —
Py=—e¢ c Ry(w' K, 25)Ty(w, K, 2)Sp(w', &').

Motivated by the presence of the term él(“’;‘”’) we perform the change of variables
W' =we+¢eh/2, w = w. —eh/2. Due to the fact that the generalized transmission
and reflection coefficients only depend on the moduli of the slowness vectors, we use
polar coordinates (p,6) and (p/,0") for k = peg and k' = p'egr. We also represent
the observation point x and the source position xs by rpep, and rseg_, respectively,
where we denote by e the unit column vector (cos(f),sin(9))?. Finally we get:

_ _ Hy( ,U/eGaM 99')
urg(t,x =roeq,, 2) = 62

= ~ eh ch
XGl(fh)GQ <(wc — ?)/Lee + (wc + 7)#’69/)

> ei% (7(t5+t)+,u'r5 cos(0s—0")+pure cos(9700))ei% (7t5+t+;/r5 cos(0s—0")—puro cos(0700))
e2p2\ 2
(2.28) Z P | <w - > dwedhdpdy dode’
with

P = — = (=G0)ze+Co()2) i (= (1) 25 =Co(1)2)

_ ch ch — eh
XRQ(WC + 77 Mlv ZS>R9(WC - ?a H, Z)Sb(wc + ?a ‘LL/69/>
Py = ei%(Co(#')ZerCo(#)Z)ei%(CO(#')Zs*CO(#)Z)
_ ch ch — eh
xTy(we + ?7/1/7 zs) Rg(we — DR 2)Sa(we + ?vﬂleG’)

Py = e (Cou')zs—Co(p)2) ei% (¢o(p')zs+Co()2)

— eh eh — eh
XTQ(WC + ?a /j/la ZS)TQ(WC - 73 /j/) Z)Sa(wc + ?a ,ulee’)
Py = —eiE ( Co(p')zs— CO(H)Z)e 2( Co(p' )Zs+Co(H)2)
_ ch ch — ch
><}%g(Wc + 73//’ zs)Tg(wc - 7; Hy z)Sb(wc + 7; ,U//ee’)

In the following sections we study the asymptotic behavior of the time reversed
wave field urgr in the limit € — 0. This is done in the particular case where the
source is located on the surface (z5 = 0) in Section 3, and in the general case where
the source is inside of the medium (z5 < 0) in Section 4.

3. Exterior point source . In this section we assume that the source is lo-
cated on the surface (xs,zs = 0). We also observe the time-reversed wave at the
surface (x,z = 0). Under such conditions the generalized transmission and reflection
coefficients T, and R, are evaluated at z = 0 and from their definitions, (2.22) and
(2.23), it follows that the transmission coefficient Ty is equal to one, and the reflection
coefficient 1?4 corresponds to the reflections from the whole random medium between
—L and the surface, that is to say R(—L,0). The deterministic P; term of urp is
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associated with a product of transmission coefficients, it corresponds to recording and
reemission of the directly transmitted wave field from the source to the mirror and
then observation of the wave field that is directly transmitted back to the source
point. The P, and P, terms are associated with one transmission and one reflection
coefficient, they correspond respectively to (i) the wave that is directly transmitted to
the mirror, then time reversed, reemitted into the random medium and subsequently
scattered back from the random medium and onto the recorder at the source point, (ii)
the wave component that is reflected from the random medium onto the mirror then
time reversed and transmitted directly back to the recorder at the source point. The
P; term, the one defined in terms of a product of reflection coefficients, corresponds
to the wave which has been scattered back twice by the random medium. From the
point of view of refocusing of time reversed waves in a random medium this last term
turns out to be the most interesting one.

3.1. Homogeneous medium. We first examine the deterministic case with
v = 0 which corresponds to a homogeneous medium. The time reversed wave field is
then described by (2.28) with R = 0 and 7" = 1. In this case only the Ps term in urg
corresponding to direct transmission paths contributes, recall that this component
remains unchanged in the the random case with v # 0 . The wave emitted from the
source that can be observed at the surface consists of pressure and velocity fields. The
pressure field in (2.24) for x # x; is given by

|x—x%s]
1 £ t— ts - co
4rlx — x4 € ’

where the evanescent wave has been neglected as they will play no role in our far-field
configuration. For small € the leading order part of the pressure field is given by

1 t— b, — el
ps(t,x) = ——————(x —x4) f, | ————=— | .

ps(t,x) = —Vx.

dmepelx — X2 5

Similarly the leading order terms of the longitudinal and transverse velocity fields are

[x—%s|
1 t—t, — 22Xl
t,x) = — =
'LLS( 7X) 47TPOCO|X_X5|2fZ< c )7

X — X, t—1s— —\xzxs|
vs(t,x) = (x —xg)fL [ ———=2— .

4rpocielx — xs]3 5

Note that the amplitude of the longitudinal velocity is one order of magnitude smaller
than the other components. These expressions are derived from (2.24-2.25) and the
Weyl representation of a spherical wave [24, Sec. 3.2.4], but they could also been
derived directly from the fact that a point source emits a spherical wave that prop-
agates at velocity cg in homogeneous medium. Let us next consider the evolution of
the time-reversed field. For the sake of simplicity we address the case with a spatial
mirror that has point support so that Go (k) is a constant denoted by g2. In this case
we find that

N || — x|
c 1 x st
prr(t,x) = 1 1 21932 3 (x.x5)G1 (u - t) xs.f (—" ) ,

AT 20ich e P o :
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2 . IXI Ixsl s
€°p1c1G2 1 x| e Al
t = — G __Co_
urr(hX) = =3 2 T P 4% k e ’

' pP1C1G2 1 G |x| ; ¢ —‘X‘CO‘XS‘ —t—ts
vt X) =~ A PR g ) x| e )

Note that the longitudinal velocity field is actually vanishing (of order £2). Observe
also that prr and vrg are of order one only if the signal originating from the source
has been recorded, meaning that ‘xSl + t, lies in the support of G1, and if (‘x‘ ) —

(":5' + ts) lies in the support of f corresponding to the propagation of a spherical
wave from the mirror.

3.2. The random case. From now on we address the case of a random medium.
We first consider the P; term of the expression (2.28) of the longitudinal velocity.
We shall see in Appendix A.2 that the reflection coefficients at two frequencies and
slowness vectors are correlated only if the frequencies and the moduli of the slowness
vectors are close to each other at order e. We accordingly perform the change of
variables p/ = p.+¢eM/2 and u = p. —eA/2. The representation of the P; term of the
longitudinal velocity field becomes

Rt = roeg, 0) = //H”w“w”a<m@mm@+wn
IO Mc

iiﬂ‘“w‘;“ L5 (h(t=ta)+ wethpe)[rs cos(0:—6") —ro cos(00—6)] )

X Sp(we, ficegr)e

_ h A h A
(3.1)xR(we + =2, e + % L0 R(we — 2 e — 22— L, 0)wtp2dAdhdw,dp.dodo’

2 2 27
where the rapid phase is

d(we, pe, 0, 9/) = we [~ (ts + 1) + pe(rs cos(fs — 9/) + 70 cos(fo — 0))]

and we have neglected lower order terms (with respect to ) by assuming that Hg
and G are smooth functions. As ¢ — 0 the asymptotic behavior of this integral is
governed by its fast phase and by the product of the two reflection coefficients which
contains the effect of randomness. We first apply the stationary phase method and
we will deal with the random part of the integral in a second step. The variables of
the rapid phase are w,, i, 6, and §’. We find that there exist stationary points only if
t+ts =0 and rg = rs. Then there exist two maps of stationary points corresponding
to

I)60 =05 and 0 = Oy + , II) ¢ =05+ m and 6 = 0

We then consider an observation time ¢ close to —ts. Similarly we consider an ob-
servation point x whose modulus is close to rs. This is realized by the following
parameterization t = —t; + €7, x = r;eg, + eRe,. We deduce that the P, term of
the longitudinal velocity field consists of the sum of two terms corresponding to the
contributions of the two maps of stationary points and we write

u(Tl})%(t,x, 0)= u(TlRI)(t,x, 0) + u(1 ”)(t x,0)

with

Ho(—pceqy, ficeo,
upy (t,%,0) = 2%%//’0 N/, G (-Galierelen, — en,)
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XS_b(wc [Le€0 )ei(—wcT—hts—i-rs()\wc—i-huc)—wcucRcos(00—¢>))
. .

_ h A h A
$Rlwe+ e + 5 =L O R(we = S pte = 5 = L, 0)wicddhdwedpe,
and
(1,11) Ho(pces,, —piceo,) .
U t,x,0) = — G Ga(wetic(es, — €q,
i 0) = g [ [ LG Gt en.)
XSb(wC; 7”6695)61(_“%7 hts_Ts(ch"l‘hMc)"l‘wchR C05(00_¢))
_ h A h A
xR(we + %u n % — L,0)R(we. — %u _ % — L,0)w3pedNdhdwedpie.

The effect of the randomness is contained in the product of the reflection coefficients.
In the next section we exploit the asymptotic analysis of the autocorrelation function
summarized in Appendix A.2 to deduce the refocusing properties of the pulse.

3.3. Refocusing of the pulse. The main result of this section is the refocusing
of the pulse and its self-averaging property. The deterministic component of the time
reversed wave given by the Ps term is a spherical wave that is explicitly known and
described in Section 3.1. Therefore it can be easily subtracted from the time reversed
wave so that we deal only with the Py, P5, and P, terms. Using the last remark of
Appendix A.2, one can deduce that the contributions of the P, and P, terms vanish
in the limit ¢ — 0, so we only need to study the P; term. Our stationary phase
analysis presented in Section 3.2 shows that, for fixed observation time ¢ and position
x, with t +t5 # 0 or |x| — 75 # 0, there are no stationary points and urg(t,x,0) goes
to 0 as € — 0. On the other hand, if t = —t; and |x| = 74, then there are maps of
stationary points so a refocused pulse with amplitude of order one will be observed
in an e-neighborhood of (—ts,7s). These results are precisely stated in the following
theorem which gives the refocusing property and the convergence of the refocused
pulse to a deterministic shape concentrated at —ts in time and on a ring with radius
rs in space.

THEOREM 3.1. a) For any 7o > 0, Ro > 0, § > 0, and (tog,70) # (—ts,7s), we
have

P sup lurr(t,x)| >0 =%0.
[t—to|<eTo,||x|—T0|<eRo
b) For any Ty > 0, Rg > 0, 6 > 0, we have

t+ts |x|—rs
L

)

urr(t,x) — Urr(

P sup
[t+ts|<eTo,||x|—rs|<eRo

where Urg is the deterministic pulse shape

>6>€i90

) Eelw) + K (w0, 1) fo ()] 0BT duod,

Urr(T,R) £

wr ] 7w
the kernels Kx and K, are given by

Kx(w, p) = K(w, p)~————ey

K. (w,p) = K(w, p) — ==
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with
- Go(p) \ Co(p) Ho(ues,, —pes,)
K (o) = Ga (n(en, = e0,)) Gr(t+ ) Qu (G, Q) Folbiem—pear)
@1 is given by Eq. (A.3). An explicit expression for Hy is
2
Cott
Ho(ued,, —peo,) = Co(p)co + AN

Similarly, the asymptotic deterministic shapes of the refocused transverse velocity
and pressure fields consist of the sums of the deterministic components exhibited in
Section 3.1 and of the new components:

Prr(T,R) /\/IO (w, ) f' (W) + KZ(W,M)Z(W)} eI R=T) 2 dwdp

I — .
V(T R) = e"“/ ol | (w,u).fx<w)+Kz(w,u>fz<w)] e R=T) 2 fody

The proof of the theorem is a generalization of the arguments given in [9] and goes
along the following main steps.
- We first consider the expected value of u(T1 1)2 Using a combination of stationary phase
and the asymptotic behavior (A.4) of the autocorrelation function of the reflection
coefficient we find that this expectation converges to the limiting value given in the
theorem.
- We then consider the variance of u(T1 1)2 We write the second moment as a multiple
integral involving the product of four reflection coefficients at four different frequencies
as in (A.5). Using the decorrelation property of the reflection coefficient we deduce
that the variance goes to zero.
Note that an integral over frequency (ensured by the time domain nature of time-
reversal) is needed for the stabilization or the self-averaging of the refocused pulse.
Applications of this result to the problem of the location of the source will be discussed
in Section 5.

4. Interior point source. In this section we assume that the source is some-
where below the surface (x5,2s < 0). The time-reversal strategy is the same as in
the previous section, we shall obtain analogous results but the computations are more
complicated and do not lead to fully explicit formulas such as the ones presented in
Theorem 3.1. We start by considering the case of a homogeneous medium, as we shall
study the problem of the source location and contrast the homogeneous and random
configurations.

4.1. Homogeneous medium. The following expressions are straightforward
generalizations of the ones presented in Section 3.1. The signal that can be recorded
at the surface is a spherical wave. Using the notation r = (x, z) the pressure signal is

|[r—r]

1 £, b=ty — =

s(tr)= ——— - - ¢
ps(t,) 47rcos|rfr5|2(r Ta). ( fi ) < 5 )

while the three-dimensional velocity field is

|[r—rs|

r—r, £l t—ts — —=

4.1 s(t, - co
@) (k) = (). <f, )( . )
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We consider again the time-reversed field in the case of a point mirror characterized
by G2(k) = g2. The time reversed wave is then given by

. [r[—=|rs| \ \rs\
92 1 |r| i —t—1s
t,r) = — T — —t)r.. [ X —<%
Prr(tT) = ~ (s 2 e B " ( > < f;' e

~ [r|—|rs]
_ 92 r H _ f)/cl co t—ts
() = o () () ( e

This is a spherical wave emerging from the mirror. Its support at a given time ¢ is an
¢ neighborhood of the sphere with center at 0 and radius |rs| + co(t + t5).

4.2. The stationary phase in the random case. We consider the P; term
in the representation of the longitudinal velocity (2.28) with arbitrary zs (depth of
the source) and z (depth of the observation point). The other terms can be treated
in the same way and we will collect and discuss all the contributions in Section 4.4.
Once again, the generalized reflection coefficients at two different slowness vectors are
correlated only if the moduli of the slowness vectors are close to each other at order
€. We accordingly perform the change of variables p/ = . +eX/2 and p = p. —eA/2,
so that the representation of the P; term of the longitudinal velocity field becomes

H c€0, Lc€o’ ) A A
= o) =~ [ [ FUTEESEG Gatater o)
O c

zw %( (t—ts)+(Awethpe)[rs cos(0,—0")—rq cos(6o— 9)])

XS_b(ch Mcee’)
¢ o= (oo +weCh ()N (+20))

eh EA eh
?a He + 77 Zs)Rg(wc - ?

where ((pc) = —pie/Co(te) and the rapid phase is
P(we, pe, 0,0") = we [~ (ts + ) + pe(rs cos(0s — 0') + 1o cos(Bo — 0)) + Gole) (2 — 25)] -

As in Section 3.2 we first apply the stationary phase method and we will deal with the
random part of the integral (the product of the two generalized reflection coefficients)
in a second step. The variables of the rapid phase are we, fic, ¢, and 6, and the partial
derivatives of ¢ are

_ A
(4.3) xRg(we + e — % w2 dNdhdwdy.dodo’

aa:j) —(ts +t) + pe(rs cos(0s — 0") + 1o cos(0p — 0)) + Co(1e)(z — 25)
665 we(rs cos(0s — 0') + 1o cos(By — 0)) + wel(pe)(z — 2s)

% = wWeltero sin(fy — 6)

% = wepters sin(fs — 0").

Assuming first that rg # 0, that is the case where the mirror is not directly above the
source, there are several possible configurations. Using the notation

r=cy \/17 (z — 25)2/cB(t +ts)?

when (2 — z5)? < 3(t + t5)?, we get:
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1L If Gt +ts)? = (rs —10)* + (2 — 25)? with z > 2, and t +t5 > 0, then there
exists one map of stationary points corresponding to

if 7o > rs then 0 =05+, 0 =0y, and p. = p
if 7o <rs then 0 =0,, 0 =00+, and pe = u;

with no restriction on w,.
2. If 2t +ts)? = (rs —10)® + (2 — 25)? with z < 2z, and t +t5 < 0, then there
exists one map of stationary points corresponding to

if 7o > rs then 0 = 0,5, 0 =0y + 7, and p. = p;
if ro <rsthen ¢ =605+, 0 =0y, and p. = u

with no restriction on w,.
3. I Gt +1ts)? = (rs +70)% + (2 — 25)? with z > z5 and ¢ + t5 > 0, then there
exists one map of stationary points corresponding to

0 =0s, 0 =0y, and p. = p}

with no restriction on w,.
4. I Gt +1ts)? = (rs +70)% + (2 — 25)? with z < z5 and ¢ + t5 < 0, then there
exists one map of stationary points corresponding to

0 =0s+m0=00+m, and p. = s

with no restriction on w,.
5. f t+ts =0, rg = rs, and z = z,, then there exist two maps of stationary
points corresponding to

10 =0sand 0 =0y +
I1) 0 =05+ 7 and 6 = 6

with no restriction on w. and ..

Note that other maps with w. = 0 or g, = 0 do not lead to significant contributions
because of the presence of the factor w?u? in the integral representation of u(Tl 1)2 In
configurations 1-4 the stationary maps are of dimension 3 and the stationary phase
method gives an effective value for the integral which is of order £3/2 and consequently
contributes to a term of order €'/2 to u(Tl 1)2 In configuration 5, because of the additional
degeneracy in p., the stationary maps are two-dimensional and the stationary phase
method gives an effective value for the integral which is of order € and consequently
only configuration 5 contributes to a term of order one to u(le)% In other words,
this component of the time reversed wave is only observed at the right time —t,
at the right depth zs, and on the ring with radius rs. We accordingly consider an
observation time t close to —tg, and an observation point (x, z) which is such that z
is close to zs and the modulus of x is close to ;. We do so by writing t = —t5 + 7,
X = rseg, +eRey, and z = 25+ 2. We get that, to leading order in €, the P; term of
the longitudinal velocity field consists of the sum of two terms corresponding to the
contributions of the two maps of stationary points (5-I and 5-IT)

ufp(tx,2) = ufi (8%, 2) +ufy Dt x, 2)
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with
11 Ho(—pice€0,, fic€s,) 7~ A
u(TR)(t,X,Z) = 277r5rs // T L ) G1( h)Ga(wepie(eg, — eq,))

be(meCee )el( weT —wepeR cos(Bo—¢)+welo(pe)Z)

><e( hts+rs(Awethpe)— [hCO(#c)+WCCS(#C))‘]25>

— eh EA eh EA

><}zg(Wc + ?a fe + 7; Zs)Rg(Wc - ?a He — 7; Zs + EZ)wgﬂchdhdwcdﬂc

1LIT Ho(pceo,, —fic€,) 7 A
u(TR )(t,x,z) 277r5r5 // IZ N G (=h)Ga(wepic(eq, — eq.))

XS_b(wcvi,uceG )61( weT +wepieR cos(0o—¢)+welo(pe)Z)

w (= hts—rs Owethpie) = [hCo (tte) +welf (1e) N 2s )

eh EA eh EA
77Mc+ ?azs)Rg(Wc - ?7#6 T

This integral representation of the signal shows that the autocorrelation function of
the generalized reflection coefficient defined by (2.20) plays a key role. Before going
into the details of the asymptotics of u(le)% in the case rs # 0, we observe that the case
where the mirror is exactly above the source, that is s = 0, is particular.
Mirror above the source r; = 0. In this case the analysis of the stationary
phase exhibits the following configurations.
L Ifrg £ 0,73+ (2 — 25)% = (t +t5)%, 2 — 25 > 0, and t + t5 > 0, then there
exists one map of stationary points corresponding to

x Ry(we + 25 + £2)w3 pedNdhdw,dp,

To

9:00andu5:m

with no restriction on w. and ¢'.

2. Ifrg £ 0,13 + (2 — 25)2 = At + t5)%, 2 — 25 < 0, and t + t5 < 0, then there
exists one map of stationary points corresponding to

To

0 =6 d ==
o + 7 and p. c(2)|t+ts|

with no restriction on w, and 6’.
3. If ro =0, 2= z,, and t + t; = 0, then the rapid phase is fully degenerated.

Configuration 3 corresponds to the critical time where the time reversed wave
refocuses. It contributes a term which is of order e~! to u( ) at the exact location of
the original source. This result is not surprising. Indeed, in contrast with the general
case rs # 0, the wave refocuses on a single point instead of refocusing on a ring, which
makes the amplitude blow up. We could alternatively have rescaled the initial source
by a factor £ and the contribution in that case is of order one. From the point of view
of applications, as we will see in Section 5, the generic case is rs # 0 which justifies
the scaling of order one in the amplitude of the initial source given in (1.5).

4.3. Asymptotics of the first moment of u(Tll)2 The computation of the

expectation of the P; term of the integral representation of u(Tl 1)3 is reduced to the

computation of the quantity

ch I\ eh I\

U; =K R_g(w(, + ?a,u/c—" EazS)RQ(wC - 7):“’0 - 7”28 +EZ)
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Using the representation (2.22) of the generalized coeflicient Ry in terms of the usual
reflection and transmission coefficients, we obtain that

_ N gl gt 55 EE
vi= Y B[R R RTR T

n,m=0

where B is evaluated at (we + €h/2, e + eX/2,—L, z5), R™"1 is evaluated at
(we — 5h/2 te —€N/2,—L,zs+eZ), R T is evaluated at (w.+¢eh/2, pc+eX/2, z5,0),
and R T is evaluated at (we—eh/2, e —eN/2,2z5s+€Z,0). As € — 0 the propagators
between —L and z; and between 2z, and 0 become independent. By continuity with
respect to z of the limits of the moments of the reflection and transmission coefficients,
the eZ does not play any role in the limit of U7. Accordingly we shall obtain the limit
of U; as ¢ — 0 by looking at the limits of E[RHHR’”“] and E[Rnfﬁ T). By using
the shift properties of the reflection coefficients described in Appendix A.4 and the

expressions of the limit values for moments of reflection and transmission coefficients,
we obtain that

0 ifm#n
E [ R+l R’"“} 20 ) g2i(n+1)[hCo (pe) +Awe gy (pe)] 2o

X [ Whg1 (T, we, pie, — L, z5)eiT(CoweneA=h(1=cind) qr  if m = n

0 ifm#n
E|RTR B T] =0 ] emzinlnco(uoawech (o)l

x [ Wn(T, We, fes Zo O)eiT(Cg“C”CA_h(l_Cg“i)dT ifm=n

where W,, and Wn are described in Appendices A.2 and A.3 respectively. We can
then deduce that

UE =9 262’ hCO(“C)J”\‘”“CO(““)]ZS/Wn+1 T, We, fle)€ ”HdT/W T, Wey fhe )€ TH g
n=0

where H = c3w.pc) — h(1 — c2p?). Substituting the limit of U in the integral

representations of u(TlRI) and u(Tll’zH) we find that

I -0 Ho(—piceq,, fic€o,) A '
Bl 1) 0 o | 0 G e, — €055 s 100,
s$+0

IO ,uc)
x ¢iel=T—heR cos(0o—9)+o(he) 217, (ts _ T ) W,y —Ts T ) 2y du,
C(2),Uc ’ /LCCO ¢

—0 Ho(pce,, —ficey =
Bl 0,509 =9 gy [ ) G e, — 0, e )
sCo

IO Mc)
3 rs + S
;’é ) Wg71 (M) wgducdwc

Xeiwc[—T-‘rNcR cos(90—¢)+<0(”C)Z]G1 (té +
2 e HeCh

where

oo

Wg 1\T, We, ,Uc Z |: n+1 © Wey e, — L, Zs) * Wn('awcvﬂca Zs)y 0)} (T)
n=0
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and t = —t;+e7, x = ryeg,+Rey, and z = z;+c2Z. The probabilistic representations
for W,, and W, show that they vanish for 7 < 0, so that Wy, also vanishes for

7 < 0. As a consequence the limit of E[u(TlRI)(t, X, z)] is zero, and only the second map

contributes to the expected value of u(T])%
4.4. Other components to the first moment of urr. We have just ad-
dressed the P; term of the integral representation (2.28) of urr. We now consider the

three other terms P,, Ps, and P;. The terms ug })% and ugfl })% associated with P, and
P, have no stationary point because z and zs appear with the same signs in their fast
phases. Consequently these two terms do not contribute to the limit value of urp as
¢ — 0. We now address the term u%)% associated with P53 given by Eq. (2.28). In this
case, the generalized transmission coefficients at two different slowness vectors are
always correlated. Consequently the domain of integration contributing to the value
of the integral (2.28) is not restricted to an e-neighborhood of the diagonal p' ~ pu.
We thus split the domain of integration into two parts. The first part corresponds
to a subdomain which is an e-neighborhood of the diagonal. It can be treated as in
the previous section where we dealt with the P; term. The second part contains the
non-diagonal contribution to the integral which captures the coherent propagating
front as described below.

4.4.1. Diagonal contribution. The integral representation of the diagonal con-
tribution ugg’ }’g "9) s similar to Eq. (4.3), but involves the product of two generalized
transmission coefficients and appropriate phases. The random component can be

expanded in terms of the standard transmission and reflection as

i RMRTR T

nm:

Following the same strategy as in the previous sections and using the asymptotic
analysis for the expectation of the moments of transmission-reflection coefficients pre-
sented in Appendix A.3, we get that the only configuration leading to an expected
value of order one for u(SRd 19) s obtained when the observation coordinates t, z, and
|x| are in an e-neighborhood of —t5 and 75, and z, respectively. More precisely, taking

t=—ts+eT, x=rse9, +cRey, and z = z, + €Z, we get that

(3,diag) emo —1 Ho(p1c€0,, —f1c€0,) A —
IE[UTR J (t,x,z)] — 2571‘37‘803 I;(Mc) Ga(wepc(es, — €o,))Sa(we, —[ices,)

xeiwc[fT*McRcos(Go*Qﬁ) Co(me)Z Gl < s ;S > Wg 3 773 * CU(SC) ° wgducdwc
Cole 1 HecCh

where
WgS T Wc;,uc Z |:W wc;,uCaivais)*’W/’I’I(WWC),LLC?ZiS?O)} (7_)

4.4.2. Off-diagonal contribution. The off-diagonal contribution ugig i 1) cor-

responds to the time reversal of the coherent front. It has been analyzed in detail in
[13] in the case of time-reversal in transmission, so by a simple generalization using
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the moment analysis presented in Appendix A.1, one can deduce that the coherent
time-reversed front wave propagates like a spherical wave around

/52 2
zi+ s

24 xP =3t —t)?  te=—ts—
Co

More precisely, if the mirror is pointwise so that Go = go2, then u%? RO 1)

distribution as € — 0 to

converges in

|r\7\r5\ —t ts
oh h c
u’%)R(t? X, Z) = Gl (_tc) UTOR",Lx,z * KODA,X,Z . €

where u%‘}%m is the front shape in homogeneous medium computed in Section 4.1 and

given by

(x.xs + 225)2

om 92
(44) u’}IL‘R,x,z(t) = -

[ £ (t) + 25 f2 (1))
“m)2poch /72 22" /X + 22

and Kopa is the O’Doherty-Anstey (ODA) kernel whose Fourier transform is

(4.5K0pAx,-(w) = exp (i[ Y(w, 1) Bz = /v(w, w')Bz,] + W)z + 7w, M/)zs)

2

. 1 |x] ;1 . . . .
with pu = Eriy et po= o et B is a standard one-dimensional Brownian

motion, and ~ is given by (A.1). The shape of the front is deterministic and results
from a first spreading due to the propagation from the source to the mirror cumulated
with a second spreading due to the propagation from the mirror to the observation
point. The effect of randomness also imposes a random shift of this deterministic
shape which cancels out only if the observation is taken on the ring z = 2z, and
|x| = rs.

4.5. Summary. We sum up the previous results in the next theorem. We assume
a point mirror so that Gy (k) = 2. We also assume the generic case where the mirror
is not exactly above the source, that is to say rs # 0. We consider the time reversed
wave and observe it in an e-neighborhood of an arbitrary observation point (¢o, ro, 20)-
Three types of configurations can be distinguished. The first case (a) corresponds to
an observation point outside of the support of the spherical front wave. The second
case (b) corresponds to an observation point on the support of the spherical front wave
but outside the refocusing ring. The third case (c¢) corresponds to an observation point
on the refocusing ring. In the following theorem t. is

r2 4 22
e VAT
0

THEOREM 4.1. a) If c(to —t.)? # ré + 22, then, for any To > 0, Ro > 0, Zo > 0,
and § > 0, we have

P sup lurr(to + €7, (ro + eR)eqy, 20 + €Z)| > 6 =00,
|T1<70,|R|<R0,00€[0,27),| Z|< 2o
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b) If 3(to — te)> = r¢ + 23 and to # —ts, then for any To > 0, Ro > 0, and Zy > 0,
we have the following convergence in distribution

(urr(to + €7, (10 +eR)egy, 20 + €2)) 7115, IR  <Ro,00€[0,27), 1 21< 20

e—0 hom roR + 202
Gy ( C) Urp ,T0€0; 520 * KODAyToeeoyzo} ( -7

CO\/T’g + zg
hom

where ugy* is the front shape in homogeneous medium given by (4.4) and Kopa is
the random kernel given by (4.5).

c) If Ato —to)? = rd + 28, to = —ts, and z0 = 25 (so 1o = rs), then for any
To >0, Ry >0, Zy, and 6 > 0, we have

P sup lurr(to + T, (ro + eR)eg,, 20 + £2)
|T|<T0,|R|<Ro,00€[0,27),|Z|<Z0

Urp(T.R,Z)| > 5) =%

where Urg is the deterministic pulse shape

om. rsR+ 2.2
Urr(T, R, Z) = U%y e, = * Ko <7 - T)

co/T2 + 22

f K+ Tz WHR=T+G(WZ) ,2 J.,d
e /\/Io— (W) + KX (w, ) f (w)}e wdwdp

f K- 7. iw(WR=T—=Co(Z) 2 Jd
Gy /ﬂ— (@) + K7 (@, 1) f-()] e WA dwdys,

ub is given by Eq. (4.4),
20,2 4,2
> Yow? (r5 + 25)
K =G —te L/ Vs s/
o(w) = G (—tc)exp ( 20, )
the kernels K& and K are given by

I
K):‘c: (wa :u’) = Ki(wv N)#eesv
Po

1

o) = KX (w
K> (w,p) = K=( ,u)2 A

with

r s + G % Ho(peg,, —peq,)
K+ (w, ) = Gty + =)W, ol o Eee
(w,,u) 1( + ) g, ( uc% ) 26(2)7"5

)

r rs + &G s Ho(uegy, —pes,)
K- =Gi(ts + )W, e 5 =3
(w,,u) 1( + Cgu) g,3( HC(Q) 20(2)7’5

An explicit expression for Hy is
copt?
Co(p)

HO(Meem 7/’Lees) = CO( )CO + = ~€00-€0,-
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The picture is qualitatively the same for the time-reversed transverse velocity and
pressure fields. The precise expressions for the refocused fields on the ring are the
following ones:

om rsR+ 2.2
Prr(T, R, Z) = P ey, 2. * Ko ( - T)

cor/12 + 22
/\/Io (w, 1) B )+Kj(w7u)ﬁ(w)] e HR=TH W 2) 2 duwdyy

T / Vo felw) + K2 (v, )fz<w)} e HR=T =022 dudp

Vrr(T,R, Z) = vk * Ko

TR,rseqq s

7N

rs R+ 2 T
co\/T2 + 22

ity [ AL G o) o) + K (o) )] R TH 0020

\/I — - .
% / ol “ (@, 1) @) + K7 (w, 1) fo(w) | e 0RT =022 00y

where
hom 92 (X-Xs + 225) 11 "
p xz(t) = - [Xs‘fx (t) +Zsfz (t)]
T (4m)2p3ct NG 233\/x|2 T2
g X.Xs + 224 )X
() S R o )L S W 10 00

(47)2poci Ve + 233\/x|2 + 22

The proof of the theorem follows the same line as the one of Theorem 3.1. In Section
4.3-4.4 we have derived the asymptotics of the expected value of the refocused pulse
on the ring. To get the deterministic nature of the limit, it remains to compute the
variance of the refocused field. It involves the computation of the forth moments of
the generalized reflection and transmission coefficients. This is done again by using
the final part of Appendix A.2.

5. Source Identification. In this section we indicate briefly how the results
derived above are useful in solving the inverse source problem. We assume that we
are in the configuration shown in figure 1.1. The source S emits a short pulse from
an unknown location (zs,zs) at an unknown time t5. Our objective is to identify
these unknowns and the shape of the pulse assuming that we observe the signal that
emerges at the surface at a receiver with a small spatial extent. Such a problem
can be encountered in various contexts, such as geophysics [20] or oceanography [18].
The small aperture of the receiver in our configuration makes the identification of the
source location challenging by standard methods. The known position of the receiver
is chosen as the origin. We assume that the medium is randomly layered on a fine scale
and that we know the particular realization “seen” by the wave. Our strategy is to
perform a synthetic time reversal experiment meaning that we numerically solve the
wave equation and compute the time reversed wave field described in the paper. In the
regime of our asymptotic analysis the time reversed wave will exhibit a propagating
spherical front wave and, at a precise time, an additional ring located at the depth of
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the source and passing through the source point. This is precisely stated in Theorem
4.1. Note that the repropagated front wave can be computed by simply observing
the first arrival at the receiver but it does not contain any information on the source
location and time of emission. In contrast the use of the incoherent coda of the wave
and time reversal techniques lead to an information about the depth of the source,
its lateral distance from the mirror, and its emission time. The shape of the source
pulse can then be reconstructed precisely by using the shape of the first arrival and
a deconvolution process through the ODA kernel (A.7) described in Appendix A.5.
Furthermore this identification can also be performed with the presence of additional
noisy sources emitting at the surface. By the results of Section 4.5 the additional
sources only produce refocused fields at the surface. The refocused ring is therefore
produced only by the source inside the domain.

If only the statistical properties of the medium are known, but not the particular
realization, the strategy would be to estimate the kernel from the measure of the wave
emerging at the receiver and the computation of the local autocorrelation function
of the signal [1]. This is a difficult problem which is a topic of future research. In
other contexts such as underwater acoustics [14] the medium is not known but time
reversal can be performed physically. The refocusing properties proved in this paper
in an ideal layered setting can be used for telecommunication purposes.

6. Numerical Illustration. In this section we present a two dimensional nu-
merical illustration of the theory developed in this paper. Time reversal refocusing is
a phenomenon that takes place in different wave applications. Hence to illustrate its
range of applicability we perform numerical experiments using a shallow water model.

The linear two dimensional shallow water equations [23] are given as

(6.1) Up=—gnz + fa Vi=—gny+ fy

(6.2) e+ (U], + [nV], =0,

where U(z,y,t) and V(x,y,t) are vertically z-averaged velocities. The free surface
wave elevation is denoted by n(x,y,t). This term represents the excess pressure
about the undisturbed free surface z = 0. The randomly layered medium is rep-
resented by the disordered bottom topography through h(z,y). By using the flux
vector 1 = (¥, 9?)T = (hU,hV)T the correspondence between the shallow water
and the acoustic model is more easily established:

oY B
an B

The simulations refer to model (6.1,6.2). Details of the Lagrangian numerical scheme
are provided in Casulli & Cheng [6]. We have adapted their code in order to have
the data imposed through the velocity forcing terms. The setup for the numerical
experiments is given in the schematic Fig. 6.1.

The random medium slab is located at = > 0. The source location is at (zg,ys) =
(10,0) and we place two time reversal (point) mirrors at (zp1,yan) = (0,4) and
(xar2, yame) = (0, —4) corresponding to the surface location of the acoustic slab, here
given by x = 0. The velocity sources are such that both f, and f, have a Gaus-
sian f(t) = exp(—(t — t5)?/0.02) profile of duration approximately equal to 1/3 time
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FiG. 6.1. Schematic setup for the randomly layered topography. The source point S is at
(zs,ys) = (10,0) corresponding to nodes (1600,1000). The shaded area represents the randomly
layered medium.

F1G. 6.2. Schematic graph for the wave fronts (centered at the mirrors M1 and M2) together
with the refocusing rings (dashed curves). Each ring is at the base of a three dimensional cone defined
by the corresponding triplet (M, M™*,S). The shaded area highlights the xz circle/ring intersecting
the xy plane.

units. The randomly layered topography has a correlation length of 0.1 with 40% fluc-
tuations about the undisturbed depth. A nearly circular, pulse shaped, wave front
propagates over the random medium and time histories (for the velocity fields) are
recorded at mirror M1 and mirror M2, as displayed in Fig. 6.3. We observe the wave
front arriving, at approximately ¢ = 10.8 followed by a fluctuating coda. We time
reverse the signals recorded within the time interval [10.8 18.8]. In the time reversal
experiment these are the corresponding f-profiles, now at two Dirac source locations,
each corresponding to a point mirror. We repeat the numerical solution procedure
and two pulse shaped fronts propagate towards the source location. In all numerical
experiments we use a 2000 by 2000 spatial grid with Az = Ay = 0.01. The time
stepping parameter is At = 0.0005. These were chosen due to accuracy and not for
stability reasons [6]. We have used reflecting boundary conditions. As can be seen in
some graphs presented below, they do not interfere with our region of interest, during
the time interval of our study. Reflected waves, from the side walls, will always be
away from our region of interest.

As mentioned before the time reversed signals, indicated in Fig. 6.3, are back-
propagated from the two mirrors. The theory predicts two refocusing rings since we
have two mirrors. A schematic picture for the rings’ configuration is given in Fig. 6.2.
In our particular example both rings will have the same radius since the mirrors are
positioned symmetrically with respect to the source. By no means this is a special
configuration. As indicated by a grey disk in Fig. 6.2, in a two dimensional problem
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Fia. 6.3. (Top and Middle) Recorded signals at the two mirrors: dashed line represents U while
the solid line represents V. (Bottom) Time history for the wave elevation n at the source location
(solid line), at the top image point M1* (dashed line) and the bottom image point M2* (dotted line).

600

[0} 2000

Fic. 6.4. Numerical simulation in a random medium. Refocusing observed at three bright
spots: source point (spot at the middle) and two image points, namely at nodes (1600,1800) and
(1600,200). Snapshot at the critical time t. = 18.80.

each refocusing ring will be identified by two points, namely the intersection of the
ring with the xy plane. The rings, corresponding to each mirror, will coincide (and
add up) at the source point but will also define image points corresponding to the
other point of each ring’s cross section with the xy plane. We will label these image
points as M1* and M2* in connection with the notation of the corresponding point
mirror. In Fig. 6.1 and Fig. 6.2 they are indicated by two grey squares near the
source point. At the bottom graph of Fig. 6.3 we have the time history at the
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600

Fic. 6.5. Numerical simulation in a random medium. Snapshot at a later time t = 19.80.
Image points have vanished.

FiG. 6.6. Numerical simulation in a homogeneous medium.

source location and also at the image points M1* and M2*. As expected the front
is the second derivative of a Gaussian (namely of f(¢)). For better visualization of
refocusing, at the front’s largest (absolute) value, from now on we will graph minus
the value of the wave elevation. We start with a three-dimensional graph (Fig. 6.4; a
snapshot at ¢ = 18.80 for the wave elevation) corresponding to the same experiment
which generated the traces in Fig. 6.3. Along the wave front we see three bright spots
corresponding to the source location (1600,1000) and the two image points (1600,200)
and (1600,1800). We now compare it with a slightly later snapshot (Fig. 6.5) and
the bright image spots have vanished. The image spots are very difficult to capture
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1600 200

F1a. 6.7. Numerical simulation in a random medium. Snapshot (at t = 18.25) before the critical
time (tc = 18.80).

numerically since the coda has to be very long in order to contain a nontrivial amount
of energy and also because its “life-span” is very short in time over a very small region
of the computational domain. In order to provide stronger evidence of the facts here
describe we present high-contrast (HC) pictures for the front near the source location.

In the first HC picture we consider time-reversal in a homogeneous medium. The
time reversed data has been emited from the two point mirrors and in Fig. 6.6 the
two fronts have reached the source location. Obviously there are no image points,
since we are in a homogenous medium. The central bright spot (Fig. 6.6) is due to
the superposition of the two fronts. Note that in this case it is impossible to locate
the source. The bright spot propagates (unchanged) along the x-axis. Nevertheless,
as pointed out in this paper, the source can be located in the presence of randomness,
due to the image points.

To illustrate this note that in Fig. 6.7 we have the wavefront right before refo-
cusing takes place. In Fig. 6.8, at the critical time, we now observe a larger bright
spot at the source (refocusing) point and also two smaller bright spots, also along the
leading front. In particular the numerical refocusing was better at (1600,200) giving a
brighter image point. These are the image points mentioned above, and represent the
other points where the refocusing rings intersect the xy plane. To further highlight
this phenomenon we now observe the wavefront at a (slightly) later time in Fig. 6.9.
We see that the middle spot is slightly weaker while the image points have disap-
peared. This clearly indicates refocusing in time and space: beyond the critical time
the refocusing ring does not exist anymore. Hence the presence of the image points
indicate the precise time where the central bright spot is over the source.

Appendix A. Statistical properties of the reflection and transmission
coeflicients.

A.1. Moments at different slowness vectors. The values of the moments of
the transmission coefficient at different slowness vectors is required in Section 4.4.2.
Let us consider zg < 21,2}, a central frequency w, n + n’ small relative frequency

shifts hi,...,hn, RY,... A}, and n 4+ n' different slowness vector moduli k1 # ... # K, #
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F1G. 6.8. Numerical simulation in a random medium. Refocusing observed at three bright spots:
source point (spot at the middle) and two image points. Snapshot at t. = 18.80

1700
1600 200

Fic. 6.9. Numerical simulation in a random medium. Snapshot beyond the critical time (t =
18.95).

K] # ... # Kkl,. The computation of the limits of the following moments

e—0 A

lim E HT(er{—:hj,nj,zo,zl)HT(er{—:h" K, 20, 21)
j=1

Jj=1

has been carried out in [7]. It is found that the limits are

!
n n
E | [] Tt (w, 51, 20, 21) [ [ Tewr(w, 55, 20, 21)
j=1

j=1
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where

. Y(w, k)(z — 20
Tost(w, K, 20, 2) = €xp (z\/’y(w,m)(BZ - B,,) — %)
B is a standard one-dimensional Brownian motion. The same computation carried
out with the reflection coefficient leads to the limit

n n’
EliL%E H R(w + €hj, Kj, 20, 21) Hﬁ(w + sh;, n;, 20,21)| =0
j=1 j=1

A.2. Autocorrelation function of the reflection coefficient at two nearby
slowness vectors and frequencies. Taking the expectation of the integral repre-
sentation (3.1) of the signal shows that the autocorrelation function of the reflection
coefficient at two nearby frequencies and slowness vectors plays a crucial role. As
shown in [1, 5] we have, for zy < z,

eh EA —m eh EA
ElR"(w—2 22 i 4
[R (w 5T ,20,2)R (w4 5 LK+ 5 L 205 Z)

. 12 2.2 .
e—0 /Wn(T,w, f<a,,zo,2:)6”[00‘”””\_h(1_°0"i Ndr  ifm=n

0 otherwise

where the quantity W, is obtained through the following system of transport equations

ow, ow,

P +2n 5 = Y(w, K)n? Wpi1 + Woq — 2W,,)

Wn(vav R, 20,2 = ZO) = 10(”)5(7—)

that has a probabilistic interpretation. In order to describe this interpretation we
introduce the jump Markov process (N(2)),~,, with state space N and infinitesimal
generator

LAHN) =7(w, ))N? (J(N +1) + ¢(N — 1) = 2¢(N)),

where

(A1) o) = g 0 / T EWMO0)m(=))dz

is the integrated correlation of the medium. Following [1] W, can be written as the
expectation of a functional of this jump process

(A2)W (7,0, K, 20, 2) = E [5 <T - c%(iw / N(u)du) 1in(e)=0y | N(20) = n]

where E stands for the expectation over the distribution of the jump process. The
case with a large slab (zg — —o0) leads to explicit formulas for the autocorrelation
function of the reflection coefficient. Indeed the hyperbolicity of the equations makes
the reflected quantities of interest, for a finite observation time, independent of zg, z
for z — z¢ large enough. This leads to explicit formulas for the power spectral density
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W,.. Applying results from [1] we get that the function W,, converges as zgp — —oo to
the limit

Wn (7—7 W, K, 20, Z) ZO:)OO Qn <03<0(K) T> C(%CO(KJ)

2 2

where
(A3) @) = 2 [ (22 1)

Accordingly, the limit value of the expectation of the autocorrelation function of the
reflection coefficient is

eh e — eh e
E {R(w -k ?,Zo,Z)R(w + 7,n+ ?,zo,z)}
(A4) ﬂ) /oo Ql (C%CO(H) T> C%go(lﬁ) eiT[w)\cgkafhchg(n)Q]dT
2 2
0

Denoting US = R(w; — T2, j1; — 3%, 0)R(w; + 5%, pij + 552, 0), it is shown in [5] that

for two distinct frequencies wy # wo or for distinct @y # o one has
(A.5) [E[UfU5] - E[UF] E[U5)] == 0.

This decorrelation property is used in this paper to deduce the self-averaging property
of the refocused pulse. We also use the fact that the reflection coefficients at distinct
frequencies decorrelate as € — 0 and that their means average to zero to show that
the P, and Py terms of the velocity field are vanishing as € — 0.

A.3. Autocorrelation function of the transmission coefficient at two
nearby slowness vectors and frequencies. Cross-moments of transmission and
reflection coefficients are required in Section 4. Extending once again the results
contained in [1], we get that

h A S h A
E [R"T(w - %,Fa - E7,,20,2:)RmT(w + %,/ﬁ—i— %,zo,z)}

—~ . 2 2 .2
e—0 /Wn('r,w,n, zo,z)e”[co‘”“/\fh(lfco’i Ndr  ifm=n

0 otherwise

where the quantity Wn is obtained through the following system of transport equations

oW, s oW,
0z " or

Wn(Tawa K, 20,2 = ZO) = 10(’”‘)6(7)

= v(w, k) ((n +1)2Whg1 + 02 Wy — (0% + (n+ 1)2)Wn)

Wn has the following probabilistic interpretation

(A.6)W, (7w, K, 20, 2) = E [6 (T - C(Q)TQW / ﬁ(u)dU> LR (z)=0}

N(z) = n}
in terms of the jump Markov processes N with infinitesimal generator
LO(N) = 1w, k) [(N + 126(N +1) + N26(N — 1) = (N + 1) + N2)(N)]

and y(w, i) is defined by Eq. (A.1).
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A.4. Shift properties. Straightforward manipulations based on shifts of the
governing equations show that

(R(w, ky2,21), T(w, K, 2, 21), V(Z))Z0§Z§Z1

and

.wlo(k)z
27 05 1

(R(w, K,z — z1,0)e ,T(w,/{,zle,()),y(zle))

z0<2<21

have the same distribution. Similarly,
(R(w, £, 2,0), T(w, K, 2,0),(2)),, <.<0
and

(R(w, K, 2, O)e_%wgo(:)z0 ,T(w, K, 2,0),v(z0 — z))

20<2<0
have the same distribution.

A.5. The coherent pulse front in the random case. In this section we
compute the expression of the coherent front pulse that can be recorded at the surface.
The source is assumed to be inside the medium, i.e. z5 < 0, so the front pulse emitted
by the source propagates through the random medium and its propagation is actually
governed by the well known O’Doherty Anstey (ODA) theory. In Section 4.1 we
computed this front pulse (Eq. (4.1)) as well as the time reversal of this front pulse
(Eq. (4.2)) in homogeneous medium. We now revisit these results in presence of
randomness. In this case the front pulse is modified in two ways. First its shape
spreads out in a deterministic way due to multiple scattering. This spreading can be
described in terms of the convolution ODA kernel Kopa [13]. Second the wave itself
is not anymore deterministic but a random time shift can be observed and described
in terms of a standard Brownian motion B,. To sum-up, the pulse front that can be
recorded at the surface is

1 1 L t—ts—R.(x—x35)+¢g(r)zs
t = O = —ww €
us(t,x,z = 0) )i /2 IO(K)e

X Kopa(w, k)Sa(w, ) 2dwdk
KODA(w K —exp( iv/y(w,Kk)B,, + 2 )Z )

If the field is observed just above the source, that is to say x = x;, then the rapid
phase reduces to w(ts — t — {p(k)zs) and a stationary phase argument shows that
the leading order contribution is associated with the stationary point x = 0. The
longitudinal field then reads

1 . t—tstzg [iw V70 ZSJrWow 25] i
t =0)= ——— —W V2ecq
us(t xs,2 = 0) 2(27)2z5poc? /6 € ( - )f (w)dw

In the case yo = 0, this reduces exactly to (4.1) with z = 0. If we denote the longitudi-
nal velocity in homogeneous medium by u/°™, then in presence of randomness vy > 0
the longitudinal velocity field can be written as the convolution with a Gaussian kernel

— () — [, hom( - _ . Vo
us(t, x5, 2 = 0) = [ul™(.,r = (x5,0)) * N] (¢ \/ECOBZS),
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where

N0 = ey ()
T Volzslm P

If we observe the velocity field at a different point at the surface x # x, then the qual-
itative picture remains unchanged in the sense that we still observe the unperturbed
front «"°™ randomly time-delayed and convoluted with a deterministic Gaussian ker-
nel. The only difference is that this kernel is obtained by evaluating the ODA kernel
Kopa at a non-zero stationary slowness vector « that results from the stationary
phase argument. The result is that the longitudinal velocity field can be written as

the convolution of the unperturbed front with a specific Gaussian kernel

— 0 — [, hom _ . Vx
us(t,x,z =0) = [ul™(,,r = (x,0)) * Ni] (¢ ﬁCOst),

where

¢ c2t? X — Xg|2 + 22
(AT Nl = e (0] IR
Vx| zs | Vx| |25
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