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Abstract. We develop an efficient numerical method to compute single slit or dou-
ble slit diffraction patterns from high frequency wave in inhomogeneous media. We
approximate the high frequency asymptotic solution to the Helmholtz equation using
the Eulerian Gaussian beam summation proposed in [20, 21]. The emitted rays from
a slit are embedded in the phase space using an open segment. The evolution of this
open curve is accurately computed using the recently developed Grid Based Particle
Method [24] which results in a very efficient computational algorithm. Following the
grid based particle method we proposed in [23, 24], we represent the open curve or
the open surface by meshless Lagrangian particles sampled according to an under-
lying fixed Eulerian mesh. The end-points of the open curve are tracked explicitly
and consistently with interior particles. To construct the overall wavefield, each of
these sampling particles also carry necessary quantities that are obtained by solving
advection-reaction equations. Numerical experiments show that the resulting method
can model diffraction patterns in inhomogeneous media accurately, even in the occur-
rence of caustics.

AMS subject classifications: 34E05, 78A05, 78A45
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1 Introduction

Diffraction is one of the most commonly seen phenomena in wave propagation. When-
ever an incident wave encounters an obstacle, it bends itself around such a small obstacle
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(a) (b)

Figure 1: Setup for (a) single slit diffraction and (b) double dlit diffraction.

or it spreads itself out through small openings. In this paper, we concentrate on the sec-
ond case and we will consider the single slit diffraction or the double slit diffraction. The
setup of the problem is shown in Fig. 1. In both of these experiments, we for simplicity
consider only that the incident wave has a plane wavefront when it hits the slit(s). This
can be done by, for example, assuming that a point source is placed far away from the
slit(s). We let b be the width of a slit. In double slit diffraction, we further let a be the
distance between two slits. The incident wave has an incident wavelength 2π/ω≪b.

Mathematically, such behavior cannot be predicted by solving the wave equation us-
ing the usual geometrical optics method. This high frequency asymptotic method com-
putes wavefield only along ray trajectories which are governed by the Fremat’s principle.
In shadow region where no ray is reaching, the method fails to explain for the spreading
of diffraction wave. There is no mechanism in usual geometrical optics to explain for the
bending of ray near an obstacle.

Various methods were proposed to include the diffraction phenomenon in the high
frequency asymptotic solution. One of the first attempts was the geometrical theory of
diffraction (GTD) [17, 26, 32, 33]. The idea was to introduce diffracted rays in addition
to the typical geometrical optics rays. These extra rays added correction to the asymp-
totic expansion by geometrical optics. Different types of diffracted rays were introduced
to account for various kinds of scatterer surfaces [25]. However, similar to geometri-
cal optics, typical GTD fails near caustics and special treatment has to be introduced
to extend the usual GTD to compute the wavefield near these transition regions [18].
Another approach was the (ray-based) complex geometrical optics (CGO) which dealt
with complex rays instead of usual real rays as in the original geometrical optics [9–11].
Diffraction of an initial beam of the Gaussian form was correctly calculated even in some
inhomogeneous media [3, 4, 10, 19]. Relating to the CGO, the Gaussian beam summation
method can also provide a powerful framework for constructing uniform asymptotic so-
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lutions systematically even at caustics. The idea underlying Gaussian beams is simply to
build asymptotic solutions to partial differential equations concentrated on a single curve
through the domain; this single curve is nothing but a ray as shown in [31]. The existence
of such solutions has been known to the pure mathematics community since sometime
in the 1960s [1], and these solutions have been used to obtain results on propagation of
singularities in hyperbolic PDEs [16,31]. An integral superposition of these solutions can
be used to define a more general solution that is not necessarily concentrated on a sin-
gle curve. Gaussian beams can also be used to treat pseudo-differential equations in a
natural way, including the Helmholtz equation and the Schrödinger equation.

In geophysical applications, Gaussian beam superpositions have been used for seis-
mic wave modeling [7] and for seismic wave migration [15]. The numerical implemen-
tations in these works were based on ray-centered coordinates which proved to be com-
putationally inefficient. More recently, based on [31, 40], we proposed a purely Eulerian
computational approach in [21] and [20] which overcomes some of these difficulties. The
idea is to first follow the ansatz proposed in [31, 40] to construct Gaussian beams to the
Helmholtz equation along central rays. Mathematically, this ansatz constructs an ap-
proximate phase function with an imaginary part as a Taylor expansion around a central
ray by using phase derivatives on the central ray. To have a corresponding Eulerian for-
mulation capturing multi-valued phases and caustics, [20, 21] have applied the Eulerian
Gaussian beam approach. The Eulerian method proposed in [20,21] is based on level sets
and paraxial Liouville equations [22,29,30] and is designed to solve Helmholtz equations
in the high frequency regime.

In this paper, we will apply the Gaussian beam summation method to compute diffrac-
tion patterns in both homogeneous and inhomogeneous media. Even though we are lim-
iting our discussion to only the single slit and the double slit diffraction, the proposed
algorithm can be naturally applied to diffraction patterns due to multiple slits (of any
apertures and locations). One main idea in this paper is to implicitly represent all beams
coming out from a slit in the phase space using an open curve. This open segment will be
moved according to the characteristics of an Liouville equation.

In this work, we will apply the method we have recently introduced in [23,24] which
can naturally model various motions of an open curve or an open surface in two dimen-
sions and three dimensions. When we are constructing the wavefield, we also need to
solve Liouville equations along with the interface motion. We will extend the approach
in [24] to solve advection-reaction equations. The approach is to first solve the reaction
part along the characteristic using high order ODE solver at each time step and then to
approximate the quantity using least square fitting at the new sampling locations.

The advantages of this approach are multi-folded. Just like the Eulerian methods we
developed in [20,21], the framework in this paper gives a quasi-uniform resolution of ray
distribution so that the resulting Gaussian beam summation will as well have a uniform
resolution. On the other hand, unlike the Eulerian Gaussian beam approaches based on
the level set method, the current formulation does not require interpolation of various
quantities on the underlying mesh in order to construct the overall wavefield. Moreover,
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the ability to accurately deal with the motion of an open curve and surfaces with high
co-dimensionality makes the proposed algorithm computationally accurate and efficient.

The rest of the paper will be organized as follows. We will first describe in Section 2
the construction of the high frequency asymptotic solution to the paraxial wave equation
using the Eulerian Gaussian beams summations. In Section 3, we will introduce a new
numerical method for solving the necessary partial differential equations for the summa-
tion process. Various examples will be given in Section 4 to demonstrate diffractions of
the wave equation in different apertures and media.

2 Gaussian beams (GB)

2.1 Construction of Lagrangian Gaussian beams

We construct an asymptotically valid solution Ψ(x,z;ω) for the Helmholtz wave equation
concentrated on a single curve γ. Namely, |Ψ(x,z;ω)| is small away from γ, and it will
satisfy the Helmholtz equation up to O(ω−M) for some fixed positive number M under
some appropriate norm [31, 39]. Here we are interested in constructing the lowest-order
Gaussian beam so that the Helmholtz equation will be satisfied up to O(ω−1/2) in the L2

sense.

To construct such Gaussian beams for the Helmholtz equation

∇2U+
ω2

c2(x,z)
U =0, x∈Ω⊂R

2, (2.1)

we follow [20, 21, 31, 40] and start with the WKBJ ansatz

U(x,z)≈A(x,z)exp
(

iωτ(x,z)
)

. (2.2)

The functions A(x,z) and τ(x,z) are both assumed to be smooth, and these requirements
are feasible because the beam solution is constructed to be concentrated on a single curve;
this is the essential difference between traditional WKBJ asymptotic solutions and Gaus-
sian beam solutions. As a result, the requirements on the phase function τ are slightly
different from those of traditional WKBJ asymptotics. We will require that τ is real val-
ued on γ, but away from this curve γ, τ can be complex valued with the restriction that
the imaginary part of the second-order derivative τxx is positive definite.

Substituting this ansatz into (2.1) and equating the terms of leading order, we obtain
the eikonal equation for the traveltime τ and the transport equation for the amplitude A

|∇τ|2 =
1

c2
, (2.3a)

∇τ ·∇A+
1

2
A∇2τ =0. (2.3b)
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In many applications, let z be vertically up, we will assume that the wave will travel only
in the positive z-direction and therefore the traveltime field satisfies

∂τ

∂z
>0, (2.4)

i.e., rays are subhorizontal. In this case, we introduce the following Hamiltonian for the
Helmholtz equation

H(x,p)=−
√

1

c2(x,z)
−p2, (2.5)

where p=τx.
According to the Gaussian beam theory [31], the ray γ is nothing but the x-projection

of bicharacteristics (x(z),θ(z)) satisfying the following Hamiltonian system

ẋ=
dx

dz
= tanθ, (2.6a)

θ̇ =
dθ

dz
=

1

c
(cz tanθ−cx), (2.6b)

where θ is the angle between the ray direction and the positive z-axis and the phase vari-
able p relates to this ray angle through the relationship p= sinθ/c(x,z). Along bicharac-
teristics, the phase function satisfies

τ̇ =
dτ

dz
=

1

ccosθ
. (2.7)

To determine the second order derivative τxx along bicharacteristics, we solve the
following variational system for matrix-valued solutions B(z) and C(z):

Ḃ=−HT
xpB−HxxC, B|z=0 = B0, (2.8a)

Ċ= HppB+HxpC, C|z=0 =C0, (2.8b)

where the derivative is the material derivative along the characteristics, I is the identity
matrix, the matrix B0 is chosen to take into account the initial phase function and to have
an imaginary part which is positive definite. In two dimension, we have

Hxx =
cos2θ(ccxx−3c2

x)+c2
x

c3cos3 θ
, (2.9a)

Hxp =
cx tanθ

ccos2 θ
, Hpp =

c

cos3θ
. (2.9b)

Here B=B(z;x0,θ0) and C=C(z;x0,θ0) are taken to be the variations of p= p(z;x0,θ0) and
x= x(z;x0,θ0) along the bi-characteristics with respect to the initial point x0 =α,

B(z;x0,θ0)=
∂p

∂α
, C(z;x0,θ0)=

∂x

∂α
. (2.10)
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We notice that BC−1 yields the Hessian of the phase function τ along the bi-characteristics.
Solution to the above equations exists on any interval t∈ [0,T]. Moreover, we have the
following lemma on the bound of the solution [31, 40].

Lemma 2.1. Under the above assumptions, C(z) is non-singular for any z, and Im(BC−1) is
positive definite.

Since p(z)=τx(z) along bicharacteristics, we can use the following second-order Tay-
lor expansion to define a smooth global approximate phase function

τ(x,z;x0,θ0)=τ(z;x0,θ0)+p(z;x0,θ0)·
(

x−x(z;x0,θ0)
)

+
1

2

(

x−x(z;x0,θ0)
)T

(BC−1)
(

x−x(z;x0,θ0)
)

. (2.11)

Next we need to determine the amplitude function A. According to the beam theory,
the amplitude function A satisfies the transport equation

Ȧ=−1

2
trace(BC−1)A, A|z=0 =A0(x0,θ0), (2.12)

with A= A
√

cosθ/c. To reduce the number of equations, we introduce M = BC−1 and
simplify Eqs. (2.8b) and (2.12) to the following Ricatti equation

Ṁ=−(Hxx+2HxpM+HppM2), (2.13a)

Ȧ=−1

2
tr(M)A. (2.13b)

Numerically, it is hard to guarantee the condition in Lemma 2.1 by solving the equa-
tion of M using typical integrators such as TVD-RK3. Accumulation of numerical error
could drive the imaginary part of M to be negative and therefore the magnitude of the
beam solution will blow up as

|x−x(z;x0,θ0)|→∞.

To better impose the positivity of Im(BC−1) in Lemma 2.1, we modify the imaginary part
of M= Mr+iMi by introducing M= Mr +iMi and Mi = logMi, so that (2.13b) becomes

Ṁr =−
(

Hxx+2HxpMr+Hpp(M2
r −exp(2Mi))

)

, (2.14a)

Ṁi =−2(Hxp+HppMr), (2.14b)

Ȧ=−1

2

(

Mr+iexp(Mi)
)

A. (2.14c)

To obtain a smooth global approximate amplitude function, we simply use the exten-
sion

A(x,z;x0,θ0)=A(z;x0,θ0). (2.15)
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It is possible to construct a higher order approximation to the amplitude function [39].
However, without taking into account of a higher order Taylors approximation of the
phase function, such a high order approximation will not result in a high order construc-
tion of the overall wavefield. In practice, we can obtain good asymptotic solution already
using only the zeroth-order approximation to the amplitude function with a second-order
Taylor approximation to the phase function.

Inserting (2.11) and (2.15) into the WKBJ ansatz yields an asymptotically valid solu-
tion

Ψ(x,z;x0,θ0)= A(x,z;x0,θ0)exp
[

iωτ(x,z;x0,θ0)
]

, (2.16)

concentrated on a single smooth curve γ which is the x-projection of the bicharacteristic
emanating from (x0,θ0) at z= z0 =0.

The asymptotic solution of the overall wavefield is obtained by integrating all the
beams parametrized by the initial point (x0,θ0)

U(x,z)=d(ǫ,ω,n)
∫

θ0

∫

x0

Ψ(x,z;x0,θ0)dx0dθ0, (2.17)

for some normalization constant d(ǫ,ω,n).

2.2 Initializing Gaussian beams

If A0(x) and τ̃0(x) are given in specific expressions, then we may use the following strat-
egy to initialize beam propagation

x|z=0 = x0, (2.18a)

θ|z=0 = θ0 =sin−1
(

c(x0,0)
∂τ̃0

∂x
(x0)

)

, (2.18b)

τ|z=0 = τ̃0(x0), (2.18c)

M|z=0 = M0 =
∂2τ̃0

∂x2
(x0)cosθ0+iǫcos2θ0, (2.18d)

A|z=0 =A0(x0). (2.18e)

Consequently, the resulting beam ingredients are functions of x0 only, and the approxi-
mate functions

τ(x,z;x0,θ0)=τ(x,z;x0) and A(x,z;x0,θ0)=A(x,z;x0).

Furthermore, the beam summation formula will be modified to be the following:

U(x,z)=d(ǫ,ω,n)
∫

x0

Ψ(x,z;x0)dx0, (2.19)
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where

Ψ(x,z;x0)= A(x,z;x0)exp
(

iωτ(x,z;x0)
)

, A(x,z;x0)= A(z;x0), (2.20a)

τ(x,z;x0)=τ(z;x0)+p(z;x0)·
(

x−x(z;x0)
)

+
1

2

(

x−x(z;x0)
)T

M
(

x−x(z;x0)
)

. (2.20b)

The following lemma proved in [39] holds in terms of recovering the initial data by
the initial beam summation:

Lemma 2.2. Let φ0∈C∞(R
n) be a real-valued function and a0 ∈C∞

0 (R
n). Define

u(x)= a0(x)exp[iωφ0(x)], (2.21a)

v(x;y)=
( ǫω

2π

)
n
2
a0(y)exp

{

iω
[

φ0(y)+φ′
0(y)(x−y)

]

+
ω

2
[iφ′′

0 (y)−ǫ](x−y)2
}

. (2.21b)

Then
∥

∥

∥
u(x)−

∫

Rn
v(x;y)dy

∥

∥

∥

L2
≤C

( 1

ǫω

)1/2
, (2.22)

for some constant C.

The parameter ǫ in the beam decomposition controls the initial beam width since the
amplitude of the beam decays away from the center in the order of

O
(

exp
[−ǫω

2
(x−y)2

])

. (2.23)

Theoretically, this parameter will not affect the asymptotic order as ω →∞ if it is inde-
pendent of ω and therefore we can arbitrarily pick this width. One simple way is to pick
unity for ǫ. In this case, as seen from the estimate, the initial condition of this particular
asymptotic decomposition converges to the exact initial profile in the order of O(ω−1/2).

In numerical implementation, on the other hand, numerical quadrature for the beam
integral will introduce errors as well. Suppose that we shoot out rays parameterized
by y with a uniform spacing ∆x, and we approximate the integral by a simple mid-
point quadrature. Then the overall error in approximating the initial wavefield will be
O

(

(ǫω)−1/2+∆x2
)

. If ǫ=1, then the error is O
(

ω−1/2+∆x2
)

; in other words, if ω is fixed
and we increase the number of beams by letting ∆x→0, then the approximation error in
the initial wavefield is still in the order of ω−1/2, which is undesirable.

In [20], we have proposed to choose the initial beam width ǫ according to ω and ∆x so
that the error in the decomposition is O(∆x) which converges to zero as we increase the
number of beams. Consider one Gaussian centered at zero in the form of exp(−ǫωy2/2),
which has the standard deviation of σ = 1/

√
ǫω. Since this Gaussian decays to almost

zero 3σ away from the center, we have proposed to resolve this Gaussian using a fixed
number of grid points. Numerically, we use three grid points to resolve 3σ, which gives
ǫ=1/ω∆x2.
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This particular choice of ǫ, however, depends explicitly on ω. This might affect the
asymptotic order as ω→∞. To simplify the analysis in the order of convergence of the
asymptotic solution, we take

∆x=O(ω−1/2),

which gives
ǫ=1/ω∆x2 =O(1).

So the typical Gaussian beam theory [31, 40] (which uses ǫ = 1) follows which gives the
asymptotic solution of order O(ω−1/2).

Other type of initial beam decomposition is possible. In [20], we have proposed and
have systematically studied various way to initialize each Gaussian beams components.
We refer interested reader to that paper for a more detailed description.

2.3 Eulerian Gaussian beams (EGB)

By the level set methodology we embed the ray tracing system into the Liouville equation
in phase space. Let

φ(x,θ,z)∈R, ψ(x,θ,z)∈R, and T(x,θ,z)∈R.

We have the following level set equations and the phase equation

φz+u·φx+v·φθ =0, φ(x,θ,0)= x, (2.24a)

ψz+u·ψx +v·ψθ =0, ψ(x,θ,0)= θ, (2.24b)

Tz+u·Tx +v·Tθ =
1

ccosθ
, T(x,θ,0)=τ0(x), (2.24c)

where u= ẋ and v= θ̇. Similarly we have the equations for A and M,

Az+u·Ax+v·Aθ =−1

2
MA, (2.25a)

Mz+u·Mx +v·Mθ =−
(

Hxx+2HxpM+HppM2
)

, (2.25b)

with the initial conditions

A|z=0 =A0(x,θ), (2.26a)

M|z=0 = M0(x,θ). (2.26b)

In the previous subsection, we have described the way to initialize the beam in the La-
grangian framework. Here, on the other hand, the function A and M are defined in the
whole phase space even though all necessary components to construct the wavefield are
required on the level set

Γ0 =
{

sin(ψ)
/

c(φ,0)− τ̃′
0(φ)=0

}

. (2.27)
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Figure 2: Eulerian Gaussian Beam with the initial wavefunction decomposed using the asymptotic decomposition.
The set of sampling points Γ in [20, 21] are shown in blue dots. The useful level set is plotted using a black
solid line.

There is no unique way how to embed the initial condition for A and M and extend them
from the level set Γ0 to the entire phase space. One simple possibility is to set

A0(x,θ)= A0(x) and M0(x,θ)=
∂2τ̃0

∂x2
(x)cosθ+iǫcos2 θ.

Another way is to extend the quantities orthogonally away from the zero level set as in
the usual level set method [27, 41].

Now we have all ingredients for constructing Eulerian Gaussian beams solution for
z >0. The first step is to extract the necessary information by looking into the zero level
set defined by

Γ(z)=

{

(x,θ) :
sin

(

ψ(x,θ,z)
)

c
− ∂τ̃0[φ(x,θ,z)]

∂x
=0

}

. (2.28)

Then the wavefield can be computed by

U(x,z)=d(ǫ,ω,n)
∫

x′,θ′
Ψ(x,z;x′,θ′)δ[Γ(z)]dx′dθ′

=d(ǫ,ω,n)
∫

Γ(0)
Ψ(x,z;x′,θ′(x′))dx′. (2.29)

Numerically, however, the implementation of the δ-function could be tricky. One has to
smooth it across several grid size and to replace it by a discrete δ∆x-function. Another
approach described in [20, 21] is to first explicitly determine the set of points on the zero
level set which intersect with the grid lines. Then one interpolates all necessary com-
ponents at these locations and then integrates them to get the wavefunction, as shown
in Fig. 2. We refer interested readers to those references for further explanations on this
approach.

In the next section, we will describe a new grid-based particle method which does not
require any extension from the necessary level set to the whole computational domain
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and also does not need any extraction of the Γ(z) level set in the summation process. We
will further address this issue in Section 2.4.

2.4 Eulerian Gaussian beams for single/double slit diffraction

2.4.1 Representation using open curves

Up to this point, we have introduced the Eulerian Gaussian beams approach to construct
the high frequency asymptotic solution to the Helmholtz equation. However, the above
construction requires that the initial wavefield is given for all x∈R. This is numerically
very inefficient. Since the solution to the transport equation (2.12) is

A(z)=
A0(x0,θ0)

√

det(C(z;x0,θ0))
, (2.30)

all beams with A0=0 contributes nothing to the overall wavefield for any z. More impor-
tantly, when we are modeling the diffraction from a slit, the initial wavefield is defined
only for x ∈ Ωslit ⊂ R, where Ωslit is the slit locations. For example, in the single slit
diffraction as shown in Fig. 1, the initial wavefield is defined for the b-width region. In
the Eulerian formulation, this implies that we are given and are interested only on one
segment (single slit) or several segments (multiple slits) of the level set in the phase space
given by

Γslit(z)=

{

(x,θ) :
sin(ψ(x,θ,z))

c(x,z)
− ∂τ̃0[φ(x,θ,z)]

∂x
=0, and φ(x,θ,z)∈Ωslit

}

. (2.31)

The summation formula to construct the wavefield can be further simplified to

U(x,z)=d(ǫ,ω,n)
∫

x′,θ′
Ψ(x,z;x′,θ′)δ[Γslit(z)]dx′dθ′

=d(ǫ,ω,n)
∫

Γslit(0)
Ψ(x,z;x′,θ′(x′))dx′. (2.32)

One can definitely follow the same approach as in [20,21] by first obtaining all neces-
sary components on the computational mesh and then interpolating the solutions at the
some sampling locations on the zero level set, as shown in Fig. 2. To initialize these func-
tions in the original Eulerian framework, we have mentioned in the previous subsection
that one has to somehow extend the initial conditions from one particular level set to the
entire phase space. It is not trivial if the initial curve is an open segment as in the current
case. One simple fix is to first extend the set Γslit to Γ and then initialize these components
accordingly. For instance, one can extend A to the whole phase space by defining A =0
for x /∈Ωslit. The description in the previous subsection can then be extended naturally.
We can solve the same Liouville systems for the level set functions φ (2.24c) and ψ (2.24c),
the traveltime function T (2.24c), the amplitude function A (2.25b) and also the Hessian
M (2.25b).
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The main concern in applying this approach is the accuracy in solving the Liouville
equation for the amplitude function. It is numerically challenging to maintain an accurate
solution for z > 0. For example, if one is solving (2.25b) using WENO-TVDRK methods
as in typical level set methods, it could be difficult to maintain the shape discontinuity
of A along the level set Γ. If one is solving A(x,z) for z > 0, using the semi-Lagrangian
method as in [20–22] to trace back along the characteristics, it could be tricky to accurately
interpolate A on the initial mesh.

Moreover, in modeling propagation from only a small slit, this approach is not com-
putationally efficient since the useful level set Γslit consists of only one or several small
segment(s) in the whole phase space. It is therefore more desirable to apply a numerical
scheme which can naturally and directly model the motion of open segment(s).

2.4.2 Initial wavefield decomposition

In this section, we will discuss the accuracy in recovering the incident wavefield at the
slit using the Gaussian beam decomposition we described in the previous section. With-
out loss of generality, we consider a single slit centered at x = 0 with width b and the
domain is x∈ [−xmax,xmax] with xmax > b/2. With the formulation we described above,
we decompose the initial wavefield into the sum of Gaussian profiles

U(x,0)=χΩslit

≃
(ǫω

2π

)1/2∫

Ωslit

exp
[

− ǫω

2
(x−y)2

]

dy (2.33a)

≃
(ǫω

2π

)1/2
∆x

M

∑
i=−M

exp
[

− ǫω

2
(x−xi)

2
]

, (2.33b)

where ǫ=1/ω∆x2, χΩslit
is the characteristic function which equals 1 if x∈Ωslit=[−b/2,b/2]

and 0 otherwise, xi for i =−M,··· ,M is a uniform discretization of the interval Ωslit and
∆x=b/2M.

This discretized decomposition (2.33b) is slightly different from the decomposition in
the radial basis function approximation [5], in which one computes the projection of the
initial function into the space spanned by some radial basis functions. For instance, one
determines the coordinates/weights λi for i=−N,··· ,N by minimizing

min
λi

∣

∣

∣
χΩslit

−
N

∑
i=−N

λiexp
[

− ǫω

2
(x−xi)

2
]
∣

∣

∣

2
, (2.34)

with x±N =±xmax. For this discontinuous initial profile, the interpolant

N

∑
i=−N

λi exp
[

− ǫω

2
(x−xi)

2
]

, (2.35)

unfortunately shows undesired oscillations near the discontinuity which does not decay
to zero as N→∞. This Gibbs phenomenon has recently been carefully studies [12].
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On the other hand, our approximation uses only (2M+1) beams centered at x−M =
−b/2,··· ,xM =b/2, rather than (2N+1) basis as in the radial basis function interpolation.
Since the weight for each of these Gaussian profiles is positive, the resulting approxima-
tion (2.33b) does not show spurious oscillations nears the boundaries x=±xmax as in the
Gibbs phenomenon.

Indeed, the approximation (2.33b) will always generate non-zero incident wavefield
for |x|> b/2. However, since each beams decays to almost zero when x is 3σ away from
the center with σ = 1/ǫω = ∆x is the standard deviation of the Gaussian, the recovered
wavefield (2.33b) is well-approximated by zero for

∣

∣|x|−b/2
∣

∣>3σ.

In this sense, the support of the recovered incident field converges to the exact initial
wavefield in the order of O(∆x).

For other choice of ǫ, the parameter (ǫω) places a very important role in the error from
the initial condition decomposition. Using the terminology in the radial basis function
interpolation, this parameter is also called the shape parameter which also controls how
well-condition is the projection we discussed above. In the continuum limit (2.33a), we
have

(ǫω

2π

)1/2∫ b/2

−b/2
exp

[

− ǫω

2
(x−y)2

]

dy

=
1

2

{

Erf
[ 1√

2σ

(

x+
b

2

)]

−Erf
[ 1√

2σ

(

x− b

2

)]

}

, (2.36)

where Erf(x) is the (Gauss) error function given by

Erf(x)=
2

π

∫ x

0
exp(−t2)dt. (2.37)

This decomposition also converges to χΩslit
, as σ→0.

2.4.3 Numerical approaches

Even though it is more computationally efficient to model the incident wavefield using
an open curve in the phase space, it is numerically more challenging to compute its evo-
lution in the Eulerian framework.

One simple method is to directly apply the level set method, [2] in the content of
image analysis implicitly represented the open curves using the centerline of a level set
function, i.e., the curve of interest is the zero level set. Numerically this is challenging
since the level set function gives almost no zero value. To overcome this issue of numer-
ical difficulties, the authors considered the µ-level set instead. But then the curve can
never be recovered and there is always an O(µ) smoothed zone near the interface.

A second approach was the work of [35] for modeling spiral crystal growth. The idea
was based on the level set method [28] where the author used the intersection of two level
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set functions to represent the codimension-two boundary of the open curve/surface. The
curve/surface of interest was implicitly defined as the zero level set of one signed dis-
tance function at which the other one was positive, i.e.,

S=
{

x : φ(x)=0 and ψ(x)>0
}

.

However, one had to define velocities for not only the level set function φ which repre-
sented the curve/surface of interest, but also the level set functions ψ which was used
solely to define the codimension-two boundary. Moreover, the method proposed in [35]
worked only for fixed-end curve and it is not clear how to define the velocity for ψ so
that the evolution of the boundary satisfied certain given motion law. A generalization to
this approach was proposed in [36] for constructing open surfaces from point cloud data.
The method incorporated the method proposed in [6,8] to allow motion of the boundary.
Computationally, all these methods were not efficient since one has to solve not only one
to get the implicit representation of the open curve/surface, but the number of PDEs, i.e.,
the number of the level set functions, equaled to the codimension of the object.

Another approach was the vector distance function method [14] which extended the
signed distance function of the level set method. The vector distance function was de-
fined as

φ(x)=x−y,

with y the closest point from the grid point x to the interface. Therefore, this vector
valued function embedded not only the distance and the inside/outside information,
but also the normal vector. Unfortunately, this representation required solving the same
number of PDE’s to the dimension of the space where the object is living, independent of
the codimension of the object. In particular, the method required solving two PDEs for
modeling open/closed curves/surfaces in R

2.

Based on the grid based particle method we have introduced in [24], we have intro-
duced a new numerical technique in [23] which can naturally model various motions
of an open curve or an open surface in two dimensions and three dimensions. We will
summarize the method in the next section.

3 The grid-based particle method (GBPM)

In this section, we introduce a newly developed numerical method which can naturally
model evolution of open curves and can also solve these Liouville equations along with
the motion. We will first summarize the method in Section 3.1 and then we will explain
how the open curves motion can be taken care of in Section 3.2 and how this method can
naturally solve the Liouville equation in Section 3.3.
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3.1 The method

In this section, we give a general recipe of the grid based particle method. For a complete
description of the algorithm, we refer the readers to [24].

In [24] and also in this paper, we represent the interface by meshless particles which
are associated to an underlying Eulerian mesh. In our current algorithm, each sampling
particle on the interface is chosen to be the closest point from each underlying grid point
in a small neighborhood of the interface. This one to one correspondence gives each
particle an Eulerian reference during the evolution. The closest point to a grid point, x,
and the corresponding shortest distance can be found in different ways depending on the
form in which the interface is given.

At the first step, we define an initial computational tube for active grid points and
use their corresponding closest points as the sampling particles for the interface. A grid
point p is called active if its distance to the interface is smaller than a given tube radius,
ǫ, and we label the set containing all active grids Υ. To each of these active grid points,
we associate the corresponding closest point on the interface, and denote this point by y.
This particle is called the foot-point associated to this active grid point. This link between
the active grid points and its foot-points is kept during the evolution. Furthermore, we
can also compute and store certain Lagrangian information of the interface at the foot-
points, including normal, curvature and parametrization, which will be useful in various
applications.

As a result of the interface sampling, the density of particles on the interface will
be roughly inversely proportional to the local grid size. This relation provides an easy
adaptive approach in the current grid based particle method. In some regions where one
wants to resolve the interface better by putting more marker particles, one might simply
locally refine the underlying Eulerian grid and add the new foot-points accordingly.

This initial set-up is illustrated in Fig. 3(a). We plot the underlying mesh in solid line,
all active grids using small circles and their associated foot-points using squares. On the
left most sub-figure, we show the initial set-up after the initialization. To each grid point
near the interface (blue circles), we associate a foot-point on the interface (red squares).
The relationship of each of these pairs is shown by a solid line link. In practice, we do
not necessary use such a thick computational tube. Since the thicker the tube, the more
over-sampling of the interface. Usually, we use ǫ =1.1h which already gives a relatively
good sampling.

To track the motion of the interface, we move all the sampling particles according to
a given motion law. This motion law can be very general, but in this paper, we will only
concentrate on the motion under an external velocity field given by

u=u(y).

Since we have a collection of particles on the interface, we simply move these points just
like all other particle-based methods, which is simple and computationally efficient. We
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Figure 3: Grid Based Particle Method.
From left to right: (a) Initialization, (b) af-
ter motion, (c) after re-sampling, (d) after
activating new grid points with their foot-
points, (e) after inactivating grid points
with their foot points.

can simply solve a set of ordinary differential equations using high order scheme which
gives very accurate location of the interface.

It should be noted that a foot-point y after motion may not be the closest point on
the interface to its associated active grid point p anymore. For example, Fig. 3(b) shows
the location of all particles on the interface after the constant motion u = (1,1)T with a
small time step. As we can see, these particles on the interface are not the closest point
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from these active grid points to the interface anymore. More importantly, the motion
may cause those original foot-points to become unevenly distributed along the interface.
This may introduce both stiffness, when particles are getting together, and large error,
when particles are getting apart. To maintain a quasi-uniform distribution of particles,
we need to resample the interface by recomputing the foot-points and updating the set of
active grid points (Υ) during the evolution. During this resampling process, we locally re-
construct the interface, which involves communications among different particles on the
interface. This local reconstruction also provides geometric and Lagrangian information
at the recomputed foot-points on the interface.

The key step in the method is a least square approximation of the interface using
polynomials at each particle in a local coordinate system, {(n′)⊥,n′}, with y as the origin,
Fig. 4(a). Using this local reconstruction, we find the closest point from this active grid
point to the local approximation of the interface, Fig. 4(b). This gives the new foot-point
location. Further, we also compute and update any necessary geometric and Lagrangian
information, such as normal, curvature, and also possibly an updated parametrization of
the interface at this new foot-point. For a detail description, we refer interested readers
to [24].

3.2 The GBPM for open curves evolutions

In this section, we will briefly summarized [24] and discuss how our algorithm can model
the motion of an open curve (in 2 dimensions). The main idea is to explicitly keep track
of the motion of the end-points of the open curve, and then to enforce this condition on
the boundary locations in the local reconstruction step of the grid-based particle method
we described in the previous subsection.

3.2.1 Representation

As defined before, any grid point which is in a ǫ-neighborhood of the interface is called
active grid point. In Fig. 5, we demonstrate a typical scenario near an end-point of an
open curve. Given an open curve, we first collect active grid points which are within
the ǫ-neighborhood. Then, for each of these active grid points we find the corresponding
closest points on the open curve.

Away from the boundary point (green sun-symbol), the set-up is exactly the same
as before. If an active grid point has a distance greater than ǫ away from the boundary
(green sun-symbol), we simply project the grid point (red square) onto the surface locally
reconstructed by the least square fitting. This gives the associated foot-point (red circle)
on the surface.

For a grid point within the ǫ-neighborhood of the boundary, we assign it with two

foot-points. One is the closest point from the grid point to the open surface, while the
second one is the closest point from the active grid point to the closed boundary and we
will call this second foot-point the boundary-point. In two dimensions, the second foot-
point is just the end-point itself, as shown in Fig. 5.
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(a) (b)

Figure 4: (a) Definition of a local coordinates. (b) Local reconstruction of the interface using the foot-points
(green squares). The new foot-point (red triangle) associated to the active grid point (blue circle) is obtained
by least square fitting a polynomial.

Figure 5: Representation of the open surface and the boundary in the Grid-Based Particle Method. Away from
the boundary-point (the green sun-symbol), the representation is the same as in [24]. Each active grid point (red
diamonds) is associated to its closest point on the interface (red circles). Near the boundary-point, each active
grid point (blue triangles and green squares) is associated to its closest point (red circles or green sun-symbol)
and also the closest boundary point (green sun-symbol).

Note that these two foot-points could be the same or could be different. In Fig. 5, we
plot these special grid points using blue triangles or green squares. Consider the blue
triangles, one of their associated foot-points is still obtained by local least square approx-
imation of the interface, which is plotted using red circles. Since these blue triangle active
grid points are within ǫ from the end point (green sun-symbol), their second foot-points
are also activated which are the closest boundary points (the connectivity is plotted using
a dotted line). In Fig. 5, we plot this type of active grid points using green squares and the
connectivity between the active grid points and their foot-points using a dashed-dotted
line.
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3.2.2 Motion and resampling

Now we discuss how our algorithm incorporates this boundary information in the evo-
lution step and the resampling step. As before, the motion phase of the algorithm is rela-
tively straight-forward. We simply move all sampling points (including both the closest
points and the boundary-points) as in the usual Lagrangian type methods. The motion
law of the closest-points can be very general. We can naturally deal with the motion by
an external velocity field or geometrical motions such as motion by the mean or the Gaus-
sian curvature. The motion law imposed on boundary-points can be explicitly given or
can be determined by local geometry of the boundary such as the curvature or the torsion,
which can be easily computed from local reconstruction of the boundary as described in
the previous section.

For two dimensional cases, there is no need to resample end-points of the open curve
since they are just explicitly tracked points. The resampling of the open surface near the
boundary requires more care. Away from the boundary, the resembling step follows the
procedures in standard grid based particle method. However, near the boundary, we
need to take into account the boundary of the open surface.

The local reconstruction phase of the algorithm is similar as before. For each of the
active grid point p, we consider its neighboring active grids and collect a set of their cor-
responding closest points and, if any, also a separate set of their corresponding boundary-
points. If p is close to the boundary of the open surface, its neighboring active grid point
might be assigned two foot-points which might or might not be the same (the blue trian-
gles and the green squares in Fig. 5, respectively). We will distinguish these two types of
foot-points in this local reconstruction step.

If the set of boundary-points is empty, we will simply use the set of closest points
for local reconstruction, as in the original algorithm in [24]. Otherwise, we will form a
set of sampling points for local reconstruction using both the set of closest points and
also the set of boundary-points. These sampling points have to satisfy the following two
conditions. The first criteria is the same as what we have proposed in [24] that any two
sampling points should be at least of O(h) away, where h is the local mesh size. This
removes any redundant information in the sampling points. The second constraint is
that boundary-points in the sampling set should define at least parts of the boundary of
Ω̃, where Ω̃ is the convex hull formed by the projection of the sampling points on the
tangent plane. This is the first place where we incorporate the boundary information in
the local reconstruction.

In two dimensions, here is the way to construct this sampling set from both the closest
points and the boundary-points. The set of the sampling point starts with the set of the
closest points, for which by default any two of these particles are of at least O(h) away
from each other. Then for each boundary-point, we check if it is O(h) away from all
of the sampling points or not. If not, then we will reject that particular boundary-point
and then repeat the procedure with the next boundary-point. Otherwise, in the local
coordinates system {(n′)⊥,n′} where we denote the boundary-point by (x̂,ŷ) and the set
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(a) (b)

Figure 6: (a) In the original algorithm [24], any potential new foot-point (red triangle) will be rejected if
x∗ /∈ [xmin,xmax] = [min(xj),max(xj)]. (b) In the new algorithm, we associate the new closest point to the
closest boundary-point if the corresponding active grid point is close to the boundary. In this plot, we associate
the active grid point (blue circle) to the particle corresponding to xmin (red triangle) assuming it is a boundary-
point.

of the accepted sampling points by (xj,yj), we check if x̂∈ [min(xj),max(xj)]. If not, then
we will add this boundary-point to the list of the sampling point. Otherwise, we will
use this boundary-point to replace the sampling point corresponding to either min(xj) or
max(xj), whichever closer to x̂.

Now, with these sampling points, we construct a local least square fitting and we de-
note it by y= f (x). To determine the new closest point, we minimize the distance from the
grid point p to the function y= f (x). If the minimum is attained at x∗∈[min(xi),max(xi)],
we follow the same procedure as in [24] and determine the new closest point (x∗, f (x∗)),
accordingly. In the previous algorithm, we deactivated any grid point if this new foot-
point leads to an extrapolation, i.e., if x∗ /∈ [min(xi),max(xi)], Fig. 6(a). For active points
near the boundary, we again enforce the boundary information at this step of the algo-
rithm. We now go back and check if the set of boundary-points is non-empty, i.e., if any
of the active grid points in the neighborhood is of the blue triangle or the green square
type as in Fig. 5. If so, we will assign x∗ to this boundary-point, for example x∗ = xmin

as shown in Fig. 6(b). If none of the neighboring active grid points is associated to a
boundary-point, we will simply deactivate this active grid point as in [24].

All other steps in our algorithm will be the same as described in [24]. We approximate
any Lagrangian information associated to this particle using the local reconstruction of
the surface. For example, the normal vector at this new foot-point is approximated by the
normal vector of the local reconstruction at x∗. The curvature and the global parametriza-
tion can also be updated accordingly.

3.3 The GBPM for solving Liouville equations

In this section, we consider f : Σ(t)→R defined on the surface Σ(t) represented by our
quasi-uniformly distributed but unorganized particles. Considering the following Liou-
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ville equation, we have the following ODE defined along each characteristic

D f
(

y(t)
)

Dt
= g

(

t,y(t), f (y(t))
)

, (3.1)

where D/Dt=∂/∂t+u·∇ is the material derivative along any trajectory of a particle y(t)
on the interface, and g is the source term defined only on the surface. For instance, if f is
one of the level set functions φ or ψ, then the source term g is simply zero and this implies
that the quantity f in this case should be preserved along any particle trajectory. If f is
one of T, A and M, the source term g will be modified according to (2.24c) and (2.25b).

There are two main steps in using the GBPM for solving the advection-reaction equa-
tion. We first solve the advection-reaction equation along with the particle trajectory in
the motion phase. Then for each sampling particle in the resampling step, we use again
least square fitting polynomials to approximate f at new foot-point locations. In the re-
maining subsections, we will discuss these two main steps in details.

3.3.1 Motion phase

Solving this Liouville equation is relatively straight-forward in the motion phase of our
formulation. Since we are representing the interface Σ(t) using Lagrangian particles,
we can simply solve a system of ODE’s to update the function value f carried by each
particle. Denoting yi(tn) the location of the foot-point associated to an active grid point
xi at the time t= tn. According to the motion u=u(yi), we solve the following system of
ODE

dy(t)

dt
=u(y(t)), (3.2a)

D f (y(t))

Dt
= g

(

t,y(t), f (y(t))
)

, (3.2b)

for one timestep from tn to tn+1 with the initial conditions

y(tn)=yi(tn) and f (y(tn))= f (yi(tn)).

This system can be solved easily using any ODE integrator such as the TVD-RK method
[34]. To improve the stability, we can also apply any implicit schemes in a straight-
forward way if the source term does not depend on the local geometry of the surface.
We will study and develop implicit schemes for solving geometry-depending PDE on an
evolving surface in a later paper.

These new particle locations indeed sample the surface Σ(tn+1) at tn+1. Note however
that since these particles are in general not the closest points from their associated active
grid points, we denote these solutions at tn+1 by y∗

i (tn+1) and f (y∗
i (tn+1)), rather than

yi(tn+1) and f (yi(tn+1)).
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3.3.2 Resampling phase

The next step in the algorithm is to resample the surface by recomputing the closest point
from an active grid point to the interface by locally reconstructing the surface using least
square fitting. For solving the Liouville equation, we have to update the function value
at the new foot-point location yi(tn+1) using the function values at y∗

j (tn+1). This is es-

sentially an approximation problem. Given

f (y∗
j (tn+1)), for j=1,··· ,m,

we need to approximate f (yi(tn+1)). In this paper, we consider the local coordinates at
y∗

i (tn+1) and approximate the function value on the tangent plane. As an example, we
here discuss in details the two dimensional formulation. Higher dimensions extension is
relatively simple. In the local coordinate {(n′)⊥,n′} with n′ the normal vector associated
to the foot-point yi(tn), we express the function f in terms of this local coordinates (x̃,ỹ).
This gives

f (x,y)= f
(

x̃,ỹ(x̃)
)

= f (x̃), (3.3)

where ỹ(x̃) is the least square polynomial we used to locally approximate the interface.
Let x̃∗ be the minimizer which leads to the location for the new foot-point, Fig. 7(a), we
have the following approximation problem. Given m data points (x̃j, f (x̃j)) for j=1,··· ,m,
we want to approximate f (x̃∗). Various interpolation or approximation methods could be
used. In the current formulation, we again use the least square technique and determine
a polynomial approximation f̃ to the function f according to the data points. Then the
function value at the new foot-point is given by f̃ (x̃∗) as shown in Fig. 7(b), i.e.,

f
(

yi(tn+1)
)

= f̃ (x̃∗). (3.4)

3.4 Gaussian beam summation

Once we have obtained all necessary components at the foot-points, we can construct the
resulting wavefield generated by these sampling beams.

On the right subplot in Fig. 8, we have demonstrated a typical sampling scenario ob-
tained by the grid based particle method. In Fig. 2, the sampling particles are obtained
by finding the zero’s of the level set function at each xi using linear interpolations. In the
grid base particle method, these sampling particles are closest points from the underly-
ing uniform mesh. There is a fundamental difference between these two solutions. Using
the pure Eulerian formulation as in Fig. 2, we immediately obtain for any grid point xi

all arrival-angle(s) θ(xi), and also the corresponding arrival-time(s) and other necessary
components for constructing the induced wavefield. In the grid based particle method,
on the other hand, the sampling is only quasi-uniform. The sampling locations depend
on not only the underlying mesh size ∆x, but also the geometry of the curve. To compute
all arrival-angles and their corresponding arrival-times at a particular receiver location



780 S. Leung and H. Zhao / Commun. Comput. Phys., 8 (2010), pp. 758-796

(a) (b)

Figure 7: (a) Local reconstruction of the interface using the foot-points (green squares). The new foot-point
(red triangle) associated to the active grid point (blue circle) is obtained by least square fitting a polynomial.

(b) Approximating f̃ (x̃∗) (red triangle) by least square fitting a polynomial using f (x̃j) (green squares).

Figure 8: The sampling particles (blue dots) of the level set in the grid based particle method. Note the
difference on the sampling from Fig. 2.

xi, we need to further interpolate all sampling foot-points. However, we will not fur-
ther study the implication of this difference in the sampling since we can still eventually
obtain the overall wavefield on a uniform mesh in the real space.

For each of the foot-points (xi,θi) on the open curve at a given z, we first compute the
wavefield Ψ induced by this particular arrival beam using (2.20b). One could definitely
speed up the computations by looking at only a small neighborhood of the central beam
since the magnitude of the wavefield decays exponentially away from each of these beam
anyway [39]. But in this current implementation, we do not study the relationship of
applying such a mask function with the accuracy of the final solution, and we simply
determine the induced wavefield everywhere in the computational domain.

The next step is to sum up all these contributions according to the initial parametriza-
tion of all arrival beams, i.e., summing up these beams according to (2.32). Associated to
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all foot-points, we have the level set function φ which acts as a natural parameterization
in the case since the incident rays can be parametrized by their incident location x′ as in
(2.32). As shown in the left subplot in Fig. 8, the function value of φ essentially provides
the takeoff location of the arrival beam.

Approximating the integral (2.32), we need to determine the weight for the wave-
field induced by each arrival beam. We first sort these φi at these foot-points (xi,θi) for
i=1,··· , I. It is possible that several foot-points might have the same φi. For example, con-
sidering the initial setup where we consider a horizontal curve. Active grid points from
above and below the interested segment will coincide to the same points, giving the same
φi for multiple foot-points. In this case, we first eliminate the redundant foot-points in
this summation process and average all carrying function values among these redundant
particles. Then, the weight for each of these distinct arrival beams will be computed by
the average of the distances between the two neighboring φi’s. Mathematically, assuming
φi is sorted, we have

wj =∆φj =
1

2

∣

∣φj+1−φj−1

∣

∣.

3.5 Algorithm

To end this section, we first summarize the whole algorithm in obtaining diffraction pat-
terns using Eulerian Gaussian beams and the grid based particle method. Then we will
discuss the computational complexity of the proposed algorithm and will compare it
with different approaches.

Algorithm 3.1: Diffraction pattern using EGB and GBPM

1. Initialization. Collect all grid points in a small neighborhood of the open curve. From each of these
grid points, compute the closest point on the interface. Initialize φ, ψ, A, M and T according to
(2.18e) and (2.24c).

2. Motion. Move all foot-points according to a given motion law given by (2.6b).

3. Updating necessary components. Update φ, ψ, A, M and T according to (2.24c) and (2.25b) along
the motion trajectories as described in Section 3.3.1.

4. Re-Sampling. For each active grid point, re-compute the closest point to the interface reconstructed
locally by those particles after the motion in step 2. Approximate φ, ψ, A, M and T at all new
foot-points using least square fitting as described in Section 3.3.2.

5. Updating the computational tube.

6. Construct individual wavefields. For each foot-point, compute the induced wavefield using (2.20b).

7. Construct overall wavefield. Determine the weight for each individual wavefield as described in
Section 3.4.

8. Iteration. Repeat steps 2-7 until the final computational time.

Let N be the number of grid points in each direction in the phase space. The open
curve in the GBPM can be represented by O(N) points. This significantly drops the
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order from O(N2) comparing to the approach in [20, 21] as described near the end of
Section 2.4.1. The motion step according to (2.6b) and the evolution step according to
(2.24c) and (2.25b) involves only ODE solvers. For O(N) points in the phase space, the
overall computational complexity is still O(N) for these two phases for one ∆z step. To
compute these quantities up to a fixed final level z f , the overall computational complex-

ity is O(N2). To determine the overall wavefield for each given z, we first construct
the individual wavefield according to (2.20b) and then sum up all individual wavefield
according to (2.32). The computational complexity is O(N) for each beam and therefore
O(N·N)=O(N2) for all O(N) beams. If the wavefield is necessary only on the final level
z f , one might skip steps 6 and 7 in the above algorithm for all intermediate steps and so

the overall computational complexity is of only O(N2). If the wavefield is necessary for
all z-level, the computational complexity is O(N3). Even with ∆x=O(ω−1/2), the overall
computational complexity is of only O(ω3/2), which is still significantly better than usual
finite difference methods.

4 Examples

4.1 Accuracy in solving PDE on an evolving surface

In this first example, we will study the accuracy and the convergence of solving an
advection-reaction equation using the grid based particle method. We consider solving

D f

Dt
=[4πcos(4πt)] f , (4.1a)

f (0,θ)=sin(2θ), (4.1b)

tanθ =
y−0.25

x−0.25
, (4.1c)

on an evolving circle under the velocity field (u,v)=(1,1). The circle is initially centered
at (0.25,0.25) with radius 0.2. We compute the solution of f at t=0.5 and compare it with
the exact solution on the circle finally centered at (0.75,0.75) with the same radius 0.2

fexact(t,θ)=sin(2θ)exp[sin(4πt)], (4.2a)

tanθ =
y−0.25−t

x−0.25−t
. (4.2b)

All quadratures are done using the TVD-RK3 method.
In Fig. 9, we plot the errors in the solution using the following two- and infinity-

norms.

E∆x,2 =

√

∫

θ
| f (0.5,θ)− fexact(0.5,θ)|2dθ, (4.3a)

E∆x,∞ =max
θ

| f (0.5,θ)− fexact(0.5,θ)|, (4.3b)
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Figure 9: Convergence of solving a PDE on an evolving surface using (a) E∆x,2 and (b) E∆x,∞.

for different ∆x. For each active grid point, we first compute the exact value of f at
the exact closest point from the grid location to the circle. We then compare it with the
computed function value at the foot-point. To calculate the overall error, we sum these
pointwise errors using the Trapezoidal integration.

The error consists of the following two parts. The first part is the error we made in
calculating the foot-point location. Numerically, the foot-point only approximates the
closest point locations since there is error we made in the local reconstruction. However,
as studied in [24], such error is of O(∆x3) when using a local quadratic approximation.
The second contribution is the error we made in solving the ODE and approximating the
function on the interface in the resampling step. Since we are using the TVD-RK3 which
is third order accurate for each time step, the overall accuracy at a fixed final time is there-
fore O(∆x3 ·∆t) =O(∆x3 ·∆x−1) =O(∆x2). This explains the second order convergence
(1.85, 2.06) in Fig. 9.

4.2 Single or double slit diffraction in homogeneous medium

In this example, we consider diffraction patterns in a homogeneous medium. These are
relatively simple cases where good analytical explicit approximations are available. The
first example is the single slit diffraction with the aperture centered at x = 0 having size
equals to b = 0.1. We assume that the incident wave is a plane wave with the frequency
ω=256π. Since the Liouville equation has u=v=0 in the phase space, we concentrate our
computations on the domain x∈ [−0.1,0.1] and θ∈ [−1.5,1.5] using a uniform underlying
mesh of 257 grids in each direction.

For these simple cases, the motion law (2.6b) is reduced to ẋ = tanθ and θ̇ = 0. For
θ(z=0)=0 (corresponding to the plane wave passing through the slit), we have x(z)=x0

and θ(z)=0. This means that an open segment stays the same open segment in the phase
space. When projected onto the physical space, the open segment just translates in the
z-direction without any stretching/folding in the x-direction.



784 S. Leung and H. Zhao / Commun. Comput. Phys., 8 (2010), pp. 758-796

(a)  

 

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

(b)
−1.5 −1 −0.5 0 0.5 1 1.5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x

I/I
(0

)

 

 
Computed
Theory (Fresnel)
Theory (Fraunhofer)

(c)
−1.5 −1 −0.5 0 0.5 1 1.5

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

x

I/I
(0

)

 

 
Computed
Theory (Fraunhofer)

(d)
−1.5 −1 −0.5 0 0.5 1 1.5

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

x

I/I
(0

)

 

 
Computed
Theory (Fresnel)

(e)
−1.5 −1 −0.5 0 0.5 1 1.5

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

x

A
bs

ol
ut

e 
E

rr
or

Figure 10: Single slit diffraction in homogeneous
medium. The aperture is b=0.1 with an incident
plane wave frequency ω =256π. (a) The inten-
sity field using Eulerian Gaussian beams summa-
tion. (b) The intensity at z = z f = 3≫ b = 0.1.

(c) Comparison with the Fraunhofer’s solution
(dashed line) in the log-scale. These two solu-
tions acceptably match with each other for the
middle region where |x| is small. (d) Compari-
son with the Fresnel’s solution (dashed line) in
the log-scale. (e) The absolute difference be-
tween the computed intensity and that from the
Fresnel approximation.

In Fig. 10(a), we show our computed intensity field defined as I = |U|2 for z up to
3. We have compared our solution at z = z f = 3 with some well-known approximations
to this single slit diffraction problem [13]. In Fig. 10(b), we plot the intensity at z = z f

together with the Fraunhofer diffraction formula given by

I(θ)≃ I(0)
( sinβ

β

)2
, (4.4)

where tanθ = x/z f , λ = 2π/ω, and β = πbsinθ/λ. This approximation is obtained by
considering the asymptotic solution to the Fresnel-Kirchhoff formula as z f →∞ with the
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Figure 11: Single slit diffraction in homogeneous medium. The aperture is b=0.1 with an incident plane wave
frequency ω = 256π. (a) The real part of the wavefield on z = 3 and 0 < x < 1.5. (b) The imaginary part of
the wavefield on z = 3 and 0< x < 1.5. (c) The absolute difference between the solution in (a) and that from
the Fresnel approximation. (d) The absolute difference between the solution in (b) and that from the Fresnel
approximation.

small |x|, approximation. To better compare the Eulerian Gaussian beams solution with
the Fraunhofer solution, we have also plotted the intensity in the log-scale, Fig. 10(c). Our
computed solution matches well with this analytical intensity in the middle portion. For
larger |x|, our computed solution starts to deviate from the approximation given in (4.4).
The locations of the first few maxima and minima match very accurately. However, the
corresponding intensity at these minima are quite different. Theoretically, the Fraunhofer
diffraction gives zero intensity at these minima which is accurate only asymptotically as
z f →∞.

A better approximation is obtained by considering the Fresnel approximation which
simplifies the Fresnel-Kirchhoff formula and gives

I(x)≃ I(0)|C(x)+iS(x)|2, (4.5)

where C(x) and S(x) are the Fresnel integrals given by

C(x)=
∫ v(x)

0
cos

(πw2

2

)

dw, (4.6a)
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Figure 12: Double slit diffraction in homoge-
neous medium. The distance between two slits
is a=0.1 and the aperture of each slit is b=0.05
with an incident plane wave frequency ω=256π.
(a) The intensity field using Eulerian Gaussian
beams summation. (b) The intensity at z=z f =
3. (c) Comparison with the Fraunhofer’s solu-
tion (dashed line) in the log-scale. These two
solutions acceptably match with each other for
the middle region where |x| is small. (d) Com-
parison with the Fresnel’s solution (dashed line)
in the log-scale Our solution matches extremely
well with the Fresnel’s solution. (e) The abso-
lute difference between the computed intensity
and that from the Fresnel approximation.

S(x)=
∫ v(x)

0
sin

(πw2

2

)

dw, (4.6b)

v(x)=
√

2/λz f

( b

2
−x

)

. (4.6c)

This solution more accurately approximates the Fresnel-Kirchhoff formula than the Fraun-
hofer’s approximation for finite z f ≪∞. The Fraunhofer formula predicts that the solu-
tion has zero intensity at minima when β = mπ for m = 0,±1,±2,··· . For finite z f , this
observation is not true and has to be corrected using the Fresnel diffraction. As seen
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Figure 13: Double slit diffraction in homogeneous medium. The aperture is b=0.1 with an incident plane wave
frequency ω = 256π. (a) The real part of the wavefield on z = 3 and 0 < x < 1.5. (b) The imaginary part of
the wavefield on z = 3 and 0< x < 1.5. (c) The absolute difference between the solution in (a) and that from
the Fresnel approximation. (d) The absolute difference between the solution in (b) and that from the Fresnel
approximation.

in Fig. 10(d), our solution not only locates similar maxima/minima locations, but also
gives similar nonzero intensity at these maxima/minima as obtained by the Fresnel so-
lution (4.5), as shown in Fig. 10(e). In Fig. 11, we have directly compared the computed
wavefield on z=3 to that from the Fresnel approximation given by

U(x,y)=−3i

4
exp

( iπ

4
+

2πiz f

λ

)

[

C(x)+iS(x)
]

. (4.7)

These two solutions match very well.
A slight more complicated situation is the double slit diffraction. In this example, we

have used a=0.1 and b=0.05. To resolve the incident wave from each slit using the same
number of Gaussian beams, we have doubled the number of grid to 513 in each direction
of the phase space. We use the same frequency ω=256π and compute the solution at the
same z f =3.

Fig. 12 shows our computed solution together with the Fraunhofer diffraction for-
mula and the Fresnel approximation. Similar to the single slit diffraction, our solution
matches well with the Fraunhofer approximation for small |x| and matches extremely
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well with the Fresnel solution, as shown in Fig. 12(e). We have also compared our com-
puted wavefield on z = 3 with that from the Fresnel approximation in Fig. 13. These
solutions match well as in the single diffraction case.

4.3 Gaussian beam diffraction in lens-like medium

We study the diffraction of a Gaussian beam in a parabolic lens-like medium with the
velocity given by

c(x,z)=
1√

1−x2
. (4.8)

This example has been widely studied in various articles [3, 4, 10, 19]. Considering an
initial Gaussian wave profile given by

U(x,0)=exp
(

− x2

2σ2
0

)

, (4.9)

with σ0 =0.01, we compute the solution to the Helmholtz equation with ω =64π.
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Figure 14: Diffraction of a Gaussian in a parabolic medium. We show the evolution of the open level curve in
the x-θ phase space. Caustics are clearly observed at the third and the seventh subplot.
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Figure 16: Diffraction of a Gaussian in a parabolic medium. (a) The intensity along x = 0, I(0,z). The re-
focusing effect is clearly seen at z= π and 2π. (b) The absolute difference between the computed solution in
(a) and that from the small-angle approximation.
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Figure 17: Diffraction of a Gaussian in a
parabolic medium. The central beam location
by ray tracing.

We initialize the level set Γ(0) by
{

(x,θ) : |x|≤0.05, θ =0
}

.

Unlike in the previous example where the level set stays unmoved (u = v = 0), the seg-
ment in this example will roughly rotate about the origin. Fig. 14 shows the evolution
of this segment. Our algorithm can give a nice quasi-uniform sampling of the evolving
curve. In the phase space, caustic is defined as locations where the level set overturns,
i.e., ∂x/∂φ=0 along the level set or the x-projection of the level set will change the num-
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Figure 18: Diffraction of a Gaussian in a parabolic medium. We show arrivaltimes at various z’s corresponding
to that in figure 14. Multiple arrivals are observed at (x,z) = (0,π/2) and (0,3π/2) which corresponds to
approximately the second and the seventh subplots.

ber of arrivals. In the third and the seventh subplots in Fig. 14, we can see the overturn
of the level set which clearly show the existence of caustics in the solution. Geometrical
optics solution cannot correctly compute the results wavefield since this asymptotic ap-
proximation wrongly predicts that the amplitude will blow up at these caustic locations.

As discussed in those above cited references, the intensity of the wavefield can be
well approximated by the following Gaussian profile for small slit |x| or small angle θ

I(x,z)=
σ0

σ(z)
exp

(

− x2

σ2(z)

)

, (4.10a)

σ(z)=σ0

√

1+
[( 1

ωσ2
0

)2
−1

]

sin2(z). (4.10b)

We have shown the computed wavefield in Fig. 15. The refocusing effect of this parabolic
medium is clearly seen at around z=π and z=2π. To compare these two solutions clearly,
in Fig. 16 we plot the computed intensity with the exact values along x = 0. These two
solutions match well.

In Fig. 17, we have also plotted the ray tracing solution of the central beams. These
Lagrangian beams are shotted from z = 0 with takeoff angles equal zero and takeoff lo-
cations uniformly distributed along the x-direction. As seen clearly, all these rays collide
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and form caustics at z=π/2 and z=3π/2. Since we have all rays converging to a single
point at these z-levels, the geometrical optics solution is not able to produce the right
diffraction behavior in the wavefield. Our solution can capture the right behavior of the
wave propagation even at caustics. In Fig. 18, we have shown the arrivaltimes at different
z’s. In the third and the seventh subplots, we have multiple arrivals that all rays almost
converge to a single point.

4.4 Diffraction in inhomogeneous media

In this section, we will consider the diffraction pattern by a single slit in a sinusoidal
medium with the velocity given by

c(x,z)=1+0.2sin[3π(x+0.55)]sin
(πz

2

)

. (4.11)

The slit is placed at z = 0 centered at x = 0 with size b = 0.1. The incident wave is a
plane wave with frequency ω = 64π. We have shown a contour plot of the underlying
velocity model in Fig. 19. This velocity model has been used widely to test the ability
of a numerical method to obtain a nice representation of the multivalued arrivaltime
solution [29, 30, 37, 38].
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Figure 19: Diffraction of a plane wave in a sinusoidal medium. The contour plot of the underlying velocity
model.

In Fig. 20, we plot the evolution of the open level curve in the x−θ phase space at
different z’s. At one end location with x0=−0.05 and θ0=0, the velocities are (u,v)|(x0 ,θ0)=
(0,0). This implies that this end point is kept fixed in z. The other endpoint of the segment
will move around according to the motion law, as shown in Fig. 21. Unlike the previous
example, the open curve in this example is extensively stretched as it evolves in z. Usual
Lagrangian type method will not be able to nicely sample this curve. As shown in Fig. 20,
our numerical method can obtain a nice quasi-uniform sampling of this open level set
while the end points are accurately tracked.

We shown in Fig. 22 the corresponding arrivaltimes of each arrival rays. As shown
clearly in the last two subplots from both Figs. 20 and 22, we have two arrivals for z
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Figure 20: Diffraction of a plane wave in a sinusoidal medium. We show the evolution of the open level curve
in the x-θ phase space at various z’s. The multiple arrivals are clearly seen at the last two subplots.
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Figure 21: Diffraction of a plane wave in a
sinusoidal medium. The end points of the open
level set for all z. Since u and v are both zero
at (x,θ) = (−0.05,0), one of the end-point is
kept fixed.

approximately greater than 3. For instance in the last subplot which corresponds to z=4,
we have a caustic at around x = 0.77. Same as in the previous example, the classical
geometrical optics approximation fails to predict the amplitude at these locations. But
the Gaussian beam approach can give finite amplitude solution as shown in the intensity
plot of the wavefield in Fig. 23 (a). We show also the real and the imaginary parts of the
wavefield in (b) and (c), respectively.

As an even more challenging example, we consider also the double slit diffraction
pattern in this sinusoidal media. We use the same set-up as in Section 4.2 where we places
two slits at z = 0 which are separated by a = 0.1 and with the width b = 0.05. To resolve
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Figure 22: Diffraction of a plane wave in a sinusoidal medium. We show the arrivaltimes at various z’s. Two
arrivals are clearly seen at the last two subplots.
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Figure 23: Diffraction of a plane wave in a sinusoidal medium. (a) The intensity of the wavefield. (b) The real
part of the wavefield. (c) The imaginary part of the wavefield.

each slit using the same number of beams, we have doubled the number of mesh in each
direction in the phase space. We have shown the evolution of the two segments in Fig. 24.
The left segment is vigorously stretched under the velocity field but still our algorithm
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Figure 24: Diffraction of a plane wave in a sinusoidal medium. We show the evolution of the open level curve
in the x-θ phase space at various z’s. The multiple arrivals are clearly seen at the last two subplots.
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Figure 25: Diffraction of a plane wave in a sinusoidal medium. (a) The intensity of the wavefield. (b) The real
part of the wavefield. (c) The imaginary part of the wavefield.

can nicely maintain a quasi-uniform sampling of the level curve and can accurately keep
track of the end points in the evolution. Again, as in the single slit case, caustics are
clearly observed in the last subplot. The overall wavefield, together with the real and the
imaginary parts, are plotted in Fig. 25.
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