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Now we turn to the Hilbert-Siegel problems. Let $\mathbb{K}$ be a number field and let $f(x, y) \in \mathbb{E}[x, y]$ be an absolutely irreducible polynomial. Define:

$$
R\left(f ; 0_{\mathbb{K}}\right)=\left\{x_{0} \leqslant 0_{\mathbb{K}} \mid f\left(x_{0}, y\right) \text { is reducible in } K[y]\right\}
$$

For $g \varepsilon \mathbb{K}(y)$ define $V\left(g ; 0_{K}\right)=\left\{x_{0} \leqslant o_{K} \mid\right.$ there exists $y_{0} \in \mathbb{K}$ with $\left.g\left(y_{0}\right)=x_{0}\right\}$.

LEMMA 1. 1 There exist $g_{1}, \cdots, g_{2} \in K(y)$ with these properties:
a) $\mathbb{P}_{y}^{I} \xrightarrow{\varphi\left(\mathrm{~g}_{\mathrm{i}}\right)} \mathbb{P}_{\mathrm{X}}^{\mathrm{I}}$ has at most two places over $\mathrm{x}=\approx$, $i=1, \cdots, 2$; and
b) $R\left(f ; 0_{K}\right)=V\left(g_{1} ; 0_{K}\right) \cup \ldots \cup V\left(g_{\ell} ; 0_{K}\right) \cup V^{\prime}$ where $V^{\prime}$ is a finite set.

Proof. This is a slight generalization of [Fr, 4; Theorem I] and a special case of [Fro; Theorem I.I]. a

```
Assume in lemma 1.1 that }\mp@subsup{g}{1}{},\cdots,\mp@subsup{g}{2}{}\mathrm{ is a minimal set of rational
```

functions satisfying (1.II). Then $g_{1}, \cdots, g_{2}$ is a complete list, up to linear fractional changes of the variables, of the rational functions $g$ satisfying these properties: $O(g)$ satisfies (I.l) $\mathbb{Q}$ ); $f(x, g(y))$ is reducible; and for $g=g^{(1)}\left(g^{(2)}\right)$ with $\operatorname{deg}\left(g^{(2)}\right)>1$, $f\left(x, g^{(l)}(y)\right)$ is not reducible. For the rest of this section consider the case $f(x, y)=h(y)-x$. Then, according to Lemma 1.1, the study of $p\left(h(y)-x ; \imath_{K}\right)$ reduces to this:

THE IST HILBERT-SIEGEL PROBLEM: Describe explicitly, for all $a$ and $m$
(1.2) $\{(h, g) \mid h \in C[y]$ of degree $a, g \in C(z)$ of degree $m$, $\boldsymbol{z}(\mathrm{h}, \mathrm{g})$ is newly reducible and (1.12) holds for $0(\mathrm{~g})\}$.
 In terms of group theory this means that we have a group $G(\varepsilon)$ for theseme
which expressions (1.7) a) and b), and $(1.8)$ a) and b) hold, and (from $[F 7,7]$ which expressions (1.7) a) and b), and (1.8) a) and b) hold, and (from Lemma 1.3) either $n=m((1.7) c)$ ) or $T_{2}(\sigma(r))$ is a product of an $m_{1}$-cycle and an $m_{2}$-cycle with $m_{1}+m_{2}=m$ and $n$ is the least common multiple of $m_{1}$ and $m_{2}$. Further special cases:
(1.3) a) $\left[(h, g)\right.$ that satisfy (I.2) with $g=g_{I} / g_{2}$ the ratio of relatively prime polynomials of degree $2 \cdot n, g_{2}$ a power of a quadratic with distinct zeros\}; and
b) $[(h, g)$ that satisfy (1.3) with b indecomposablej.

THEOREM 1.2. For $h(y) \in Z[y]$ of degree unequal to $S$, the collection of $x_{0} \in Z$ for which $h(y)-x_{0}$ is reducible consists of $V(h ; Z)$ and a finite set. The exceptional cases of degree 5 include all polynomials that satisfy
(1.14)

> a) $\frac{d}{d y}(h(y))=(y-a) \cdot(y-b) \cdot(y-c) \cdot(y-d), a, b, c$ and $d$ $\quad \frac{\text { distinct, and }}{}$
> b) $h(a)=h(b)$.

Reduction to ${ }^{\text {2 }}$.c) From [Fr, 4; Corollary 2] this follows from the classification of those $h$ for which there exists $g$ with (hg) satisfying (l.13)b). In turn, from expression (1.7), the result follows from the classification of double degree representations - §2.c). Example li for $n=5$ consists of polynomials which are exceptional for the statement of the theorem, but the general exceptional case is given by condition (I.14). This corresponds to $\left((12)(34),(15),(53),(12345)^{-1}\right)$ as a description of the branch cycles for $\mathbb{P}_{y}^{I} \xrightarrow{0(h)} \mathbb{P}_{X}^{I}$. To get a specific example with coefficients in $Q$, take $a=-b=\sqrt{2}$, so

$$
\begin{gathered}
h(y)=(1 / 5) \cdot y^{5}-((c+d) / 4) \cdot y^{4}+((c \cdot d-2) / 3) \cdot y^{3} \\
\\
+(c+d) \cdot y^{2}-2 \cdot c \cdot d \cdot y .
\end{gathered}
$$

Then $h(\sqrt{2})=h(-\sqrt{2})$ together with the condition that the coefficients are in $\mathbb{Q}$ implies that $\mathrm{C} \cdot \mathrm{d}=-2 / 5$.
§2. Doubly transitive representations.
§2.a) With an n-cycle.

Return to the case (1.9) b) of Davenport's problem: $h$ is an indecomposable polynomial, and $g$ is linearly inequivalent to $h$, but Kronecker conjugate to b. From [Fr,l; Theorem 2.1], in addition to conditions (1.7) a), b) and c) with $T_{1}$ replacing $T(h)$ and $T_{2}$ replacing $T(g)$,
(2.1) $T_{1}$ and $T_{2}$ are equivalent (but permutation inequivalent) group representations - both doubly transitive.

From [CuKanSe] the classification of finite simple groups ([Gor]) yields the classification of all simple groups with a faithful douoly transitive representation. In particular, their results imply

THEOREM 2.1. If (1.7) c) and (2.1) bold, then either $n=11$ and $=$ $G(\sigma)=\operatorname{PSL}(2, Z(I I)) \quad$ or $\quad \operatorname{PSL}(K, \mathcal{F}(q)) \subseteq G(\sigma) \subseteq \operatorname{Pr} L(k, \mathbb{F}(q)) \quad$ with $n=\left(q^{k}-I\right) /(q-1)$ for some $k \geq 3$ and $q=p^{t}$ for some prime $p$. If, in addition, (1.7) a) (and b) hold, the allowable integers n are exactly $7,11,13, I \bar{y}, 21$ and 31 . Thus, these are exactly the integers for which there is a newly reducible polynomial pair (h,g) (今l.b)) With b indecomposable.

Notation and collation of results from $[F, I, 2,3]$ and $[F r, I]$. The general Iinear group $G I(k, I F(q))$ acts on $F(q)^{k}$. Denote the group generated by $G L(k, F(q))$ and the pth power map on the coordinates by $\Gamma L(k, \mathbb{F}(q))$. Then $P \Gamma_{i}(\xi, \mathbb{F}(q))$ is the quotient of $[L(k, \mathbb{F}(q))$ induced by the action of $\Gamma(k, \mathbb{F}(q))$ on the points of
$\mathbb{P}^{k-1}(\mathbf{F}(q))$ - the points of projective $k-1-s p a c e$ with coordinates in $\mathbb{F}(q)$. Finally, PSL(k, $\mathbb{F}(q))$ (resp., $\operatorname{PGL}(k, \mathbb{F}(q))$ is the image in $P T(k, \mathbb{F}(q))$ of the subgroup $S L(k, \mathbb{F}(q))$ of matrices of determinant 1 (resp., of $G L(K, \mathcal{F}(q))$ ).

The first sentence of the theorem is from [CuKanSe]. The second sentence is outlined in [Fr, I; p.592] and completed in detail in [F,I; Theorem 4]. These include simple demonstrations that $\underline{\mathcal{E}} \in\left(\mathrm{S}_{\mathrm{n}}\right)^{\text {r }}$ with $r=3$ or 4 and $r=4$ only if $n=7$ or 13. The groups that occur are these $([F, 2]): n=11$ and $G=\operatorname{PSL}(2, Z /(11))$; and $G=\operatorname{Pr} L(k, q)$ with $(k, q)=(3,2),(4,2),(5,2),(3,3)$ or $(3,4)$. The degree 11 (nonstandard) representations of PSL(2,Z/(11)) arise.from an Hadamard design ([H,2; p.291, item $\bar{\jmath} 5$ in Table l]). The approach to the case $n=13$ in the appendix avoids the [F,2] use of character tables; it is especially valuable in the case $n=11$.

One final point about the case $n=31$. The elimination of the case $(k, q)=(3,5)$ goes something like this: In the action of the group on $\left.\mathbb{P}^{2}(Z / 5)\right),[F r, I ; p .592]$ shows that we may assume that $r=3, \sigma(1)$ is of order 2 and $\sigma(2)$ is of order 3 , and ind $(\sigma(1))=(31-5) / 2=13$. From (1.7) a) conclude ind ( $\sigma(2))=17$, a contradiction to $\sigma(2)$ being of order 3 . Thus the case $n=31$ arises from collineations acting on the points of $\mathbb{P}^{4}(Z /(2))$. We easily find elements $\sigma(1)$ and $\sigma(2)$ of order 2 and 3 mhose indices correctly sum to 30. With a little additional work we can guarantee that they generate a transitive group. From these two conditions an easy lemma shows that $\sigma(1) \cdot \sigma(2)=\sigma(3)^{-1}$ is an $n-c y c l e$. The alternative procedure of [F,2] uses the character table to show that in certain conjugacy classes represented by elements $f(1)$ and c(2) of order 2 or 3 there are elements $\sigma(1)^{\prime}$ and $\sigma(2)^{\prime}$ whose
product is an $n$-cycle. This method has the advantage that it automatically identifies $G(g)$ as a particular subgroup of $P$ P $(k, \mathbb{F}(q))$. a
§2.b) With a double degree representation.

Recall the notation $G\left(T_{I}, I\right)=\left\{\sigma \in G \mid(I) T_{I}(\sigma)=I\right\}$.
Def.2.2. Call a triple ( $G, T_{1}, T_{2}$ ) a double degree representation of degree $n$ if $T_{1}$ and $T_{2}$ are faithful representations of $G$ of respective degrees $n$ and $2 \cdot n$, and the following conditions hold:
(2.2) a) $T_{I}$ is doubly transitive and $T_{2}$ is not doubly transitive;
b) there exists $\sigma \in G$ with $T_{1}(\sigma)$ an $n$-cycle and $T_{2}(\sigma)$ a product of two $n$-cycles;
c) $G\left(T_{1}, 1\right)$ contains none of $G\left(T_{2}, j\right), j=1, \cdots, 2 \cdot n$; and
d) the restriction of $T_{2}$ to $G\left(T_{1}, I\right)$ is intransitive.

Let $\left(G, T_{1}, T_{2}\right)$ be a double degree representation of degree $n$.
Let $X_{i}$ be the group character of $T_{i}$, for $i=I, 2$, and write $X_{i}=I+\theta_{i}$. Then $\theta_{I}$ is an irreducible character of $G$ ([日,I;p.279, Th.16.6.5]). If $n=3$, then $G\left(T_{2}, 1\right)=\langle I d$.$\rangle and if n=4, G\left(T_{2}, 1\right)$ (of index 8 in $G$ ) must be contained in one of the subgroups of $S_{4}$ isomorphic to $S_{3}$. In both cases these contradict (2.2) c), so $n \geq 5$

The next lemas consider separately the possibilities that $T_{2}$ is primitive and imprimitive. In this subsection we apply them (to Proposition 2.5) somewhat frivolously: to the case that $n=p$ is a prime $\leq 23$. In Theorem 2.6, however, we apply Lemma 2.3 in the case that $G=A_{n}$ or $S_{n}$. Since we require $\hat{S} 3$ for a full proof of Lemma 2.3 our perspective on the result could be misleading. Finally, as we comment in $\grave{3} 2 . c$ ), an easier argument than Lemma 2.4 suffices for

Proposition 2.7 (and therefore Theorem l.10). But, other applications (of 84 ) do seem to require the full lemma.

LEMMA 2.3. Suppose $T_{2}$ is primitive. Then the following bold:
(2.3) a) $2 \cdot n=2^{2}+1$ for some positive integer 2 ;
b) $G\left(T_{2}, 1\right)$ has orbits of length $2 \cdot(2-1) / 2$ and $2 \cdot(2+1) / 2$

으 $\{2, \cdots, 2 \cdot n\}$;
c) $G\left(T_{2}, I\right)$ acts faithfully on the orbit of b) of length $2 \cdot(2+1) / 2$, and if $n \neq 5$, also on the orbit of length $2 \cdot(1-1) / 2$; and
d) $G_{2}=X+\eta$ for characters $X$ and 7 of $G$ wirb $M(I \dot{d})=$.$n .$

Reduction to $\bar{i} 3 . b)$. Consider the representation $T_{3}$ of $G$ acting on the ordered pairs of integers (i.j), $I \leq i \leq n, I \leq j \leq 2 \cdot n$ oy the following formula:

$$
\begin{equation*}
(i, j) T_{3}(\sigma)=\left((i) T_{I}(\sigma),(j) T_{2}(\sigma)\right), \sigma \in G . \tag{2.4}
\end{equation*}
$$

From (2.2) d), $\mathrm{T}_{3}$ is intransitive. The Lemma is therefore exactly the statement, described as an unpubiished result, of the opening paragraph of [Sco,3]. For $n=p$, a prime, this appears ia [Wie, 1] which also gives an indication for general $n$ of how (2.3)d) implies the remaining results. An improvement for $p$ prime, showing that 2 cannot be a prime, appears in [Sco,2]. ב

LEMMA 2.4. Suppose that $T_{2}$ is imprimitive. If $\mathrm{is} \mathrm{a} \mathrm{prime}$, then either $G$ has a subgroup of index 2 or $G$ is one of the groups that appears in the statement of Theorem 2.1.
proof. There exists a subgroup $H$ of $G$ with $G\left(T_{2}, 1\right) \subseteq \mathbb{H} \subseteq G$. As $n$ is a prime, either $(G: H)=2$ or $(G: H)=n$. Assume $G$ has no subgroup of index 2. Let $T_{G}^{H}\left(T_{2}, 1\right)$ be the permutation representation of $H$ given by the right costs of $G\left(T_{2}, I\right)$. Denote its group character by $I_{G}^{H}\left(T_{2}, I\right)$. In the rest of our arguments we use the Frobenius reciprocity theorem ([H, 1;p.284, Theorem 16.7.3]). In particular, $I_{G}^{H}\left(T_{2}, I\right)$ is $I_{H}-\alpha$ where $\alpha$ is a character of $H$, and $G(I d)=1$. Now consider $\alpha^{G}$, the character induced by $\alpha$ on $G$. Recall: If $G=H \cup H \cdot g_{1} U \cdots U H \cdot g_{n}$ are the right costs of $H$ in $G$, then $\alpha^{G}(g)=\sum_{i=1}^{n} \bar{\alpha}\left(g_{i} \cdot g \cdot g_{i}^{-I}\right)$ where
(2.5)

$$
\bar{\alpha}\left(g_{ \pm} \cdot g \cdot g_{ \pm}^{-1}\right)= \begin{cases}0 \text { if } g_{i} \cdot g \cdot g_{i}^{-1} \neq ⿴ & ([H, 1 ; \text { Theorem 16.7.1]). } \\ \alpha\left(g_{i} \cdot g \cdot g_{i}^{-1}\right) \text { if } g_{i} \cdot g \cdot g_{i}^{-1} \in \mathbb{B}\end{cases}
$$

We claim that the subgroup $A$ induces a coset representation $T_{H}^{G}$ of $G$ that is equivalent as a group representation to $T_{1}$. Indeed, we have only to show that $I_{H}^{G}=I_{G}+j_{I}$ (in the notation prior to Lemma 2.3). Divide the remainder of the proof into parts.
part 1. $\mathcal{F}_{1}$ appears in $I_{G}^{G}\left(T_{2}, I\right)$. Use the inner product ( , $)_{G\left(T_{2}, 1\right)}$ to compute. For $\alpha^{\prime}$ a character of $G$ let res ${ }_{G\left(T_{2}, I\right)}\left(\alpha^{\prime}\right)$ be the restriction of $\alpha^{\prime}$ to $G\left(T_{2}, I\right)$. since $I_{G}{ }^{-} \mathcal{E}_{1}$ is the character of $T_{1}$, and since restriction of $T_{1}$ to $G\left(T_{2}, 1\right)$ breaks up into a sum of at least two permutation representations, this restriction contains the character $l_{G}\left(T_{2}, 1\right)$ 隹th multiplicity at least 2. That is

$$
\begin{equation*}
\left(1_{G\left(T_{2}, 1\right)}, \operatorname{res}\left(1_{G}+E_{1}\right)\right)_{G\left(T_{2}, 1\right)} \geq 2 \tag{2.6}
\end{equation*}
$$

From Frobenius reciprocity, the expression on the left of (2.8) equals

$$
\begin{equation*}
\left.\left(I_{G\left(T_{2}, I\right)}^{G}, I_{G} \div I_{1}\right)_{G}=\left(I_{G\left(T_{2, I}\right.}^{G}\right), I_{G}\right)_{G} \div\left(I_{G}^{G}\left(T_{2}, I\right), \hat{I}_{I}\right)_{G} \tag{2.7}
\end{equation*}
$$

Again, by Frobenius reciprocity, $\quad\left(I_{G}^{G}\left(T_{2}, I\right), I_{G}\right)=1$, so $\left(I_{G}^{G}\left(T_{2}, I\right), \hat{H}_{1}\right)_{G} \geq 1$. This statement means that $\hat{i}_{1}$ appears in $I_{G}^{G}\left(T_{2}, 1\right)$.
 the irreducible representation $\mathcal{F}_{1}$ appears either in $H_{A}^{G}$ or in $\alpha^{G}$. If $\exists_{1}$ appears in $\alpha^{G}$, then $\alpha^{G}=\exists_{1} \div \equiv$ for some character $\dot{3}$ of $G$. But $\alpha^{G}(I d)=.(G: E) \cdot \alpha(I d$.$) and \exists_{I}(I d)=.n-1$, so $\equiv(I d)=$.1 . Thus 3 is a rational degree $I$ character. Either the kernel of 3 is a subgroup of $G$ of index 2, contrary to our initial assumption that $G$ has no such group, or $3=I_{G}$, contrary to the appearance of $I_{G}$ in $I_{G}^{G}\left(T_{2}, I\right)$ with multiplicity exactly 1 . Conclude there is $n 0$. such $j$, and that $\hat{j}_{1}$ appears in $I_{H}^{G}$.

Write $I_{H}^{G}=I_{G}+G_{I}+\lambda$ With $\lambda$ a character of $G$. Since $\lambda$ (Id.) is the degree of $\lambda$, clearly $\lambda=0$. So, the permutation representation $T_{H}$ is group equivalent to $T_{1}$. But, from (2.2)c) these representations are permutation inequivalent. a

PROPOSITION 2.5. Let $\left(G, T_{I}, T_{2}\right)$ be a double degree representation of degree $\square$. Then either
(2.8) a) $A_{n} \equiv G \equiv S_{D}$, or
b) $\operatorname{PSL}(k, F(q)) \equiv G E \operatorname{PrL}(k, F(q))$
for some $t \geq 2$ with $n=\left(q^{k}-1\right) /(q-1)$ and $T_{1}$ the representation of $G$ on the doints of $p^{k-1}(\mathbb{F}(q))$ (notation as in Theorem 2.1.).

Proof. First exclude the possibility that $G$ is a solvable group. Double transitivity implies that suct a group is of prime power degree ([Bu,2;p.202-Burnside notes that this appears in the letter of May 29th, 1832, from Galois to his friend Chevalierl). But, since $T_{1}(\sigma)$ is an n-eycle zor some $\sigma \in G, n=p$ a prime or $n=4$ and $G=A_{4} \quad([R i ; p .27])$. Further, if $n=p$, then a $p$-sylow is normal. Deduce that $\left|G\left(T_{I}, I\right)\right|=p-I,\left|G\left(T_{2}, I\right)\right|=(p-I) / 2$ and $G\left(T_{1}, I\right)$ contains some conjugate of $G\left(T_{2}, I\right)$ contrary to (2.2)c).

Since $G$ is not solvable, [Curtanse] implies that the proposition holds or $G$ is one of the following: (i) $\operatorname{PSI}(2, Z /(I I)), n=11$; (ii) the Mathew group of degree II; or (iii) the Mathew group of degree 23. In cases (i), (ii) and (iii), since $2 \cdot \mathrm{n}$ is not of the form $1+2^{2}$, Lemma 2.3 implies that $T_{2}$ is imprimitive. These are simple groups, so they contain no subgroups of index 2. Thus, Lemma 2.4 implies that $G$ has a permutation representation equivalent, but permutation inequivalent to $T_{I}$. This excludes (ii) and (iii) (Theorem 2.1). Also, a subgroup of index 22 of $P S L(2, Z /(I I))$ would be of order 30. This is impossible, however: in a group of order 30 the $3-s y l o w$ and 5 -sylow centralize each, so there is an element of order li. In the action of this element on the 12 points of $\mathbb{P}^{l}(\mathbb{Z} /(11))$, its $3 r d$ power would fix more than 3 points, and so would be the identity. This leaves only the groups in the statement of the proposition. a

First, a serious application of Lemma 2.3 to improve Proposition 2.5.

THEOREM 2.6. For $\left(G, T_{1}, T_{2}\right)$ a double degree representation of degree $\square \neq 5, \operatorname{PSL}(k, \mathbb{F}(q)) \subseteq G \subseteq \operatorname{Pr} L(k, \mathbb{F}(q))$.

Proof. We must eliminate case (2.8) a) from Proposition 2.5. Assume $\mathrm{n} \geq 6$. Since $A_{n}$ is simple, a subgroup $H$ of index $l<k<n$ in $A_{n}$ would give an embedding of $A_{n}$ in $S_{k}$, a clear impossibility. Thus $A_{n}$ has no subgroup of index less than $n$. Consider two cases.

Case I. $T_{2}$ is primitive. From Lemma 2.3, $\left|G\left(T_{2}, 1\right)\right| \leq(2 \cdot(2-1) / 2)$ ! With $2 \cdot n=2^{2}+1$. But $\left|G\left(I_{2}, I\right)\right| \geq n!/ 4 \cdot n=(1 / 4) \cdot\left(\left(2^{2}-1\right) / 2\right)$ :. Thus, $2 \leq 3$ and $n \leq 5$, contrary to assumption.

Case 2. $T_{2}$ is imprimitive. If $G\left(T_{2}, 1\right) \subseteq H \subseteq G$, then either $(G: H)=2$ or $1<\left(A_{n}: A_{n} \cap E\right) \leq n$. In either case $A_{n}$ bas a subgroup of index $n$ containing $G\left(T_{2}, 1\right)$. For $n>6$, any subgroups of $A_{n}$ (or $S_{n}$ ) of index $n$ are conjugate ([Bu,2;p.208]). So, contrary to (2.2)c), $G\left(T_{2}, 1\right)$ is contained in a conjugate of $G\left(I_{I}, I\right)$. If $n=6$, then $G=A_{6}$ has a subgroup of index 12 , and thus a subgroup of order 30; an impossibility by the same arsument that appears at the end of prooz of Proposition 2.j. This leaves only the elimination of the case $G=S_{6}$. We outline this interesting exercise.

Note that $S_{5}$ has $\delta$ cyclic subgroups of order 5 . Denote the normalizers of these, groups of order 20 , by $N_{I}=N(\langle(12345)\rangle)$, $N_{2}, \cdots, N_{6}$. Let $S_{5}$ act on these by conjugation to give an embedding $H(1)$ of $S_{j}$ in $S_{6}$. Let $H(1), \cdots, H(6)$ be the conjugates of $H(1)$
and let $G(I), \ldots, G(6)$ be the conjugates of the standard copy of $S_{5}$ in $S_{6}$. Any subgroup $K$ of index 6 in $S_{6}$ would have a subgroup of order 20 in common with each of $H(I), \cdots, H(6), G(I), \cdots, G(6)$. So the elements of $K$ of order 3 would be distinct from those of $H(I), \cdots, G(6)$ - contrary to an easy computation. Conclude that an imprimitive subgroup of $S_{6}$ of index 12 is a conjugate of $A_{6} \cap H(I)$ or $A_{6} \cap G(I)$. Now apply Lemma 2.3 and the observation that $A_{G} \cap H(I)$ is a transitive subgroup of $S_{6}$.

Proof of Theorem I.I0. From Theorem 2.6 we need only consider the possibility that $\operatorname{PSL}(k, \mathbb{F}(q)) \subseteq G \subseteq P \Gamma(k, \mathbb{F}(q))$. For the first time, however, we need the conditions $G=G(\sigma)$ where - (1.7)(2.9) $\sum_{j=1}^{r-1} \operatorname{ind}\left(T_{I}(\sigma(j))\right)=2 \cdot(n-1), T_{I}(\sigma(r))$ is an $n-c y c l e$ and $\sum_{j=1}^{r-I} \operatorname{ind}\left(T_{2}(\sigma(j))\right)=2 \cdot n$.

We divide the proof into parts.

Part I. Elimination of the case $k=2$ and $q$ odd. Here $T_{1}$ is the representation of $G$ on the points of the projective Iine $P^{1}(\mathbb{F}(q)), n=q+1$. If we let the integer 1 correspond to the point at $s$, then $G\left(T_{I}, I\right)$ is the group of semi-linear iransformations on $A^{I}(\mathbb{F}(q))$ in $G$. ClearIy, $G\left(T_{I}, I\right)$ is $N_{G}(P)$, the normalizer in $G$ of the $p-s y l o w$ group $P$ of translations by elements of $F(q)$. Suppose $B$ is a group for which $P=H E P \Gamma(2, \mathbb{F}(q))$. Compute easily that either $H$ is a subgroup of $N_{G}(P)$, or else $H$ contains $\operatorname{PSI}(2, F(q))$. If $q$ is odd, then, With no loss, assume that $G\left(T_{2}, I\right)$ contains $P$. Since $T_{2}$ is $\pm a i t n f u I, \quad P S I(2, F(q)) \neq G\left(T_{2}, I\right)$. So $G\left(I_{2}, I\right) \equiv N_{G}(P)=G\left(I_{I}, I\right)$, contrary to condition (I)d). If $\quad 0=2$
and $P \subseteq G\left(T_{2}, I\right)$ conclude again that $G\left(T_{2}, I\right) \equiv G\left(T_{1}, I\right)$. Thus We may assume that $p=2$ and $P \nsubseteq G\left(T_{2}, I\right)$.

Part 2. The case $k=2$ and $q=2^{e}$. Consider the group $H_{I}=\operatorname{PSI}(2, \mathbb{F}(q)) \cap G\left(T_{2}, I\right)$. If $q=2^{e}$, then $\left|H_{I}\right|=2^{e-I} \cdot(q-1) \cdot k$ where $k$ dipides $q \div 1$. If $K$ is a proper subgroup of PSI(2, $\mathbb{F}\left(2^{e}\right)$ ) Which contains no conjugate of the $2-s y l o w ~ P$, then $K$ satisfies one of the following conditions ([Bu,3] and [Bu,2;p.452]):
(2.10) a) $E=\operatorname{PSL}\left(2, F\left(2^{f}\right)\right)$ for some $f$ dividing $e$;
b) $K$ contains a cyclic subgroup $C$ Nith either $|C|=2$ or odd, and $(\mathrm{K}: C) \leq 2$; or
c) $|K|=12,24$ or 50 .

Take $K$ to be $H_{I}$. Conclude: If (2.10)a), then $B=\operatorname{PSI}\left(2,2^{e-I}\right)$ with $e-1 \mid e$, so $e=2$;if (2.10)b) and $|C|=2$, then $2^{e-I} \mid 4$ and $a=3$, contrary to assumptions; and if (9)b) and $|C|$ is odd, then $e=2$. Finally, consider case by case the possibilities of (2.10)c). If $\left|H_{1}\right|=24$, then $e=4$ and $2^{4}-I| | E_{1} \mid$, phich is not the case. And if $\left|H_{1}\right|=12$ or 60 , then $e=3$ and $2^{3}-1| | H_{1} \mid$, which is not the case.

We have thus eliminated all cases except $q=2^{2}, n=5$. But $\operatorname{PSI}(2, \mathbb{F}(4))=A_{5}$, as permitted by the statement of the proposition.

Part 3. Elimination of the case $k>2$. Finally we use condition (2.9). A list of the possible cases appears in comments in Theorem 2.1. We identify these again to outline the analysis that preceeds from $[F, 2]$ to their elimination:
(i) $\operatorname{PSL}(3, Z /(2)), \square=7$;
(ii) PSL(3, $/ /(3)), n=13$;
(iii) $\operatorname{PSL}(4, Z /(2)), \mathrm{I}=13$;
(iv) PrL(3,F(4)), $n=21$; and
(v) $\operatorname{PSI}(5, Z /(2)), \quad \mathrm{I}=3 I$.

For $H$ a subgroup of $G$ and $T_{H}$ the associated permutation representation of $G$, decompose $T_{H}$ as a direct sum $\sum_{i=1}^{r} c_{i} \cdot r_{i}$ of irreducible group representations $\vec{i}_{i}$ (with positive multiplicity $c_{i}$ ) of $G$. From [ $\left.\mathrm{Bu}, 2 ; p .274\right], \sum_{i=1}^{\Gamma}\left(c_{i}\right)^{2}$ equals the number of orbits of $H$ in the representation $T_{H}$ and $c_{i}$ is the number of times the identity representation on $E$ appears in the restriction of $\mathrm{F}_{\mathrm{i}}$. to H. Also, $(G: H)=\sum_{i=1}^{r} c_{i} \cdot \operatorname{deg}\left(\Gamma_{i}\right)$. Thus, if the character table of $G$ is handy, we may, on occasion, use it to exclude the existence of a subgroup of inder equal to aspecific integer a. List all positive Iinear combinations $\sum_{i=1}^{r} c_{i} \cdot X_{i}$ of $Q$-Valued characters for which $\sum_{i=1}^{r} c_{i} \cdot \operatorname{deg}\left(x_{i}\right)=n$. If the representation $T_{H}$ is known to be nondoubly transitive, then $I \geq 3$ ([Bu,2;p.3381). These comments suffice to show that PSL(5, $Z /(2)$ ) contains no subgroup of index 82 and that PSL(4,Z/(2)) contains no subgroup of index 30 ([Li;p.267] and comments from [F,2;p.24]-2]). This eliminates (iii) and (v).

Eliminate cases (i) and (ii) by applying Lemma 2.3 to conclude that $T_{2}$ is imprimitive, contrary, since $\operatorname{deg}\left(T_{1}\right)$ is prime, to [Fr, 4 ; proof of Corollary 3]. This application of [Fr, 4] uses (2.9), as we must also in case (iv). Follow the method of the Appendix in case (iv) ([F, 2; Theorem 2]) to see that me may assume that $\sigma(I)$ is of order 2 , $\sigma(2)$ is of order $f$, $\operatorname{ind}\left(T_{1}(\sigma(I))\right)=7$ and $\operatorname{ind}\left(T_{1}(\sigma(2))\right)=13$. From the character table, however, compute that $\operatorname{ind}\left(T_{2}(\sigma(1))\right)=21$ and $\operatorname{ind}\left(T_{2}(\sigma(2))\right)=29$ $\left(\left[F, 2\right.\right.$;Lemma 3.13]). This contradicts $\operatorname{ind}\left(T_{2}(\epsilon(I))\right) \div \operatorname{ind}\left(T_{2}(\epsilon(2))\right)=42$.

Finally, note that we could have eliminated any use of Lemma 2.4 from the proof of Theorem 1.10 by applying [Fr,4; proof of Corollary 3].
§3. The rank of primitive double degree representations.
§3.a) Orbital characters.

This small subsection is primarily a survey. Let $T: H \rightarrow S_{m}$ be any transitive permutation representation. Consider the representation $T^{(2)}$ of $H$ acting on the ordered pairs of integers (i,j), $1 \leq i, j \leq m$ by this formula:
(3.I) $\quad(i, j) T^{(2)}(\sigma)=((i) T(\sigma),(j) T(\sigma))$ for $\sigma \in R$.

Denote by $0_{1}, \cdots, o_{t}$ the orbits of $H$ under $T^{(2)}$ and order these so that $O_{I}=\{(i, i) \mid I \leq i \leq m\}$.

Def.3.1. The $j t h$ orbital character, $\gamma_{j}$, is defined by the formula $Y_{j}(h)=\left|\left\{u \in\{1,2, \cdots, m\} \mid(u,(u) T(h)) \in O_{j}\right\}\right|, b \in H$. Thus $Y_{l}$ is the character of $T$. Note that $\sum_{j=I}^{t} Y_{j}(h)=m$ and that $\gamma_{j}(b)$ is a sum of the lengths of certain of the orbits of the centralizer, $\operatorname{Cen}_{H}(h)$, of $h$ in $H$ under the representation $T$.

The centralizer ring, $V(H, T)$, of the representation $T$ on $H$ consists of the matrices of $\mathbb{M}(\mathbb{m}, C)$ that commute with all permutation matrices arising from $H$ through $T$. Define $A_{i}$, the matrix associated to the orbit $O_{i}$ by this formula: the $j \times l<$ entry of $A_{i}$ is 1 if $(j, k) \in O_{i}$, 0 otherwise. The collection $\left\{A_{i}\right\}_{i=1}^{t}$ is a $Q$-basis for $\nabla(H, T)$. Also, by using idempotents of $V(H, T)$, there is a natural correspondence between isomorphism classes of indecomposable c[H] submodules of $C^{m}$ and irreducible $V(H, T)$ submodules of $C^{\text {m }}$ ([ScO, 4 ; p.I03]). Thus, to each irreducible character constituent, $x_{s}^{\prime}$ of the character $X(T)$ of $T$, there is a corresponding character, $\Delta_{s}$, of the centralizer ring. We may express the orbital characters in terms
of the $X_{s}^{\prime}{ }^{\prime} s$ and the $\Delta_{s}{ }^{i} s$. More precisely:
LAMMA 3.2. For eact i, $v_{i}=\sum_{s} \Delta_{s}\left({ }^{t r} A_{i}\right) \cdot \chi_{s}^{\prime}$. Also, for each $s$, $\Delta_{S}(1) \cdot x_{S}^{\prime}=\left(x_{S}^{\prime}(1) / m\right) \cdot \sum_{i=1}\left(\Delta_{S}\left(A_{i}\right) / n(i)\right) \cdot y_{i} \quad$ where

$$
n(i)=\left|\left\{j \in\{1, \cdots, m\} \mid(1, j) \in 0_{i}\right\}\right|
$$

Outline of proof. For $h \in H$, calculate that $Y_{i}(h)$ is the trace of $t_{A_{i}} \cdot T(h)$ to get the first equation. Denote the centrally primitive idempotent associated to $\Delta_{S}$ by $c_{S}$. Write $c_{S}$ as a general linear combination of the $A_{i}{ }^{2} s$. Then multiply by $A_{i}$ and take traces to calculate that

$$
\begin{equation*}
c_{S}=\left(x_{S}^{\prime}(I) / m\right) \cdot \sum_{i}\left(\Delta_{S}\left(A_{i}\right) / n(i)\right) \cdot t_{A_{i}} \tag{3.2}
\end{equation*}
$$

The second formula follows by applying $T(h)$ on the right of both sides of (3.2).

Certain orthogonality relations immediately follow by applying $\Delta_{s}$, to expression (3.2):
(3.3) $\sum_{i}\left(\Delta_{S}\left(A_{i}\right) \cdot \Delta_{s},\left(\operatorname{tr}_{A_{i}}\right)\right) / n(i)=\left\{\begin{array}{cc}m \cdot \Delta_{S}(I) / x_{S}^{\prime}(1) \quad \text { if } s=s^{\prime} \\ 0 & \text { otherwise }\end{array} \quad\right.$.

If we take $X_{1}=1$, then $\Delta_{1}\left(A_{i}\right)=n(i)$. As a special case of
(3.3): $\sum_{i} \Delta_{S}\left(A_{i}\right)$ is $m$ if $s=1$, 0 otherwise.

Observe that $V(\#, T)$ is commutative precisely when $X(T)$ is multiplicity free, or, equivalently, when $\Delta_{s}(I)=I$ for all $s$. There are two further orthogonality relations, the second of which requires that $V(H, T)$ be commutative, as a result of taking the trace,
respectively, of $A_{i}$ and of $A_{i} \cdot{ }^{\operatorname{tr}} A_{j}$ :
(3.4) a)

$$
\sum_{s} X_{S}^{\prime}(I) \cdot \Delta_{S}\left(A_{i}\right)= \begin{cases}m & \text { if } i=1, \\ 0 & \text { otherwise; and }\end{cases}
$$

b) $\quad \sum_{s} X_{s}^{\prime}(I) \cdot \Delta_{s}\left(A_{i}\right) \cdot \Delta_{s}\left(\operatorname{tr}_{A_{j}}\right)=\left\{\begin{array}{cl}\operatorname{m} \cdot n(i) & \text { if } i=j \\ 0 & \text { otherwise }\end{array}\right.$.

In addition, $\Delta_{S}\left(A_{i}\right)$ is an algebraic integer. For $\sigma \in G(\bar{Q} / Q), \Delta_{S}\left(A_{i}\right)^{\sigma}=$ $\Delta_{s^{\prime}}\left(A_{i}\right)$ whenever $\left(X_{s}^{\prime}\right)^{\sigma}=X_{s}^{\prime}$, and $\Delta_{s}\left({ }^{t r} A_{i}\right)$ is the complex conjugate of $\Delta_{s}\left(A_{i}\right)$.

Finally, crucial to the proof of Proposition 3.6 is an inequality from [HiN].

LEMMA 3.3. For each $i$, $\left|\Delta_{S}\left(A_{i}\right) / n(i)\right| \leq \Delta_{S}(I)$, with equality for $i \neq 1$ only when $G$ is imprimitive.
§3.b) Proof of Lemma 2.3.
Return to the notation of $\$ 2 . b):\left(G, T_{1}, T_{2}\right)$ is a double degree representation with $X_{i}=1+\theta_{i}$ the group character of $T_{i}$. Denote by $\sigma(\infty)$ the element of $G$ for which $T_{1}(\sigma(\infty))$ is an $n$-cycle and $T_{2}(\sigma(\infty))$ is a product of two $n$-cycles. From Part 1 of the proof of Lemma 2.4,

$$
\begin{equation*}
\theta_{1} \text { is a constituent of } x_{2} \tag{3.5}
\end{equation*}
$$

Let $U=\langle\sigma(\infty)\rangle$ be the group generated by $\sigma(\infty)$.
The next lemma allows us to use expression (3.4)b).

LEMMA 3.4. If $T_{2}$ is primitive, then the nonidentity constituents of $X_{2}$ are faithful. In particular $X_{2}$ is multiplicity free. Therefore the centralizer ring $V\left(G, T_{2}\right)$ is commutative.

Proof. Let $x^{\prime}$. be an irreducible constituent of $x_{2}, x^{\prime} \neq 1$. Suppose that $\operatorname{ker}\left(X^{\prime}\right)$, the kernel of the homomorphism of $G$ into the endomorphism space afforded by $X^{\prime}$, is nontrivial. Since $T_{2}$ is faithful, Ker $\left(x^{\prime}\right)$ is not contained in $G\left(T_{2}, I\right)$. And, as $T_{2}$ is primitive, $G=G\left(T_{2}, I\right) \cdot \operatorname{ser}\left(X^{\prime}\right)$. Clearly, therefore, the restriction, res $_{G\left(T_{2}, I\right)}\left(X^{\prime}\right)$, of $X^{\prime}$ to $G\left(T_{2}, I\right)$ is still irreducible. Now.apply Frobenius reciprocity (as in Lemma 2.4):
(3.6) $\quad\left(I_{G\left(T_{2}, 1\right)}^{G}, \chi^{\prime}\right)_{G}=\left(I_{G\left(T_{2}, I\right)}, \operatorname{res}_{G\left(T_{2}, I\right)}\left(x^{\prime}\right)\right)_{G\left(T_{2}, I\right)}=0$.

Since $I_{G\left(T_{2}, I\right)}^{G}=X_{2}$, this contradicts that $x^{\prime}$ appears in $X_{2}$, and thus $k e r\left(X^{\prime}\right)$ is trivial.

In particular, the above paragraph shows that $X_{2}$ contains no I-dimensional character (excluding 1). Now use (3.5). If the irreducible representation $\theta_{1}$ occurs with multiplicity 2 , then $x_{2}-2 \cdot \theta_{1}-1$ is a dimension one character, contrary to our previous conclusion. Otherwise, the restriction of $X_{2}-\mathcal{F}_{1}-1$ to $U$ consists of 1 -dimensional characters, each of multiplicity 1 . In particular, $x_{2}-\exists_{1}-1$, and therefore $x_{2}$, is multiplicity free.

The restriction of $X_{2}$ to $U$ contains the identity character on $U$ with multiplicity 2. Let $x_{1}^{\prime}=1, X_{2}^{\prime}=\theta_{1}$ and $x_{3}^{\prime}$ the unique irreducible constituent of $X_{2}$, different from 1 , whose restriction to $U$ contains $I$ Apply the notation of $\hat{\beta} 3 . a)$. Since $X_{2}^{\prime}$ and
$X_{3}^{\prime}$ are $Q$-valued, $\Delta_{2}\left(A_{i}\right)$ and $\Delta_{3}\left(A_{i}\right)$ are in $Z$ for all $i$.

LEMMA 3.5. For each $i=1, \ldots, t$, and each $\sigma \in U, y_{i}(\sigma)=0$, $a$ or $2 \cdot n$. For some value of $i, Y_{i}(\sigma) \neq 0$. If $Y_{i}(\sigma)=n$ there is a unique $j \neq i$ with $\gamma_{j}(\sigma)=n$; and if $\gamma_{i}(\sigma)=2 \cdot n$, then $Y_{j}(\sigma)=0$ for all $j \neq i$.

There is at most one value of $i$ for which $Y_{i}(\sigma)=2 \cdot n$ for some $\sigma \neq I d . \quad$ in $U$. For such an $i, n(i)=n-1$ and $\Delta_{2}\left(A_{i}\right)=-1$.
proof. The first part is immediate from $Y_{i}(\sigma)$ being the sum of certain orbit lengths of $\operatorname{Cen}_{G}(\sigma)$, and the formula $\sum_{i} Y_{i}(\sigma)=2 \cdot n$. For the last paragraph of the lemma apply Lemma 3.2 to find $x_{2}^{\prime}$ in terms of the $y_{i}{ }^{\prime} s$. Since $1+x_{2}^{\prime}$ is the regular character on $U, X_{2}^{\prime}(\sigma)=-1$. So
(3.7) $-1=(n-1) \cdot \Delta_{2}\left(A_{i}\right) / n(i)$ or $n(i)=(n-1) \cdot\left(-\Delta_{2}\left(A_{i}\right)\right)$.

If $n(i)=2 \cdot(n-I)$, then there would be $j \neq 1$ with $n(j)=1$. This contradicts the primitivity of $X_{2}$. Hence $n(i)=n-1$ and $\Delta_{2}\left(A_{i}\right)=-1$. Similarly, the index $i$ is unique.

If $Y_{i}(\sigma)=2 \cdot n$ for some $\sigma \neq I d$. in Lemma 3.j, call i "bad." Otherwise call i "good."

PROPOSITION 3.6. If all $i \neq I$ are good, then $\sum_{i=2}^{t} \Delta_{3}\left(A_{i}\right) / n(i)=r-3$. In particular, $r=3$, and Lemma 2.3 holds.

Proof. Among the constituents of $x_{2}$, only $x_{1}^{\prime}$ and $x_{3}^{\prime}$ contain 1 when restricted to $U$. For any $i$, Lemma 3.2 implies that

$$
\left(y_{i}, l\right)_{U}=\Delta_{1}\left(A_{i}\right)+\Delta_{3}\left(\operatorname{tr}_{A_{i}}\right)=n(i)+\Delta_{3}\left(A_{i}\right)
$$

If $i$ is "good," then $y_{i}$ takes only the values 0 or $n$ on $U$. Clearly, therefore, $\left(\gamma_{i}, \gamma_{i}\right)_{U}=n \cdot\left(\gamma_{i}, I\right)_{U}=n \cdot\left(n(i)+\Delta_{3}\left(A_{i}\right)\right)$. But Lemma 3.2 gives another expression for this:

$$
\left(\gamma_{i}, \gamma_{i}\right)_{T}=\sum_{s, s^{\prime}} \Delta_{S}\left({ }^{t r_{A_{i}}}\right) \cdot \Delta_{s^{\prime}}\left(A_{i}\right) \cdot\left(\chi_{S}^{\prime}, \chi_{S^{\prime}}^{\prime}\right)_{U}
$$

Divide by $n(i)$ and sum over all $i$ to get
(3.8) $\sum_{i=1}^{t}\left(Y_{i}, Y_{i}\right)_{U} / n(i)=\sum_{S, S^{\prime}}\left(X_{S}^{\prime}, X_{S}^{\prime},\right)_{U} \sum_{i} \Delta_{S}\left({ }^{\operatorname{tr}} A_{i}\right) \cdot \Delta_{S},\left(A_{i}\right) / n(i)=$

$$
=\sum_{S}\left(X_{S}^{6}, X_{S}^{\prime}\right)_{U} \cdot(2 \cdot n) / X_{S}^{\prime}(I)=t \cdot 2 \cdot \square .
$$

Recall that $\gamma_{I}=x_{2}$ and therefore that $\left(\gamma_{I}, \gamma_{I}\right)_{U}=4 \cdot n$. Use the assumption that all ifl are "good" (and the first expression for $\left(\gamma_{i}, \gamma_{i}\right)_{U}{ }^{2}$ to recompute (3.8):
(3.9)

$$
\sum_{i=1}^{t}\left(y_{i}, Y_{i}\right)_{U} / n(i)=4 \cdot n+\sum_{i=2}^{t}\left(I+\Delta_{3}\left(A_{i}\right) / n(i)\right) \cdot n
$$

Combine (3.8) and (3.9) to get $\sum_{i=2}^{t} \Delta_{3}\left(A_{i}\right) / n(i)=r-3$.
From the inequality $I=\left(x_{3}^{\prime}, I\right)_{U} \geq\left(n-I+x_{3}^{\prime}(I)\right) / n$, concIude that $X_{3}^{\prime}(\sigma) \leq 0$ for some $\sigma \neq I d$. in $U$. From Lemma 3.5 there exist distinct $i$ and $j$ with $\gamma_{i}(\sigma)=\gamma_{j}(\sigma)=n$. Apply Lemma 3.2 to $x_{3}^{\prime}$ to get $0 \geq\left(x_{3}^{\prime}(I) / 2\right) \cdot\left(\Delta_{3}\left(A_{i}\right) / n(i)+\Delta_{3}\left(A_{j}\right) / n(j)\right)$. From the expression of the last paragraph,

$$
\begin{equation*}
\sum_{k=1, i, j} \Delta_{3}\left(A_{k}\right) / n(k) \geq r-3 \tag{3.10}
\end{equation*}
$$

The left side of (3.10) has $r-3$ terms, so there exists $k$ with $\Delta_{3}\left(A_{k}\right) / n(k) \geq 1$ if $r>3$. Since $\chi_{2}$ is primitive, conclude that $r=3$ from Lemma 3.3. Now conclude Lemma 2.3 from [Wie,i].

In the remainder of the subsection we assume that there exists a "bad" value of $i$; let it be $i=2$. This leads to a contradiction which, combined with Proposition 3.6, concludes the proof of Lemma 2.3. Note that, since $n(i)=n-1$ only for $i=2, A_{i}=\operatorname{tr}_{A_{i}}$.

LEMMA 3.8. For each $\sigma \in U, \gamma_{2}(\sigma)=0$ or $2 \cdot n$.

Proof. Use Lemmas 3.1 and 3.2 to calculate:

$$
\begin{gathered}
\left(y_{2}, y_{2}\right)_{U}=\sum_{s, s^{\prime}} \Delta_{s}\left(A_{2}\right) \cdot \Delta_{s},\left(A_{2}\right) \cdot\left(x_{s}^{\prime}, x_{s}^{\prime}\right)_{U}= \\
\sum_{s} \Delta_{s}\left(A_{2}\right) \cdot \Delta_{s}\left(A_{2}\right) \cdot x_{s}^{\prime}(I)+2 \cdot \sum_{s \neq 2} \Delta_{2}\left(A_{2}\right) \cdot \Delta_{s}\left(A_{2}\right) \cdot x_{s}^{\prime}(I)+ \\
\left(-2 \cdot \Delta_{2}\left(A_{2}\right) \cdot \Delta_{2}\left(A_{2}\right) \cdot(n-I)-2 \cdot \Delta_{2}\left(A_{2}\right) \cdot \Delta_{3}\left(A_{2}\right)-2 \cdot \Delta_{2}\left(A_{2}\right) \cdot \Delta_{I}\left(A_{2}\right)\right) \\
+2 \cdot \Delta_{1}\left(A_{2}\right) \cdot \Delta_{3}\left(A_{2}\right)=2 n \cdot(n-1)+0-2 \cdot(-I)^{2} \cdot(n-I) \\
+2 \cdot \Delta_{3}\left(A_{2}\right) \div 2 \cdot(n-1)=2 \cdot n \cdot\left(n-1+\Delta_{3}\left(A_{2}\right)\right)
\end{gathered}
$$

Thus $\left(\gamma_{2}, \gamma_{2}\right)_{U}=2 \cdot n \cdot\left(y_{2}, 1\right)_{U}$. But, if $\alpha($ resp., $\beta$ ) is the number of times that $\gamma_{2}$ takes the value $n$ (resp., 2.n) on $U$, then

$$
\alpha+2 \cdot \beta=\left(\gamma_{2}, 1\right)_{U}, \text { or } \alpha \cdot n+4 \cdot \beta \cdot n=\left(\gamma_{2}, \gamma_{2}\right)_{U}
$$

Conclude that $\alpha=0$ - the conclusion of the lemma holds

LEMMA 3.9. For $j>2$,
(3.1I) $\quad 0=n \cdot\left(\Delta_{2}\left(A_{j}\right)+\Delta_{3}\left(A_{j}\right)\right)+\left(\Delta_{3}\left(A_{2}\right)+1\right) \cdot\left(n(j)-\Delta_{2}\left(A_{j}\right)\right)$

Proof. From Lemma 3.5 combined with Lemma 3.8, $\left(y_{2}, y_{j}\right)_{U}=0$. On the other hand, a direct calculation of $\left(y_{2}, Y_{j}\right)_{U}$, as in Lemma 3.8 gives the result.

LEMMA 3.10. For $\sigma \in U-\{I d$.$\} and a=x_{3}^{\prime}(I) \cdot \Delta_{3}\left(A_{2}\right) /(n-I)$, either $\gamma_{2}(\sigma) \neq 0$ and $X_{3}^{\prime}(\sigma)=\mathrm{a}$, or $\quad \gamma_{2}(\sigma)=0$ and $\quad X_{3}^{\prime}(\sigma)=-\mathrm{a}$.

Proof. If $Y_{2}(\sigma) \neq 0$ then $Y_{2}(\sigma)=2 \cdot n$ (Lemma 3.8). So $Y_{j}(\sigma)=0$ for $j \neq 2$, and the result follows from an application of the second formula of Lemma 3.2 to $X_{3}^{\prime}$.

If $\gamma_{2}(\sigma)=0$, Lemma 3.5 produces unique $i$ and $j$ with $\gamma_{i}(\sigma)=\gamma_{j}(\sigma)=n, 2 \neq i \neq j$. Again apply Lemma 3.2:

$$
\begin{equation*}
x_{3}^{\prime}(\sigma)=\left(x_{3}^{\prime}(I) / 2\right) \cdot\left(\Delta_{3}\left(A_{i}\right) / n(i)+\Delta_{3}\left(A_{j}\right) / n(j)\right) \tag{3.12}
\end{equation*}
$$

Use Lemma 3.9 on each of the terms on the right side of expression (3.12):
(3.13) $0=n \cdot\left(\Delta_{2}\left(A_{i}\right) / n(i)+\Delta_{2}\left(A_{j}\right) / n(j)+\Delta_{3}\left(A_{i}\right) / n(i) \div \Delta_{3}\left(A_{j}\right) / n(j)\right)$

$$
\div\left(\Delta_{3}\left(A_{2}\right)+1\right) \cdot\left(2-\Delta_{2}\left(A_{i}\right) / n(i)-\Delta_{2}\left(A_{j}\right) / n(j)\right)
$$

Since $-1=((n-1) / 2) \cdot\left(\Delta_{2}\left(A_{i}\right) / n(i)+\Delta_{2}\left(A_{j}\right) n(j)\right)$ (use Lemma 3.2 on $\left.X_{2}^{\prime}\right)$, (3.13) gives

$$
\begin{align*}
0 & =n \cdot\left((-2 /(n-1))+\Delta_{3}\left(A_{i}\right) / n(i)+\Delta_{3}\left(A_{j}\right) / n(j)\right.  \tag{3.14}\\
& +\left(\Delta_{3}\left(A_{2}\right)+1\right) \cdot(2+2 /(n-1)) .
\end{align*}
$$

A little rearrangement of (3.14) plugged into the right side of expression (3.12) concludes the lemma.

The conclusion of Lemma 3.10 is the key to the remaining argument. It, together with the multiplicity free $Q$ - valued restriction of $X_{3}^{\prime}$ to U, will force $X_{3}^{\prime}(I)$ to be $I, n-I$ or $n$. The first two cases contradict Lemma 3.4 since they imply that $X_{2}$ has a nontrivial degree constituent. If $\chi_{3}^{\prime}(I)=n$, then the conclusion of Proposition 3.6 holds, anyway; although this contradicts Lemma 3.5 as $\gamma_{i}(\sigma)$ must be nonzero for at least•two values of $i>2$ for some $\sigma \in U$.

PROPOSITION 3.11. Let $\mathcal{E}$ be a multiplicity free $Q$ - Valued character on a finite cyclic group $U$ of order $a$. Let $a^{\prime}$ (resp., $a$ ) be the g.c.d of all values of $\xi$ on $U$ (resp., of all values of $\xi$ on U-\{Id.\}) . Then $a^{\prime} \mid n$ and there exists a character $v$ on the subgroup of index $a^{\prime}$ in $U$ such that $弓=\psi{ }^{U}$, the character induced on $U$ by $\psi$.

Similary, if $\xi$ is not the regular representation of $U$, then $a \mid n$ and $;=\psi$ where $\psi$ is a character of the subgroup of index $a$. In either situation, if $a^{\prime}$ (resp., a) $>1$, then 3 vanishes on any generator of $U$.

Proof. If $a^{\prime}=1$ we are done. Otherwise let $p$ be a prime divisor of $a^{\prime}$. Then $3 \bmod p \equiv 0$, so $p \mid n$. Write. $U=U(1) \times U(2)$ Where $U(1)$ is a $p$-sylow of $U$, and let $U(0)$ be the subgroup of $U(1)$ of index $p$. We divide the rest of the proof into parts.

Part 1. Properties of characters of $U(1) \times U(2)$. The general irreducible rational character of $U(I) \times U(2)$ is $\omega$. 0 where $\mu$ (resp., $\varphi$ ) is a rational irreducible character of $U(I)$ (resp., $U(2)$ ) . In addition, $H$ is either $I$ or the form $I_{L}^{U(I)}-I_{K}^{U(I)}$ with $L \subseteq K$ subgroups of $U(I)$ and $(K: L)=p:$ an easy combinatorial consequence of counting that this gives the correct number of ir: reducible rational characters of $U(1)$.

Part 2. $\left.\xi\right|_{U(0) x U(2)}=p \cdot \psi$. In the notation of Part 1 , if $K \neq U(1)$, then the restriction of $I_{L}^{U(I)}-I_{K}^{U(1)}$ to $U(0)$ is $p$ times the character $I_{L}^{U(0)}-I_{K}^{U(0)}$. Thus, $I_{U(I)}$ and $I_{U(O)}^{U(I)}-I_{U(I)}$ are the only irreducible $\mu^{*} s$ whose restriction to $U(0)$ is not $p$ times a character. These are the only $H^{\prime} s$ such that $\perp \bmod p \neq 0$.

Since $\overline{\bmod p} \equiv 0$ and the $\varphi^{i} s \bmod p$ are linearly independent, $\left(I_{U(0)}^{U(I)}-I_{U(I)}\right) \cdot \varphi$ must appear in $\xi$ whenever $I_{U(I)} \cdot \varphi$ does; and vice-versa. Of course, the restriction of their sum to $U(0) \times U(2)$ is $p$ times $I_{U(0)} \cdot 0$. We are done.

Part 3. Conclusion of the properties of $a^{\prime}$. From Part 2, $\xi \subseteq p \cdot y$. Since $弓$ is multiplicity free, $弓 \subseteq \psi^{U}$. But $\xi(I)=p \cdot \psi(I)=\psi^{U}(I)$ implies $\xi=\psi^{U}$. The properties of $a^{\prime}$ therefore follow by induction.

Part 4. Conclusion of the properties of $a$. Let $o$ be the regular character of $U$. Then $p-\xi$ also satisfies the hypotheses. If
$(\xi, I)=0$ then clearly a divides $\xi(1)$, and the conclusion of Part 3 applies.

Otherwise $(\rho-\xi, I)=0$ and Part 3 applies to $\rho-\mathcal{Z}: 0-\xi=\psi^{U}$ Where $\psi$ is a character of the subgroup $W$ of index $a$ in $U$. So $\xi=\rho-\psi^{U}==^{U}-\psi^{U}=\left(I^{W}-\psi\right)^{U}$. As $\psi$ is obviously multiplicity free, $I^{W}-\psi$ is a character. This completes the proof.

To finish the section (as stated prior to Proposition 3.11) we need only show that $\xi=\left.X_{3}^{\prime}\right|_{U}$ has $\xi(I)=I, n-I$ or $n$. Take a in Proposition 3.11 to be the value that is labeled a in Lemma 3.10.

If $a=0$, then $f$ is the regular character and $\xi(I)=2$. If a. $\neq 0$, then Proposition 3.11 implies that $a= \pm 1$. Thus $(\xi, \xi)=\xi(I), n-I+\xi(1)^{2}=\xi(I) \cdot n$, and therefore $\xi(I)=I$ or $n-I$.
§4. Variants of the Hilbert-Siegel problem.

The precise result of Theorem 1.10 is a consequence of the hypotheses that $h(y)$ is an indecomposable polynomial with coefficients in Q . Without the indecomposability condition (but $h$ Still in Q[y]) we would be considering condition (I.12): $\mathcal{A}(\mathrm{h}, \mathrm{g})$ is newly reducible with $g$ a polynomial of the same degree as $h$ or condition (1.13)a) holds. Let, however, $\sigma$ ( $\oint$ I.a)) be a description of the branch cycles for $\mathbb{P}_{y}^{l} \xrightarrow{\varphi(h)} \mathbb{P}_{x}^{l}$. We can no longer assert that $G(\sigma)$ is doubly transitive (not even primitive) and therefore the classification of simple groups through [CuKanSe] would be of little immediate value unless we can understand $G(\sigma)$ in terms of branch cycles for the covers given by composition factors of $h$. Actually, there are practical possibilities in this direction ([Fr,2; §5.3, c)]), but they do not yield results like Theorem 1.10. Therefore, in all the rest of our discussion we retain an indecomposability (i.e., primitive group) assumption.

Replace $Q$ by any number field $K$. The analogous study to Theorem 1.10 would consider $O_{K}$, the ring of integers of $K$, and those indecomposable $h \in O_{K}[y]$ for which the set $\left\{x_{0} \in \mathcal{O}_{K}\right.$ with $h(y)-x_{o}$ reducible\} consists of $V\left(h ; 0_{K}\right)$ and a finite set. From Lemma 1.9 this is the study of condition (1.12). In that statement it is easy to draw a further conclusion about $\mathrm{T}_{2}(\sigma(r))$ :

IEMMA 4.1. If $h$ is indecomposable and condition (I.12) holds, then either $T_{2}(\sigma(r))$ is an $n$-cycle or $T_{2}(\sigma(r))$ is the product of an $n$-cycle and an $m_{2}$-cycle with $m_{2}$ a divisor of $n$ greater than $l$ (and $\left.\operatorname{deg}\left(T_{2}\right)=m=n+m_{2}\right)$.

Proof. First suppose that $m_{2}=1$. Then, since $\operatorname{deg}\left(T_{2}\right)=n+1$ and $T_{2}(\sigma(r))$ is a product of a 1 -cycle and an $n$-cycle, $G(\sigma)$ is doubly transitive in the representation $T_{2}$. But $G(\underline{\sigma})$ bas an intransitive subgroup, $G\left(T_{1}, 1\right)$, of index $n$ according to condition (I.8). This contradicts an elementary lemma in group theory: A doubly transitive group has no intransitive subgroup of index less than its degree.

Suppose only that $T_{2}(\sigma(r))$ is not an $n$-cycle. The argument above shows that $\operatorname{deg}\left(T_{2}\right)=m_{I}+m_{2}$ is at least as large as $n$. Since $2 . c . m .\left(m_{1}, m_{2}\right)=n$, check that either $m_{1}$ or $m_{2}$ equals $n$. This concludes the lemma.

If $\mathrm{T}_{2}(\sigma(r))$ is an $n$-cycle, then the polynomials listed in Theorem l.8 $(\operatorname{deg}(h)=7,11,13,15,21,31-e . g .$, as in the appendix) give exceptional cases to a result analogous to Theorem 1.10. If $T_{2}(\sigma(r))$ is a product of two $n$-cycles, the degree 5 polynomials of Theorem l.IO give the only additional exceptional cases (over any field K). The serious remaining question: Are there other exceptional polynomials $h$ for which $T_{2}(\sigma(r))$ is a product of an $n$-cycle and an $m_{2}$ - cycle with $m_{2}<n$ ? We don't even know of any triples
 that $T_{2}(\sigma)$ be a product of an $n$-cycle and an $m_{2}$-cycle with $\mathrm{m}_{2}<\mathrm{n}$.

Variation of coefficients other than the constant term. Suppose $h \in Z[y]$ For $0<i<n$ consider $R\left(h(y)+x \cdot y^{i} ; z\right)=\left\{x_{0} \in Z \quad h(y)+x_{0} \cdot y^{i}\right.$ is reducible in $Z[y]\}$. In order to describe $R\left(h(y) \div x \cdot y^{i} ; Z\right)$, Lemma 1.9 tells us to find those $g \in C(z)$ for which $\mathcal{\gamma}\left(h(y) / y^{i}, g(z)\right)$ is newly reducible where condition (I.II)a) holds for $g$. In terms of
group theory we must find groups $G=G(\sigma)$ with (1.7)a) and b), (I.8)a) and b), $T_{I}(\sigma(r))$ is a product of an $i$-cycle and an (n-i) cycle, and $T_{2}(\sigma(r))$ is a product of two ( $m / 2$ )-cycles. Thus $m / 2$ is l.c.m(i,n-i). If $i$ and $n$ are relatively prime, indecomposability of $h(y) / y^{i}$ (i.e., primitivity of $T_{l}$ ) is an easy consequence. This case would not, however, include cases arising from the doubly transitive groups containing on $n$-cycle that appear in Theorem 2.1. Indeed, we would expect a similarly striking analogue to Theorem l.lo, but noone has worked out the group theory.

Mordell analogue of Hilbert-Siegel problem. The results above have all considered specialization of $x$ to integer values. Consider, instead for $h(y) \in Q[y], P(h(y)-x ; Q)=\left\{x_{0} \in Q \mid h(y)-x_{0}\right.$ is reducible in $Q[y]\}$. In order to get a result similar to Theorem I.10 we must assume the Mordell conjecture: A nonsingular projective curve, of genus at least 2 , defined over a number field $K$ has only finitely many $K$-rational points. With this assumption we have a variant on Lemma 1.9.

LEMMA 4.2. Let $Y(h ; Q)=\left\{x_{0} \in Q \mid h\left(y_{0}\right)=x_{0}\right.$ for some $\left.y_{0} \in Q\right\}$. Suppose that $\sigma$ is a description of the branch cycles of the cover $\left.\mathbb{P}_{y}^{I} \xrightarrow{0(h)} \mathbb{P}_{X}^{I}(\hat{y} I . a)\right)$, and $G=G(\underline{G}) \subseteq S_{n}$, and that $G(\underline{\sigma})$ has no subgroup $H$ with these properties:
(4.1) a) $H$ is an intransitive subgroup of $S_{n}$;
b) no conjugate of $G(I)=\{\sigma \in G \mid(I) \sigma=I\}$ contains $H$; and
c) $\sum_{i=1}^{r} \operatorname{ind}\left(T_{H}(\sigma(i))\right)=2 \cdot(G: H)$ or $2 \cdot(G: H)-2$.

Then $P(h(y)-x ; Q)$ is the union of $V(h ; Q)$ with a finite set. There are approximate converses (sic) to Lemma 4.2 ([Fr,2;ヶ8.6]), but they naturally rely on number theory rather than pure group theory. Thus, in some sense, condition (4.1) is the best tool for investigating analogues of Theorem 1.10. But, for every integer $n$ there are indecomposable polynomials $h$ of degree $n$ for which $\mathcal{P}(h(y)-x ; Q)-V(h ; Q)$ is infinite. Indeed, these include polynomials $h$ for which a description of the branch cycles of $\mathbb{P}_{\mathrm{Y}}^{\mathrm{I}} \xrightarrow{\varphi(\mathrm{h})} \mathbb{P}_{\mathrm{X}}^{\mathrm{I}}$ is given by expression 1.9 of Ex.I.5.
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