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#### Abstract

The sine-Gordon (SG) equation and perturbed nonlinear Schrödinger (NLS) equations are studied numerically for modeling the propagation of two space dimensional (2D) localized pulses (the so-called light bullets) in nonlinear dispersive optical media. We begin with the $(2+1)$ SG equation obtained as an asymptotic reduction in the two level dissipationless Maxwell-Bloch system, followed by the review on the perturbed NLS equation in 2D for SG pulse envelopes, which is globally well posed and has all the relevant higher order terms to regularize the collapse of standard critical (cubic focusing) NLS. The perturbed NLS is approximated by truncating the nonlinearity into finite higher order terms undergoing focusing-defocusing cycles. Efficient semi-implicit sine pseudospectral discretizations for SG and perturbed NLS are proposed with rigorous error estimates. Numerical comparison results between light bullet solutions of SG and perturbed NLS as well as critical NLS are reported, which validate that the solution of the perturbed NLS as well as its finite-term truncations are in qualitative and quantitative agreement with the solution of SG for the light bullets propagation even after the critical collapse of cubic focusing NLS. In contrast, standard critical NLS is in qualitative agreement with SG only before its collapse. As a benefit of such observations, pulse propagations are studied via solving the perturbed NLS truncated by reasonably many nonlinear terms, which is a much cheaper task than solving SG equation directly.


© 2010 Elsevier B.V. All rights reserved.

## 1. Introduction

The propagation and interaction of spatially localized pulses (the so-called light bullets) with particle features in several space dimensions are of both physical and mathematical interests [1,2]. Such light bullets have been observed in the numerical simulations of the full Maxwell system with instantaneous Kerr ( $\chi^{(3)}$ or cubic) nonlinearity in two space dimensions (2D) [3]. They are short femtosecond pulses that propagate without essentially changing shapes over a long distance and have only a few EM (electromagnetic) oscillations under their envelopes [37]. They have been found useful as information carriers in communication [5,8], as energy sources, switches and logic gates in optical devices [9].

In one space dimension (1D), the Maxwell system modeling light propagation in nonlinear media admits constant-speed traveling waves as exact solutions, also known as the light

[^0]bubbles (unipolar pulses or solitons), [10-13]. The complete integrability of a Maxwell-Bloch system is shown in [14]. In several space dimensions, constant-speed traveling waves (mono-scale solutions) are harder to come by. Instead, space-time oscillating (multiple-scale) solutions are more robust [6]. The so-called light bullets are of multiple-scale structures with distinct phase/group velocities and amplitude dynamics. Even though direct numerical simulations of the full Maxwell system are motivating [3], asymptotic approximation is necessary for analysis in several space dimensions [6]. The approximation of 1D Maxwell system has been extensively studied. Long pulses are well approximated via envelope approximation by the cubic focusing nonlinear Schrödinger (NLS) for $\chi^{(3)}$ medium [8]. A comparison between Maxwell solutions and those of an extended NLS [4,5,15] also showed that the cubic NLS approximation works reasonably well on short stable 1D pulses. Mathematical analysis on the validity of NLS approximation of pulses and counter-propagating pulses of 1D sine-Gordon equation has been carried out [16,17]. However, in 2D, the envelope approximation with the cubic focusing NLS breaks down [18], because critical collapse of the cubic focusing NLS occurs in finite time (see [19-24] and the references therein). On the other hand, due to the intrinsic physical mechanism or material response, Maxwell system itself typically behaves fine beyond the cubic NLS collapse time. One example is the semiclassical two level dissipationless Maxwell-Bloch system where
smooth solutions persist forever [25]. It is thus a very interesting question how to modify the cubic NLS approximation to capture the correct physics for modeling the propagation and interaction of light signals in 2D Maxwell type systems.

Recently, by examining a distinguished asymptotic limit of the two level dissipationless Maxwell-Bloch system in the transverse electric regime, Xin [6] found that the well-known $(2+1)$ sineGordon (SG) equation
$\partial_{t t} u-c^{2} \nabla^{2} u+\sin (u)=0, \quad t>0$,
with initial conditions
$u(\mathbf{x}, 0)=u^{(0)}(\mathbf{x}), \quad \partial_{t} u(\mathbf{x}, 0)=u^{(1)}(\mathbf{x}), \quad \mathbf{x}=(x, y) \in \mathbb{R}^{2},(1.2)$
where $u:=u(\mathbf{x}, t)$ is a real-valued function and $c$ is a given constant, has its own light bullets solutions. It is well known that the energy
$E^{\mathrm{SG}}(t):=\int_{\mathbb{R}^{2}}\left[\left(\partial_{t} u\right)^{2}+c^{2}|\nabla u|^{2}+2 G(u)\right] \mathrm{d} \mathbf{x}, \quad t \geq 0$,
with
$G(u)=\int_{0}^{u} \sin (s) \mathrm{d} s=1-\cos (u)$,
is conserved in the above SG equation. Direct numerical simulations of the SG in 2D were performed [7,6], which are much simpler tasks than simulating the full Maxwell. Moving pulse solutions being able to keep the overall profile over a long time were observed, just like those in Maxwell system [3-5,7,6]. See also [26,27] for related breather-type solutions of SG in 2D based on a modulation analysis in the Lagrangian formulation. In [6], a new and complete perturbed NLS equation was derived by removing all resonance terms (complete NLS approximation) in carrying out the envelope expansion of SG. The new equation is second order in space-time and contains a nonparaxiality term, a mixed derivative term, and a novel nonlinear term which is saturating for large amplitude. The equation is globally well posed and does not have finite-time collapse.

The main purpose of this paper is to carry out comprehensive and accurate numerical comparisons between the solution of the SG equation and the solutions of the complete perturbed NLS and its finite-term approximation in nonlinearity, as well as the standard critical NLS. The computation challenge involved in SG simulation is that the disparate time scales between SG and perturbed NLS equations require a long-time simulation of SG equation in a large 2D domain, which need to be extended if the interested time point turns out to be further away due to the propagating property of SG light bullet solutions. On the other hand, for the perturbed NLS simulation the challenge is that high spatial resolution is required to capture the focusing-defocusing mechanism which prevents the critical NLS collapse. Here, semi-implicit sine pseudospectral discretizations are proposed, which can be explicitly solved in phase and are of spectral accuracy in space. Our results provide a numerical justification of the perturbed NLS as a valid approximation to SG in 2D, especially beyond the collapse time of cubic focusing NLS.

The rest of this paper is organized as follows. In Section 2, we review the derivation of the complete perturbed NLS from SG and approximate it by truncating the nonlinearity into finite higher order terms undergoing focusing-defocusing cycles. In Section 3, efficient semi-implicit sine pseudospectral discretizations for the SG and perturbed NLS are discussed. In Section 4, numerical results are reported on (1) the comparison between the solutions of SG and perturbed NLS with finite-time collapse present in the critical cubic NLS, (2) the study on the finite-term nonlinearity
approximation and (3) the application to long-time propagation of pulses. Finally, concluding remarks are drawn in Section 5. Throughout the paper, we use the standard notations of Sobolev spaces with their corresponding norms. The notation $p \lesssim q$ means that there exists a constant $C>0$, independent of mesh sizes and time steps, such that $|p| \leq C q$.

## 2. Perturbed NLS and its approximations

As derived in [6], we look for a modulated planar pulse solution of SG (1.1) in the form:

$$
\begin{align*}
u(\mathbf{x}, t)= & \varepsilon A\left(\varepsilon(x-v t), \varepsilon y, \varepsilon^{2} t\right) \mathrm{e}^{\mathrm{i}(k x-\omega(k) t)}+\text { c.c. }+\varepsilon^{3} u_{2} \\
& \mathbf{x}=(x, y) \in \mathbb{R}^{2}, \quad t \geq 0 \tag{2.1}
\end{align*}
$$

where $0<\varepsilon \ll 1, \omega=\omega(k)=\sqrt{1+c^{2} k^{2}}, v=\omega^{\prime}(k)=c^{2} k / \omega$, the group velocity, and c.c. refers to the complex conjugate of the previous term. Plugging (2.1) into (1.1), setting $X=\varepsilon(x-v t)$, $Y=\varepsilon y$ and $T=\varepsilon^{2} t$, calculating derivatives, expressing the sine function in series and removing all the resonance terms, one obtains the following complete perturbed NLS (see details in [6]):

$$
\begin{align*}
& -2 i \omega \partial_{T} A+\varepsilon^{2} \partial_{T T} A=\frac{c^{2}}{\omega^{2}} \partial_{X X} A+c^{2} \partial_{Y Y} A+2 \varepsilon v \partial_{X T} A \\
& +|A|^{2} A \sum_{l=0}^{\infty} \frac{(-1)^{l}(\varepsilon|A|)^{2 l}}{(l+1)!(l+2)!}, \quad T>0 \tag{2.2}
\end{align*}
$$

where $A:=A(\mathbf{X}, T), \mathbf{X}=(X, Y) \in \mathbb{R}^{2}$, is a complex-valued function.

Introducing the scaling variables $\widetilde{X}=(\omega / c) X, \widetilde{Y}=Y / c$ and $\widetilde{T}=T /(2 \omega)$, substituting them into (2.2) and then removing all ${ }^{\sim}$, one gets a standard perturbed NLS,
$\mathrm{i} \partial_{T} A-\frac{\varepsilon^{2}}{4 \omega^{2}} \partial_{T T} A=-\nabla^{2} A-\frac{\varepsilon c k}{\omega} \partial_{X T} A+f_{\varepsilon}\left(|A|^{2}\right) A, \quad T>0$, (2.3) with initial conditions,
$A(\mathbf{X}, 0)=A^{(0)}(\mathbf{X}), \quad \partial_{T} A(\mathbf{X}, 0)=A^{(1)}(\mathbf{X}), \quad \mathbf{X} \in \mathbb{R}^{2}$,
where,
$\rho=|A|^{2}, \quad f_{\varepsilon}(\rho)=\sum_{l=0}^{\infty} \frac{(-1)^{l+1} \varepsilon^{2 l} \rho^{l+1}}{(l+1)!(l+2)!}$.
In fact, the Eq. (2.3) can be viewed as a perturbed cubic NLS with both a saturating nonlinearity (series) term and nonparaxial terms (the $A_{T T}$ and $A_{X T}$ terms). As proven in [6], it conserves the energy, i.e.,

$$
\begin{align*}
E^{\mathrm{PNLS}}(T) & :=\int_{\mathbb{R}^{2}}\left[\frac{\varepsilon^{2}}{4 \omega^{2}}\left|A_{T}\right|^{2}+|\nabla A|^{2}+F_{\varepsilon}\left(|A|^{2}\right)\right] \mathrm{d} \mathbf{X} \\
& \equiv E^{\text {PNLS }}(0), \quad T \geq 0 \tag{2.6}
\end{align*}
$$

with

$$
\begin{equation*}
F_{\varepsilon}(\rho)=\int_{0}^{\rho} f_{\varepsilon}(s) \mathrm{d} s=\sum_{l=0}^{\infty} \frac{(-1)^{l+1} \varepsilon^{2 l} \rho^{l+2}}{(l+1)!(l+2)!(l+2)} \tag{2.7}
\end{equation*}
$$

and has the mass balance identity

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} T}\left(\int_{\mathbb{R}^{2}}|A|^{2} \mathrm{~d} \mathbf{X}-\frac{\varepsilon^{2}}{2 \omega^{2}} \operatorname{Im} \int_{\mathbb{R}^{2}} A_{T} \bar{A} \mathrm{~d} \mathbf{X}\right) \\
& \quad=\frac{2 \varepsilon v}{c} \operatorname{Im} \int A_{X} \overline{A_{T}} \mathrm{~d} \mathbf{X} \tag{2.8}
\end{align*}
$$

where $\bar{f}$ denotes the conjugate of $f$. In addition, the perturbed NLS (2.3) is globally well posed and does not have finite-time collapse [6], i.e., for any given initial data $A^{(0)}(\mathbf{X}) \in H^{2}\left(\mathbb{R}^{2}\right)$ and
$A^{(1)}(\mathbf{X}) \in H^{1}\left(\mathbb{R}^{2}\right)$, the initial value problem of (2.3) with initial conditions (2.4) has a unique global solution $A \in C\left([0, \infty] ; H^{2}\left(\mathbb{R}^{2}\right)\right)$, $A_{T} \in C\left([0, \infty] ; H^{1}\left(\mathbb{R}^{2}\right)\right)$, and $A_{T T} \in C\left([0, \infty] ; L^{2}\left(\mathbb{R}^{2}\right)\right)$.

In practice, the infinite series of the nonlinearity in (2.3) is usually truncated to finite terms with focusing-defocusing cycles. Denote
$f_{\varepsilon}^{N}(\rho)=\sum_{l=0}^{N} \frac{\varepsilon^{4 l} \rho^{2 l+1}}{(2 l+1)!(2 l+2)!}\left[-1+\frac{\varepsilon^{2} \rho}{(2 l+2)(2 l+3)}\right]$,
then the perturbed NLS (2.3) can be approximated by the following truncated NLS:

$$
\begin{align*}
\mathrm{i} \partial_{T} A-\frac{\varepsilon^{2}}{4 \omega^{2}} \partial_{T T} A= & -\nabla^{2} A-\frac{\varepsilon c k}{\omega} \partial_{X T} A \\
& +f_{\varepsilon}^{N}\left(|A|^{2}\right) A, \quad T>0 \tag{2.10}
\end{align*}
$$

Similar as the proof in [6] for perturbed NLS (2.3), one can show that the truncated NLS (2.10) with the initial conditions (2.4) also conserves the energy, i.e.,

$$
\begin{align*}
E_{N}^{\mathrm{PNLS}}(T) & :=\int_{\mathbb{R}^{2}}\left[\frac{\varepsilon^{2}}{4 \omega^{2}}\left|A_{T}\right|^{2}+|\nabla A|^{2}+F_{\varepsilon}^{N}\left(|A|^{2}\right)\right] \mathrm{d} \mathbf{X} \\
& \equiv E_{N}^{\mathrm{PNLS}}(0), \quad T \geq 0 \tag{2.11}
\end{align*}
$$

with

$$
\begin{align*}
& F_{\varepsilon}^{N}(\rho)=\int_{0}^{\rho} f_{\varepsilon}^{N}(s) \mathrm{d} s \\
& \quad=\sum_{l=0}^{N} \frac{\varepsilon^{4 l} \rho^{2 l+2}}{(2 l+1)!(2 l+2)!(2 l+2)}\left[-1+\frac{\varepsilon^{2} \rho}{(2 l+3)^{2}}\right] \tag{2.12}
\end{align*}
$$

and has the mass balance identity (2.8).
When $\varepsilon=0$, the perturbed NLS (2.3) and its approximation (2.10) collapse to the well-known cubic (critical) focusing NLS:
$\mathrm{i} \partial_{T} A=-\nabla^{2} A-\frac{1}{2}|A|^{2} A, \quad T>0$,
with initial condition,
$A(\mathbf{X}, 0)=A^{(0)}(\mathbf{X}), \quad \mathbf{X} \in \mathbb{R}^{2}$.
It is well known that this cubic NLS conserves the energy, i.e.,

$$
\begin{align*}
E^{\mathrm{CNLS}}(T) & :=\int_{\mathbb{R}^{2}}\left[|\nabla A|^{2}-\frac{1}{4}|A|^{4}\right] \mathrm{d} \mathbf{X} \\
& \equiv \int_{\mathbb{R}^{2}}\left[\left|\nabla A^{(0)}\right|^{2}-\frac{1}{4}\left|A^{(0)}\right|^{4}\right] \mathrm{d} \mathbf{X} \tag{2.15}
\end{align*}
$$

and when the initial energy $E^{\mathrm{CNLS}}(0)<0$, finite-time collapse occurs in this focusing cubic (critical) NLS [23,24,19], which motivates different choices of initial data in (2.4) and (2.14) for our numerical experiments.

We remark here that as mentioned in the introduction, noting (2.1) the disparate time scales for the perturbed NLS equations (2.10) and the SG equation (1.1) are $T=O(1)$ and $t=O\left(\varepsilon^{-2}\right)$, respectively, which immediately implies that it requires a much longer time simulation for the SG equation (1.1) if the time regime beyond the collapse time of the critical NLS (2.13) is of interest, when $\varepsilon$ is small.

## 3. Numerical methods for SG and perturbed NLS

Various finite difference discretizations for the SG [28-31] and NLS equation $[32,33]$ were proposed in the literatures, which are only of polynomial order accuracy in space. Here we will present efficient semi-implicit sine pseudospectral approximations [34,35] for the SG (1.1) and perturbed NLS (2.10), which are of spectral accuracy in space and efficient in computation.

Since we are interested in the finite-time propagation of the light bullets, noting the inherent far-field vanishing property of the light bullets solutions of SG and NLS equations, in practice, we always truncate the whole space problems on a bounded computational domain $\Omega$, e.g. $\Omega=[a, b] \times[c, d]$, with homogeneous Dirichlet boundary conditions. Let $\Delta t>0$ be the time step and denote time steps as $t_{n}=n \Delta t, n=0,1, \ldots$; choose spatial mesh sizes $\Delta x=\frac{b-a}{J}$ and $\Delta y=\frac{d-c}{K}$ with $J, K$ being two positive even integers, and denote the grid points be
$x_{j}:=a+j \Delta x, \quad j=0,1, \ldots, J ;$
$y_{k}:=c+k \Delta y, \quad k=0,1, \ldots, K$.
Let
$Y_{J K}=\operatorname{span}\left\{\phi_{l m}(\mathbf{x}), l=1,2, \ldots, J-1, m=1,2, \ldots, K-1\right\}$,
where
$\phi_{l m}(\mathbf{x}):=\sin \left(\mu_{l}(x-a)\right) \sin \left(\lambda_{m}(y-c)\right), \quad \mathbf{x}=(x, y) \in \mathbb{R}^{2}$,
$\mu_{l}=\pi l /(b-a), \quad \lambda_{m}=\pi m /(d-c)$,

$$
l=1,2, \ldots, J-1, m=1,2, \ldots, K-1
$$

For a function $\xi(\mathbf{x}) \in L_{0}^{2}(\Omega)=\left\{v(\mathbf{x})\left|v \in L^{2}(\Omega), v\right|_{\partial \Omega}=0\right\}$ and a matrix $\varphi:=\left\{\varphi_{j k}\right\}_{j, k=0}^{J, K} \in \mathbb{C}_{0}^{(J+1)(K+1)}=\left\{w \in \mathbb{C}^{(J+1)(K+1)} \mid w_{0 k}=\right.$ $\left.w_{j k}=w_{j 0}=w_{j k}=0, j=0,1, \ldots, J, k=0,1, \ldots, K\right\}$, denote $P_{J K}: L_{0}^{2}(\Omega) \rightarrow Y_{J K}$ and $I_{J K}: \mathbb{C}_{0}^{(J+1)(K+1)} \rightarrow Y_{J K}$ be the standard projection and trigonometric interpolation operators [36,37], respectively, i.e.,
$\left(P_{J K} \xi\right)(\mathbf{x})=\sum_{l=1}^{J-1} \sum_{m=1}^{K-1} \widehat{\xi}_{l m} \phi_{l m}(\mathbf{x})$,
$\left(I_{J K} \varphi\right)(\mathbf{x})=\sum_{l=1}^{J-1} \sum_{m=1}^{K-1} \widetilde{\varphi}_{l m} \phi_{l m}(\mathbf{x}), \quad \mathbf{x} \in \Omega$,
where
$\widehat{\xi}_{l m}=\frac{4}{(b-a)(d-c)} \int_{\Omega} \xi(\mathbf{x}) \phi_{l m}(\mathbf{x}) \mathrm{d} \mathbf{x}$,
$\widetilde{\varphi}_{l m}=\frac{4}{J K} \sum_{j=1}^{J-1} \sum_{k=1}^{K-1} \varphi_{j k} \phi_{l m}\left(x_{j}, y_{k}\right)$,

$$
\begin{align*}
\tilde{\xi}_{l m}= & \frac{4}{J K} \sum_{j=1}^{J-1} \sum_{k=1}^{K-1} \xi\left(x_{j}, y_{k}\right) \phi_{l m}\left(x_{j}, y_{k}\right),  \tag{3.2}\\
& \quad l=1, \ldots, J-1, m=1, \ldots, K-1 . \tag{3.3}
\end{align*}
$$

Semi-implicit sine pseudospectral method for the SG equation. Let $u_{J K}^{n}(\mathbf{x})$ be the approximation of $u\left(\mathbf{x}, t_{n}\right)(\mathbf{x} \in \Omega)$, and respectively, $u_{j k}^{n}$ be the approximation of $u\left(x_{j}, y_{k}, t_{n}\right)(j=$ $0,1, \ldots, J, k=0,1, \ldots, K)$ and denote $u^{n}$ be the matrix with components $u_{j k}^{n}$ at time $t=t_{n}$. Choose $u_{J K}^{0}(\mathbf{x})=P_{J K}\left(u^{(0)}\right)$ for $\mathbf{x} \in \Omega$, by applying the sine spectral method for spatial derivatives and second order implicit and explicit schemes for linear and nonlinear terms, respectively, in time discretization for the SG equation (1.1), we get the semi-implicit sine spectral discretization as:

Find $u_{J K}^{n+1}(\mathbf{x}) \in Y_{J K}$, i.e.,
$u_{J K}^{n+1}(\mathbf{x})=\sum_{l=1}^{J-1} \sum_{m=1}^{K-1} \widehat{\left(u_{J K}^{n+1}\right)_{l m}} \phi_{l m}(\mathbf{x}), \quad \mathbf{x} \in \Omega, n \geq 0$,


Fig. 1. Evolution of center density $|A(0,0, T)|^{2}$ and kinetic energy $K^{\text {cnls }}(T)$ for cubic NLS with initial data chosen as (4.5) and $a_{0}=5.2$, numerically implying blow-up happens at $T^{*} \approx 0.1310$.


Fig. 2. Surface plots of the numerical solutions of $u^{\text {sg }}$ and $u^{\mathrm{nls}}$ at $t=115.2$ in the SG time scale which corresponds to $T=0.095<T^{*}$ (well before collapse of cubic NLS) in the NLS time scale for $\varepsilon=0.05$ and $k=1$. (a) SG solution; (b) cubic NLS solution; (c) perturbed NLS solution with $N=0$; and (d) perturbed NLS solution with $N=1$.
such that for $\mathbf{x} \in \Omega$ and $n \geq 1$,

$$
\begin{align*}
& \frac{u_{J K}^{n+1}-2 u_{J K}^{n}+u_{J K}^{n-1}}{(\Delta t)^{2}}-\frac{c^{2}}{2}\left(\nabla^{2} u_{J K}^{n+1}+\nabla^{2} u_{J K}^{n-1}\right) \\
& \quad+P_{J K}\left(\sin \left(u_{J K}^{n}\right)\right)=0 \tag{3.5}
\end{align*}
$$

and the initial data in (1.2) is discretized as
$\frac{u_{J K}^{1}-u_{J K}^{0}}{\Delta t}=P_{J K}\left(u^{(1)}\right)+\frac{\Delta t}{2}\left[c^{2} \nabla^{2} u_{J K}^{0}-P_{J K}\left(\sin \left(u^{(0)}\right)\right)\right]$.
Plugging (3.4) into (3.6) and (3.5) and noticing the orthogonality of sine functions, for $l=1,2, \ldots, J-1$ and $m=1,2, \ldots, K-1$, we get

The above discretization scheme (3.5)-(3.6) is spectral order accurate in space and second-order accurate in time; in fact, as proven in the Appendix A , we have the following error estimate,


Fig. 3. Slice plots of the numerical solutions of $u^{\text {sg }}$ and $u^{\text {nls }}$ along $x$-axis with $y=0$ for $k=1$. Left column: for $\varepsilon=0.1$ at $t=27$.12; right column: for $\varepsilon=0.05$ at $t=115.2$.


Fig. 4. Surface plots of the numerical solutions of $u^{s g}$ and $u^{\text {nls }}$ at $t=148.16$ in the SG time scale which corresponds to $T=0.1310 \approx T^{*}$ (near collapse of cubic NLS) in the NLS time scale for $\varepsilon=0.05$ and $k=1$. (a) SG solution; (b) cubic NLS solution; (c) perturbed NLS solution with $N=0$; and (d) perturbed NLS solution with $N=1$.

Theorem 3.1. Let $t^{*}>0$ be a fixed time and suppose the exact solution $u(\mathbf{x}, t)$ of the problem (1.1)-(1.2) satisfying $u(\mathbf{x}, t) \in$ $C^{4}\left(\left[0, t^{*}\right] ; L^{2}(\Omega)\right) \cap C^{3}\left(\left[0, t^{*}\right] ; H^{1}(\Omega)\right) \cap C^{2}\left(\left[0, t^{*}\right] ; H^{2}(\Omega)\right) \cap$ $C\left(\left[0, t^{*}\right] ; H_{0}^{1}(\Omega) \cap H^{m}(\Omega)\right)$ for some $m \geq 2$. Let $u_{I K}^{n}(\mathbf{x})$ be the approximations obtained from (3.5)-(3.6), then there exist two positive constants $k_{0}$ and $h_{0}$, such that for any $0<\Delta t \leq k_{0}$ and $0<h:=\max \{\Delta x, \Delta y\} \leq h_{0}$, we have
$\left\|\mathrm{e}^{n}(\mathbf{x})\right\|_{L^{2}(\Omega)} \lesssim(\Delta t)^{2}+h^{m}$,
$\left\|\mathrm{e}^{n}(\mathbf{x})\right\|_{H^{1}(\Omega)} \lesssim(\Delta t)^{2}+h^{m-1}, \quad 0 \leq n \leq \frac{t^{*}}{\Delta t}$,
where $\mathrm{e}^{n}(\mathbf{x})=u\left(\mathbf{x}, t_{n}\right)-u_{J K}^{n}(\mathbf{x})$.

In fact, the above procedure is not suitable in practice due to the difficulty of computing the integrals in (3.5), (3.6) and (3.2). However, it can be used to serve as a prototype for designing the pseudospectral method. We now present an efficient implementation via approximating the integrals in (3.5), (3.6) and (3.2) by a quadrature rule on the grids $\left\{\left(x_{j}, y_{k}\right), j=\right.$ $0,1, \ldots, J, k=0,1, \ldots, K\}$. Choose $u_{j k}^{0}=u^{(0)}\left(x_{j}, y_{k}\right)(j=$ $0,1, \ldots, J, k=0,1, \ldots, M)$, for $n=0,1, \ldots$, the semi-implicit sine pseudospectral discretization for the problem (1.1)-(1.2) reads

$$
\begin{align*}
u_{j k}^{n+1}= & \sum_{l=1}^{J-1} \sum_{m=1}^{K-1}{\widetilde{\left(u^{n+1}\right)}}_{l m} \phi_{l m}\left(x_{j}, y_{k}\right), \\
& j=0,1, \ldots, J, k=0,1, \ldots, K, \tag{3.8}
\end{align*}
$$



Fig. 5. Slice plots of the numerical solutions of $u^{\text {sg }}$ and $u^{\text {nls }}$ along $x$-axis with $y=0$ for $k=1$. Top row: comparison of SG and cubic NLS; Bottom row: comparison of SG and perturbed NLS with different $N$.
where

Again, this scheme is spectral order accurate in space and secondorder accurate in time. It is explicitly solvable in phase space, the memory cost is $O(J K)$ and computational cost per time step is $O(J K \ln (J K))$ via fast discrete sine transform (DST), thus it is very efficient in computation.

Semi-implicit sine pseudospectral method for the perturbed NLS equations. Let $\Delta T>0$ be the time step and denote time steps as $T_{n}=n \Delta T, n=0,1, \ldots$; and we choose spatial mesh sizes $\Delta X$ and $\Delta Y$ and grid points $X_{j}(j=0,1, \ldots, J)$ and $Y_{k}(k=0,1, \ldots, K)$ in a similar manner as $\Delta x$ and $\Delta y$ as well as $x_{j}$ and $y_{k}$. Let $A_{J K}^{n}(\mathbf{X})$ be the approximation of $A\left(\mathbf{X}, T_{n}\right)(\mathbf{X} \in \Omega)$, and respectively, $A_{j k}^{n}$ be the approximation of $A\left(X_{j}, Y_{k}, T_{n}\right)(j=0,1, \ldots, J, k=0,1, \ldots, K)$ and denote $A^{n}$ be the matrix with components $A_{j k}^{n}$ at time $T=$ $T_{n}$. Choose $A_{J K}^{0}(\mathbf{X})=P_{J K}\left(A^{(0)}\right)$ for $\mathbf{X} \in \Omega$, by applying the sine spectral method for spatial derivatives and second order implicit and explicit schemes for linear and nonlinear terms, respectively, in time discretization for the perturbed NLS equation (2.10), we get the semi-implicit sine spectral discretization as:

Find $A_{J K}^{n+1}(\mathbf{X}) \in Y_{J K}$, i.e.,
$A_{J K}^{n+1}(\mathbf{X})=\sum_{l=1}^{J-1} \sum_{m=1}^{K-1} \widehat{\left(A_{J K}^{n+1}\right)_{l m}} \phi_{l m}(\mathbf{X}), \quad \mathbf{X} \in \Omega, n \geq 0$,
such that for $\mathbf{X} \in \Omega$ and $n \geq 1$

$$
\begin{align*}
& \mathrm{i} \frac{A_{J K}^{n+1}-A_{J K}^{n-1}}{2 \Delta T} \\
& =\frac{\varepsilon^{2}}{4 \omega^{2}} \frac{A_{J K}^{n+1}-2 A_{J K}^{n}+A_{J K}^{n-1}}{(\Delta T)^{2}}-\frac{\varepsilon c k}{2 \omega \Delta T}\left(\partial_{X} A_{J K}^{n+1}-\partial_{X} A_{J K}^{n-1}\right) \\
& \quad-\frac{1}{2}\left(\nabla^{2} A_{J K}^{n+1}+\nabla^{2} A_{J K}^{n-1}\right)+P_{J K}\left(f_{\varepsilon}^{N}\left(\left|A_{J K}^{n}\right|^{2}\right) A_{J K}^{n}\right), \tag{3.10}
\end{align*}
$$

and the initial data in (2.4) is discretized as

$$
\begin{align*}
\frac{A_{J K}^{1}-A_{J K}^{0}}{\Delta T}= & P_{J K}\left(A^{(1)}\right)+\frac{4 \omega^{2} \Delta T}{2 \varepsilon^{2}}\left[\mathrm{i} P_{J K}\left(A^{(1)}\right)+\nabla^{2} A_{J K}^{0}\right. \\
& \left.+\frac{\varepsilon c k}{\omega} \partial_{X} P_{J K}\left(A^{(1)}\right)-P_{J K}\left(f_{\varepsilon}^{N}\left(\left|A^{(0)}\right|^{2}\right) A^{(0)}\right)\right] \tag{3.11}
\end{align*}
$$

Plugging (3.9) into (3.10) and (3.11) and noticing the orthogonality of sine functions, for $l=1,2, \ldots, J-1$ and $m=1,2, \ldots, K-1$, we obtain

where
$\alpha_{l m}=1-\frac{2 \omega^{2}(\Delta T)^{2}}{\varepsilon^{2}}\left(\mu_{l}^{2}+\lambda_{m}^{2}\right)$,
$\beta_{l m}=\Delta T+\frac{\mathrm{i} 2 \omega^{2}(\Delta T)^{2}}{\varepsilon^{2}}+\frac{\mathrm{i} 2 \omega c k \mu_{l}(\Delta T)^{2}}{\varepsilon}$,
$\gamma_{l m}=-\Delta T\left(\mu_{l}^{2}+\lambda_{m}^{2}\right)-\frac{\varepsilon^{2}}{2 \omega^{2} \Delta T}+\frac{\mathrm{i} \varepsilon c k \mu_{l}}{\omega}$,
$1 \leq l \leq J-1,1 \leq m \leq K-1$,
$g^{0}(\mathbf{X})=f_{\varepsilon}^{N}\left(\left|A^{(0)}(\mathbf{X})\right|^{2}\right) A^{(0)}(\mathbf{X})$,
$g^{n}(\mathbf{X})=f_{\varepsilon}^{N}\left(\left|A_{J K}^{n}(\mathbf{X})\right|^{2}\right) A_{J K}^{n}(\mathbf{X}), \quad n \geq 1, \mathbf{X} \in \Omega$.
Similarly, the above discretization scheme (3.10)-(3.11) is spectral order accurate in space and second-order accurate in time; in fact, as proven in the Appendix B, we have the following error estimate,

Theorem 3.2. Let $\varepsilon=\varepsilon_{0}$ be a fixed constant in (2.10) and $T^{*}>$ 0 be any fixed time, suppose the exact solution $A(\mathbf{X}, T)$ of the problem (2.10) with (2.4) satisfying $A(\mathbf{X}, T) \in C^{4}\left(\left[0, T^{*}\right] ; L^{2}(\Omega)\right) \cap$ $C^{3}\left(\left[0, T^{*}\right] ; H^{1}(\Omega)\right) \cap C^{2}\left(\left[0, T^{*}\right] ; H^{2}(\Omega)\right) \cap C\left(\left[0, T^{*}\right] ; H_{0}^{1}(\Omega) \cap H^{m}\right.$ $\left.(\Omega) \cap L^{\infty}(\Omega)\right)$ for some $m \geq$ 2. Let $A_{J K}^{n}$ be the approximations obtained from (3.10) and (3.11) at time $T=T_{n}$, then there exist two positive constants $k_{0}$ and $h_{0}$, such that for any $0 \leq \Delta T \leq k_{0}$ and $0<$ $h:=\max \{\Delta X, \Delta Y\} \leq h_{0}$, satisfying $\Delta T \leq \kappa h_{\min }:=\min \{\Delta X, \Delta Y\}$ and $h \leq \kappa h_{\text {min }}$ with a positive constant $\kappa>0$, we have,
$\left\|\mathrm{e}^{n}(\mathbf{X})\right\|_{L^{2}(\Omega)} \lesssim(\Delta T)^{2}+h^{m}$,
$\left\|\mathrm{e}^{n}(\mathbf{X})\right\|_{H^{1}(\Omega)} \lesssim(\Delta T)^{2}+h^{m-1}, \quad 0 \leq n \leq \frac{T^{*}}{\Delta T}$,
where $\mathrm{e}^{n}(\mathbf{X})=A\left(\mathbf{X}, T_{n}\right)-A_{J K}^{n}(\mathbf{X})$.
Again, the above procedure is not suitable in practice due to the difficulty of computing the integrals in (3.10), (3.11) and (3.2). Similarly, it can be used to serve as a prototype for designing the pseudospectral method. Choose $A_{j k}^{0}=A^{(0)}\left(X_{j}, Y_{k}\right)(j=0,1, \ldots, J$, $k=0,1, \ldots, M)$, for $n=0,1, \ldots$, the semi-implicit sine pseudospectral discretization for the problem (2.10) with (2.4) reads

$$
\begin{align*}
A_{j k}^{n+1}= & \sum_{l=1}^{J-1} \sum_{m=1}^{K-1}{\widetilde{\left(A^{n+1}\right)}}_{l m} \phi_{l m}\left(X_{j}, Y_{k}\right), \\
& j=0,1, \ldots, J, k=0,1, \ldots, K, \tag{3.13}
\end{align*}
$$

where
where
$g_{j k}^{n}=f_{\varepsilon}^{N}\left(\left|A_{j k}^{n}\right|^{2}\right) A_{j k}^{n}, \quad 0 \leq j \leq J, 0 \leq k \leq K, n \geq 0$.
Again, this scheme is spectral order accurate in space and secondorder accurate in time. It is explicitly solvable in phase space, the memory cost is $O(J K)$ and computational cost per time step is $O(J K \ln (J K))$ via DST, thus it is very efficient in computation.

## 4. Numerical experiments

In this section, we shall numerically study SG, perturbed NLS (2.10) with different $N$ and cubic NLS (2.13) for modeling light bullets, concerning with comparisons among them, as well as looking at the propagating pulses via solving perturbed NLS (2.10) with $N$ large enough. The studies mainly focus on the regime
beyond critical collapse in cubic NLS. The SG and perturbed NLS equations are solved by the efficient methods proposed in the previous section, and the cubic NLS is discretized by the efficient and accurate time-splitting pseudospectral method $[34,35]$. In simulation, we take $c=1$ in (1.1) and choose the initial data $A^{(0)}(\mathbf{X})$ in (2.4) and (2.14) such that it decays to zero sufficiently fast as $|\mathbf{X}| \rightarrow \infty$. In order to make the perturbed NLS (2.10) is consistent with the cubic NLS (2.13) at $T=0$ when $\varepsilon \rightarrow 0$, the initial data $A^{(1)}(\mathbf{X})$ in (2.4) is chosen as
$A^{(1)}(\mathbf{X})=\mathrm{i}\left[\nabla^{2} A^{(0)}(\mathbf{X})+\frac{1}{2}\left|A^{(0)}(\mathbf{X})\right| A^{(0)}(\mathbf{X})\right], \quad \mathbf{X} \in \mathbb{R}^{2}$.
From the ansatz (2.1) with $t=0$ and omitting all $O\left(\varepsilon^{3}\right)$ terms, the initial data in (1.2) for the SG equation can be chosen as

$$
\begin{align*}
u^{(0)}(\mathbf{x})= & \varepsilon\left[\cos (k x)\left(A^{(0)}+\overline{A^{(0)}}\right)+\mathrm{i} \sin (k x)\left(A^{(0)}-\overline{A^{(0)}}\right)\right], \\
& \mathbf{x} \in \mathbb{R}^{2},  \tag{4.2}\\
u^{(1)}(\mathbf{x})= & \varepsilon \omega\left[\mathrm{i} \cos (k x)\left(\overline{A^{(0)}}-A^{(0)}\right)+\sin (k x)\left(\overline{A^{(0)}}+A^{(0)}\right)\right] \\
& -\varepsilon^{2} k\left[\cos (k x) \partial_{X}\left(A^{(0)}+\overline{A^{(0)}}\right)\right. \\
& \left.+\mathrm{i} \sin (k x) \partial_{X}\left(A^{(0)}-\overline{A^{(0)}}\right)\right], \tag{4.3}
\end{align*}
$$

where
$A^{(0)}=A^{(0)}(\mathbf{X})=A^{(0)}(\varepsilon \omega x, \varepsilon y), \quad X=\varepsilon \omega x, \quad Y=\varepsilon y, \quad \mathbf{X} \in \mathbb{R}^{2}$.
With the solution $A_{j k}^{n}$ of the perturbed NLS (2.10) or the cubic NLS (2.13), we construct the envelope solution of NLS-type equations as

$$
\begin{align*}
u^{\mathrm{nls}}(\mathbf{x}, t)= & \varepsilon A\left(\frac{\omega \varepsilon(x-v t)}{c}, \frac{\varepsilon y}{c}, \frac{\varepsilon^{2} t}{2 \omega}\right) \mathrm{e}^{\mathrm{i}(k x-\omega t)}+\text { c.c., } \\
& \mathbf{x} \in \mathbb{R}^{2}, t \geq 0 \tag{4.4}
\end{align*}
$$

We always compute on a domain large enough such that the zeros boundary conditions do not introduce a significant aliasing error relative to the problem in whole space. Also, in all the results below, we observed that there is no substantial improvement in the numerical results by refining the mesh sizes and time steps.

### 4.1. Comparisons when finite-time collapse occurs in cubic NLS

We take the initial data in (2.4) and (2.14) as
$A_{0}(\mathbf{X})=\mathrm{i} a_{0} \operatorname{sech}\left(\frac{X^{2}+Y^{2}}{\sigma^{2}}\right), \quad \mathbf{X} \in \mathbb{R}^{2}$,
with $a_{0}=5.2$ and $\sigma^{2}=0.8$ such that $E^{\mathrm{CNLS}}(0)<0$ and thus finite-time collapse will appear in the cubic NLS Eq. (2.13). Again, plugging (4.5) into (4.2) and (4.3), we immediately get the initial conditions in this case for the SG equation (1.1) as

$$
\begin{equation*}
u^{(0)}(\mathbf{x})=-2 a_{0} \varepsilon \operatorname{sech}\left(\frac{\varepsilon^{2}\left(\omega^{2} x^{2}+y^{2}\right)}{\sigma^{2}}\right) \sin (k x), \quad \mathbf{x} \in \mathbb{R}^{2} \tag{4.6}
\end{equation*}
$$

$u^{(1)}(\mathbf{x})$

$$
\begin{equation*}
=-\omega u^{(0)}(\mathbf{x})\left[\cot (k x)-\frac{2 \varepsilon^{2} k x}{\sigma^{2}} \tanh \left(\frac{\varepsilon^{2}\left(\omega^{2} x^{2}+y^{2}\right)}{\sigma^{2}}\right)\right], \tag{4.7}
\end{equation*}
$$

with $\omega=\sqrt{1+k^{2}}$ and we take $k=1$.
Here we report numerical results for $\varepsilon=0.1$ and $\varepsilon=$ 0.05 , comparing the approximated light bullet solutions of SG and perturbed NLS as well as cubic NLS at three typical time regimes, i.e., before, near and after the collapse time $T=T^{*} \approx 0.1310$ of the cubic NLS. Here, $T^{*}$ is numerically found by looking at the evolution of either center density $|A(0,0, T)|^{2}$ or kinetic energy $K^{\mathrm{cnls}}:=\int_{\Omega} \frac{1}{2}\|\nabla A(\mathbf{X}, T)\|^{2} \mathrm{~d} \mathbf{X}$; see Fig. 1.


Fig. 6. Surface plots of the numerical solutions of $u^{\mathrm{sg}}$ and $u^{\mathrm{nls}}$ at $t=179.2$ in the SG time scale which corresponds to $T=0.1584>T^{*}$ (after collapse of cubic NLS) in the NLS time scale for $\varepsilon=0.05$ and $k=1$. (a) SG solution; (b) perturbed NLS solution with $N=0$; (c) perturbed NLS solution with $N=1$; and (d) perturbed NLS solution with $N=2$.

- Numerical results well before collapse time of cubic NLS, Fig. 2 shows the surface plots of $u^{\text {sg }}$ of the SG equation (1.1) with $\varepsilon=0.05$ and $u^{\text {nls }}$ of the perturbed NLS equations with $N=0,1$ as well as cubic NLS at $t=115.2$ in the SG time scale which corresponds to $T=0.0950<T^{*}$ in the NLS time scale (before collapse time of cubic NLS). The results for $\varepsilon=0.1$ are similar and are omitted here for brevity. Fig. 3 plots $u^{\text {sg }}$ and $u^{\text {nls }}$ along the $x$-axis with $y=0$ in this case.
- Numerical results near collapse time of cubic NLS, Fig. 4 shows the surface plots of $u^{\mathrm{sg}}$ of the SG equation (1.1) with $\varepsilon=0.05$ and $u^{\mathrm{nls}}$ of the perturbed NLS equations with $N=0,1$ as well as cubic NLS at $t=148.16$ in the SG time scales which corresponds to $T=0.1310 \approx T^{*}$ in the NLS time scale (near collapse time of cubic NLS). We omit the similar results for $\varepsilon=0.1$ here for brevity, and plot $u^{\text {sg }}$ and $u^{\mathrm{nls}}$ along the $x$-axis with $y=0$ in Fig. 5 .
- Numerical results well after collapse time of cubic NLS, Fig. 6 shows the surface plots of $u^{\mathrm{sg}}$ of the SG equation (1.1) with $\varepsilon=0.05$ and $u^{\text {nls }}$ of the perturbed NLS equations with $N=0,1,2$ at $t=179.2$ in the SG time scale which corresponds to $T=$ $0.1584>T^{*}>$ in the NLS time scale (after collapse time of cubic NLS). The similar results for $\varepsilon=0.1$ are omitted here for brevity, and Fig. 7 plots $u^{\text {sg }}$ and $u^{\text {nls }}$ along the $x$-axis with $y=0$ in this case.

We have also conducted simulations when cubic NLS dose not admit collapse in finite time, and the results are quite similar as before collapse time in the reported results above. From Figs. 27 and additional numerical results, for refined meshes, different $\varepsilon$ as well as various $k$, not shown here for brevity, we can draw the following conclusions:

- In the time regime well before the collapse time of the cubic NLS, or cubic NLS without blow-up, both cubic NLS (2.13) and the perturbed NLS (2.10) with $N \geq 0$ agree qualitatively and quantitatively when $\varepsilon$ reasonably small with the $\mathrm{SG}(1.1)$ for the propagation of light bullets (cf. Fig. 2).
- In the time regime near the collapse time of the cubic NLS, cubic NLS (2.13) fails to approximate the SG (1.1) quantitatively and qualitatively (cf. Figs. 4(a) \& (b), 5 'top row'); the perturbed NLS (2.10) with $N \geq 0$ agrees qualitatively and quantitatively when $\varepsilon$ reasonably small with the SG (1.1) (cf. Figs. 4(a), (c) \& (d), and 5 'bottom row'), for the propagation of light bullets.
- In the time regime beyond the collapse time of the cubic NLS, cubic NLS (2.13) is no longer valid for the approximation of SG (1.1); the perturbed NLS (2.10) with $N=0$ agrees qualitatively but not quantitatively with the SG (1.1) (cf. Figs. 6(a) \& (b), 7 'top row'); and the perturbed NLS (2.10) with $N \geq 1$ agrees qualitatively and quantitatively when $\varepsilon$ reasonably small with the SG (1.1) (cf. Figs. 6(a), (c) \& (d), and 7 'bottom row'), for the propagation of light bullets.
- In general, for fixed time $t$, the smaller is the $\varepsilon$ and the larger is $N$, the better is the approximation (cf. Figs. 3, 5 'bottom row', and 7 'bottom row').

The above observations validate what are normally expected, i.e., cubic NLS fails to match SG well before and beyond its collapse time, if any, but the perturbed NLS still agree with SG beyond the critical collapse.

### 4.2. Study on finite-term approximation

To understand how good the finite-term approximation (2.9) to (2.5) in the perturbed NLS (2.10) is, we solve (2.10) with the


Fig. 7. Slice plots of the numerical solutions of $u^{\text {sg }}$ and $u^{\text {nls }}$ along $x$-axis with $y=0$ for $k=1$. Top row: comparison between SG and perturbed NLS with $N=0$; Bottom row: comparison between SG and perturbed NLS with $N=1,2,12$.


Fig. 8. Time evolution of $\|A(\mathbf{X}, T)\|_{\infty}$ for the perturbed NLS (2.10) with initial data (4.5) for different $N$ and $\varepsilon$.


Fig. 9. Time evolution of $\|A(\mathbf{X}, T)\|_{\infty}$ for the perturbed NLS (2.10) with initial data (4.5) when $N=50$ for different $\varepsilon$.
initial data (2.4) for different $N$ and $\varepsilon$. Fig. 8 plots time evolution of $\|A(\mathbf{X}, T)\|_{\infty}$ when the initial data $A_{0}(\mathbf{X})$ in (2.4) is chosen as (4.5) with initial amplitude $a_{0}=5.2$, i.e., initial data leading to the occurrence of finite-time collapse in the cubic NLS, for different $N$ and $\varepsilon$; and Fig. 9 shows similar results when $N=50$ for different $\varepsilon$.

From Figs. 8 and 9 and additional numerical results, for different initial data in (2.4) and different $\varepsilon$ and $N$, not shown here for brevity, we can draw the following conclusions: (i) For initial data in (2.4) when cubic NLS has no finite-time collapse, $\|A(\mathbf{X}, T)\|_{\infty}$ of either the cubic NLS (2.13) or the perturbed NLS (2.10) is uniformly bounded for $T \geq 0, N \geq 0$ and $0<\varepsilon \leq \varepsilon_{0}$, for some $\varepsilon_{0}$. (ii) For initial data in (2.4) when cubic NLS has finite-time collapse, in the time regime $0 \leq T \leq T_{0}<T^{*}$, i.e., well before the collapse time of cubic NLS, $\|A(\mathbf{X}, T)\|_{\infty}$ of the cubic NLS (2.13)


Fig. 10. Time evolution of $\|A(\mathbf{X}, T)\|_{\infty}$ for the perturbed NLS (2.10) with initial data (4.5) for different $N$ and $\varepsilon=0.1$.


Fig. 11. Top view of $u^{\mathrm{nls}}$ in perturbed NLS (2.10) with reasonable large $N=5$, for $\varepsilon=0.2$ and initial data (4.8) with $a_{0}=3.5$ and $k=2$ : propagation far beyond critical NLS collapse time $T^{*} \approx 0.6980$.
and the perturbed NLS (2.10) is again uniformly bounded for $N \geq$ 0 and $0<\varepsilon \leq \varepsilon_{0}$; however, in the time regimes $T \approx T^{*}$ and $T>T^{*}$, i.e., near and after the collapse time of cubic NLS, $\|A(\mathbf{X}, T)\|_{\infty}$ of cubic NLS goes to $\infty$ when $T \rightarrow T^{*}$; for fixed $\varepsilon>0,\|A(\mathbf{X}, T)\|_{\infty}$ of the perturbed NLS (2.10) is uniformly bounded for $N \geq 0$ and $T \geq T^{*}$ but the peak values of $\|A(\mathbf{X}, T)\|_{\infty}$ increases linearly as $O\left(\varepsilon^{-1}\right)$ (cf. Fig. 9) which implies $\varepsilon\|A(\mathbf{X}, T)\|_{\infty}$ is uniformly bounded (cf. Figs. 8 and 9 ), and such a bound depends
on the initial amplitude. The linear increase of $\|A(\mathbf{X}, T)\|_{\infty}$ with $\varepsilon^{-1}$ agrees with the modulation analysis of perturbed NLS. Recall from (5.4) of [6] that $|A(\mathbf{X}, T)| \sim L_{\varepsilon}^{-1} R$, where $R$ is the bounded Townes soliton profile, and $L_{\varepsilon}$ undergoes oscillation with minimum value of order $O(\varepsilon)$, see conclusion $\mathrm{I}(1)$ and (5.24) on p .358 of [6]. It follows that in the regime of focusing-defocusing (breathing) cycle, $\|A(\mathbf{X}, T)\|_{\infty}=O\left(\varepsilon^{-1}\right)$. (iii) When $N \geq N_{0}$ for some $N_{0}$, e.g. $N_{0}=3$ for the initial data (4.5), there is no substantial


Fig. 12. Top view of $u^{\mathrm{nl}}$, same parameters as Fig. 11, except that $k=5$ and critical NLS collapse time is $T^{*} \approx 0.7280$.


Fig. 13. Slice plots of $u^{\text {nls }}$ along $x$-axis with $y=0$ : (1) left column, pulses in Fig. 11, i.e., $k=2$; (2) right column, pulses in Fig. 12 , i.e., $k=5$.
difference in the dynamics of $\|A(\mathbf{X}, T)\|_{\infty}$ (cf. Fig. 8), and such an adequate $N_{0}$ also depends on initial amplitude (cf. Fig. 10). (iv) For fixed $N \geq 0$ and $\varepsilon$, the dynamics of $\|A(\mathbf{X}, T)\|_{\infty}$ shows focusing-defocusing cycles (cf. Fig. 8).

### 4.3. Propagation of light bullets in perturbed NLS

From the previous studies, we conclude that perturbed NLS (2.10) with reasonably large $N$ (at this point we take $N=5$ in the view of initial amplitude we use here) agrees with SG equation very well on modeling propagating pulses, also noticing that solving perturbed NLS requires much less computational load than SG equation due to the disparate scales involved and propagating property in SG light bullets solution; therefore, we shall solve the perturbed NLS here to study the propagation of light bullets instead of simulating SG equation. The initial data in (2.4) is chosen as
$A^{(0)}(\mathbf{X})=\mathrm{i} a_{0} \exp \left(-\frac{X^{2}}{\sigma_{x}^{2}}-\frac{Y^{2}}{\sigma_{y}^{2}}\right), \quad \mathbf{X} \in \mathbb{R}^{2}$,
with $\sigma_{x}=\omega$ and $\sigma_{y}=1$. Note that such initial data has been used extensively in previous studies [7,6] via solving SG equation directly. The below results are reported for $a_{0}=3.5, \varepsilon=0.2$ and
$k$ is chosen as 2 or 5 respectively, and the results for other sets of parameters are quite similar and omitted here for brevity.

Fig. 11 presents the top view of pulse for $k=2$, propagating far beyond the critical NLS collapse time and Fig. 12 depicts similarly for $k=5$, which show that: (i) over time, the envelope tends to expand along $y$-axis slightly; (ii) before the collapse time the outside edge moves at a slower velocity than the centerline of the envelope; (iii) close to the collapse time, the envelope begins to destabilize (better observed in Figs. 13 and 5) and focus along $x$ axis, and the central part tends to delay, which can be explained by the focusing mechanism taking effect in the perturbed NLS or observed in the profile of solution $A$ of perturbed NLS, and this phenomena can be also observed in Fig. 4; (iv) after the collapse time and before the focusing takes strong effect again in NLS, the envelope moves in a similar pattern as before collapse time, except that most pulse energy concentrates at the central part (cf. Fig. 13, where pulse profiles along $x$-axis are plotted, and also Fig. 7). Changing the envelope wave number $k$, we observe similar results.

## 5. Conclusion

We have compared numerically the solutions of the sineGordon (SG) equation, the perturbed nonlinear Schrödinger (NLS) equation, which is derived from the SG equation by carrying
out an envelope expansion, with its finite-term nonlinearity approximations, and the critical cubic NLS, for the propagation of light bullets in nonlinear optical media. This was achieved by the efficient semi-implicit sine pseudospectral methods, which are spectrally accurate in space, second order in time, and are very efficient in practical implementation. Based on our extensive numerical comparison results, we summarized the conclusions as follows, provided $\varepsilon$ is reasonably small:
(i) If there is no finite-time collapse in the cubic NLS, then both cubic NLS and perturbed NLS agree with SG qualitatively and quantitatively.
(ii) If the cubic NLS collapses in finite time, then in the time regime well before the collapse time of the cubic NLS, both cubic NLS and perturbed NLS again agree with SG qualitatively and quantitatively; in the time regime near the collapse time of the cubic NLS, the cubic NLS fails to approximate the SG quantitatively and qualitatively where the perturbed NLS agrees with SG qualitatively and quantitatively; and in the time regime beyond the collapse time of the cubic NLS, the perturbed NLS with finite terms in the nonlinearity still agrees with SG qualitatively and quantitatively.
(iii) To well approximate the SG, the number of terms in the nonlinearity of the perturbed NLS depends on the initial data yet is independent of the small parameter $\varepsilon$. In general, only a few terms, e.g. $N \geq 3$, are needed in the perturbed NLS in practical computation.

Consequently, solving the perturbed NLS equations with reasonably many nonlinear terms demands much less computational load than simulating SG equation directly due to disparate scales involved. The computational domain for SG also needs to be adaptively extended if the propagation to a further time point is desired. Thus, the perturbed NLS is a more efficient model for numerically tracking the propagation of light bullets.
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## Appendix A. Proof of the Theorem 3.1

From the regularity of the solution, we have

$$
\max _{0 \leq t \leq t^{*}}\left\{\left\|\partial_{t}^{4} u(\cdot, t)\right\|_{L^{2}},\left\|\partial_{t}^{3} u(\cdot, t)\right\|_{H^{1}},\left\|\partial_{t t} u(\cdot, t)\right\|_{H^{2}}\right.
$$

$$
\begin{equation*}
\left.\|u(\cdot, t)\|_{H^{m}}\right\} \lesssim 1 . \tag{A.1}
\end{equation*}
$$

Denote
$u_{J K}\left(\mathbf{x}, t_{n}\right):=P_{J K} u\left(\mathbf{x}, t_{n}\right)$,
$\eta^{n}(\mathbf{x}):=u_{J K}\left(\mathbf{x}, t_{n}\right)-u_{J K}^{n}(\mathbf{x}), \quad \mathbf{x} \in \Omega, n \geq 0$,
then $\eta^{n}(\mathbf{x}) \in Y_{J K}$, and define the local truncation errors

$$
\begin{align*}
\tau^{0}(\mathbf{x})= & \frac{u\left(\mathbf{x}, t_{1}\right)-u^{(0)}(\mathbf{x})}{\Delta t}-u^{(1)}(\mathbf{x}) \\
& -\frac{\Delta t}{2}\left[c^{2} \nabla^{2} u^{(0)}(\mathbf{x})-\sin \left(u^{(0)}(\mathbf{x})\right)\right] \tag{A.3}
\end{align*}
$$

$$
\begin{align*}
\tau^{n}(\mathbf{x})= & \frac{u\left(\mathbf{x}, t_{n+1}\right)-2 u\left(\mathbf{x}, t_{n}\right)+u\left(\mathbf{x}, t_{n-1}\right)}{(\Delta t)^{2}} \\
& -\frac{c^{2}}{2}\left[\nabla^{2} u\left(\mathbf{x}, t_{n+1}\right)+\nabla^{2} u\left(\mathbf{x}, t_{n-1}\right)\right] \\
& +\sin \left(u\left(\mathbf{x}, t_{n}\right)\right), \quad 1 \leq n \leq \frac{t^{*}}{\Delta t}-1, \mathbf{x} \in \Omega . \tag{A.4}
\end{align*}
$$

Applying Taylor expansions to (A.3), noticing (1.1), (1.2) and (A.1), using Hölder inequality, we get

$$
\begin{align*}
\left\|\tau^{0}\right\|_{L^{2}}^{2} & =\int_{\Omega}\left[\int_{0}^{\Delta t} \frac{t^{2}}{2(\Delta t)} \partial_{t}^{3} u(\mathbf{x}, t) \mathrm{d} t\right]^{2} \mathrm{~d} \mathbf{x} \\
& \leq \int_{\Omega}\left[\int_{0}^{\Delta t} \frac{t^{4}}{4(\Delta t)^{2}} \mathrm{~d} t \cdot \int_{0}^{\Delta t}\left|\partial_{t}^{3} u(\mathbf{x}, t)\right|^{2} \mathrm{~d} t\right] \mathrm{d} \mathbf{x} \\
& \leq \frac{(\Delta t)^{3}}{20} \int_{0}^{\Delta t} \int_{\Omega}\left|\partial_{t}^{3} u(\mathbf{x}, t)\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& =\frac{(\Delta t)^{3}}{20} \int_{0}^{\Delta t}\left\|\partial_{t}^{3} u(\cdot, t)\right\|_{L^{2}}^{2} \mathrm{~d} t \\
& \leq \frac{(\Delta t)^{4}}{20} \max _{0 \leq t \leq \Delta t}\left\|\partial_{t}^{3} u(\cdot, t)\right\|_{L^{2}}^{2} \lesssim(\Delta t)^{4} \tag{A.5}
\end{align*}
$$

Similarly, we have
$\left\|\nabla \tau^{0}\right\|_{L^{2}}^{2}=\int_{\Omega}\left[\int_{0}^{\Delta t} \frac{t^{2}}{2(\Delta t)} \partial_{t}^{3} \nabla u(\mathbf{x}, t) \mathrm{d} t\right]^{2} \mathrm{~d} \mathbf{x} \lesssim(\Delta t)^{4}$.
From (A.4), (1.1) and (A.1), we obtain

$$
\begin{align*}
\left\|\tau^{n}\right\|_{L^{2}}^{2} \leq & \int_{\Omega}\left\{\int _ { t _ { n } } ^ { t _ { n + 1 } } \left[\frac{\left(t-t_{n}\right)^{3}}{12(\Delta t)^{2}} \partial_{t}^{4} u(\mathbf{x}, t)\right.\right. \\
& \left.+\frac{c^{2}}{2}\left(t-t_{n}\right) \partial_{t}^{2} \nabla^{2} u(\mathbf{x}, t)\right] \mathrm{d} t \\
& +\int_{t_{n-1}}^{t_{n}}\left[\frac{\left(t_{n}-t\right)^{3}}{12(\Delta t)^{2}} \partial_{t}^{4} u(\mathbf{x}, t)\right. \\
& \left.\left.+\frac{c^{2}}{2}\left(t_{n}-t\right) \partial_{t}^{2} \nabla^{2} u(\mathbf{x}, t)\right] \mathrm{d} t\right\}^{2} \mathrm{~d} \mathbf{x} \\
\leq & (\Delta t)^{4}\left[\frac{1}{126} \max _{t_{n-1} \leq t \leq t_{n+1}}\left\|\partial_{t}^{4} u(\cdot, t)\right\|_{L^{2}}^{2}\right. \\
& \left.+\frac{2 c^{4}}{3} \max _{t_{n-1} \leq t \leq t_{n+1}}\left\|\partial_{t}^{2} \nabla^{2} u(\cdot, t)\right\|_{L^{2}}^{2}\right] \\
\lesssim & (\Delta t)^{4}, \quad 1 \leq n \leq \frac{t^{*}}{\Delta t}-1 . \tag{A.7}
\end{align*}
$$

Applying the projection operator $P_{J K}$ to (A.3) and (A.4), noticing (A.2), we obtain

$$
\begin{align*}
& P_{J K} \tau^{0}(\mathbf{x})= \frac{u_{J K}\left(\mathbf{x}, t_{1}\right)-u_{J K}^{0}}{\Delta t}-P_{J K} u^{(1)} \\
&-\frac{\Delta t}{2}\left[c^{2} \nabla^{2} u_{J K}^{0}-P_{J K} \sin \left(u^{(0)}\right)\right]  \tag{A.8}\\
& P_{J K} \tau^{n}(\mathbf{x})= \frac{u_{J K}\left(\mathbf{x}, t_{n+1}\right)-2 u_{J K}\left(\mathbf{x}, t_{n}\right)+u_{J K}\left(\mathbf{x}, t_{n-1}\right)}{(\Delta t)^{2}} \\
&+P_{J K} \sin \left(u\left(\mathbf{x}, t_{n}\right)\right)-\frac{c^{2}}{2}\left[\nabla^{2} u_{J K}\left(\mathbf{x}, t_{n+1}\right)+\nabla^{2} u_{J K}\left(\mathbf{x}, t_{n-1}\right)\right] \\
& \mathbf{x} \in \Omega, 1 \leq n \leq \frac{t^{*}}{\Delta t}-1 .
\end{align*}
$$

Subtracting (3.5) and (3.6) from (A.9) and (A.8), respectively, noting (A.2), we have for $1 \leq n \leq \frac{t^{*}}{\Delta t}-1$,
$\frac{\eta^{n+1}(\mathbf{x})-2 \eta^{n}(\mathbf{x})+\eta^{n-1}(\mathbf{x})}{(\Delta t)^{2}}-\frac{c^{2}}{2}\left[\nabla^{2} \eta^{n+1}(\mathbf{x})+\nabla^{2} \eta^{n-1}(\mathbf{x})\right]$

$$
\begin{equation*}
=g^{n}(\mathbf{x})-P_{J K}\left(\tau^{n}(\mathbf{x})\right) \tag{A.10}
\end{equation*}
$$

$\eta^{0}(\mathbf{x})=0, \quad \frac{\eta^{1}(\mathbf{x})-\eta^{0}(\mathbf{x})}{\Delta t}=P_{J K}\left(\tau^{0}(\mathbf{x})\right), \quad \mathbf{x} \in \Omega$,
where,
$g^{n}(\mathbf{x})=P_{J K}\left[\sin \left(u_{J K}^{n}\right)-\sin \left(u\left(\mathbf{x}, t_{n}\right)\right)\right]$,

$$
\begin{equation*}
\mathbf{x} \in \Omega, 1 \leq n \leq \frac{t^{*}}{\Delta t} \tag{A.12}
\end{equation*}
$$

From (A.12), using Poincaré inequality, we get
$\left\|g^{n}\right\|_{L^{2}} \leq\left\|\sin \left(u_{J K}^{n}(\mathbf{x})\right)-\sin \left(u\left(\mathbf{x}, t_{n}\right)\right)\right\|_{L^{2}}$

$$
\begin{align*}
& \leq\|\cos (\cdot)\|_{L^{\infty}} \cdot\left\|u_{J K}^{n}(\mathbf{x})-u\left(\mathbf{x}, t_{n}\right)\right\|_{L^{2}} \\
& \leq\left\|\mathrm{e}^{n}\right\|_{L^{2}} \leq\left\|\eta^{n}\right\|_{L^{2}}+\left\|u\left(\mathbf{x}, t_{n}\right)-P_{J K} u\left(\mathbf{x}, t_{n}\right)\right\|_{L^{2}} \\
& \lesssim\left\|\nabla \eta^{n}\right\|_{L^{2}}+h^{m}, \quad 1 \leq n \leq \frac{t^{*}}{\Delta t} \tag{A.13}
\end{align*}
$$

Define the energy for the error function $\eta^{n}$ as

$$
\begin{align*}
\varepsilon^{n}= & \left\|\frac{\eta^{n+1}-\eta^{n}}{\Delta t}\right\|_{L^{2}}^{2}+\frac{c^{2}}{2}\left(\left\|\nabla \eta^{n+1}\right\|_{L^{2}}^{2}+\left\|\nabla \eta^{n}\right\|_{L^{2}}^{2}\right) \\
& 0 \leq n \leq \frac{t^{*}}{\Delta t}-1 \tag{A.14}
\end{align*}
$$

Using (A.11), (A.5) and (A.6), we have
$\left\|\frac{\eta^{1}-\eta^{0}}{\Delta t}\right\|_{L^{2}}^{2} \leq\left\|P_{J K}\left(\tau^{0}\right)\right\|_{L^{2}}^{2} \leq\left\|\tau^{0}\right\|_{L^{2}}^{2} \lesssim(\Delta t)^{4}$,
(A.15a)
$\left\|\nabla \eta^{0}\right\|_{L^{2}}^{2}=0$,
$\left\|\nabla \eta^{1}\right\|_{L^{2}}^{2}=(\Delta t)^{2}\left\|P_{J K}\left(\nabla \tau^{0}\right)\right\|_{L^{2}}^{2} \leq(\Delta t)^{2}\left\|\nabla \tau^{0}\right\|_{L^{2}}^{2} \lesssim(\Delta t)^{6} .(\mathrm{A} .15 \mathrm{~b})$
Plugging (A.15a) and (A.15b) into (A.14) with $n=0$, we get
$\mathcal{E}^{0} \lesssim\left(1+(\Delta t)^{2}\right)(\Delta t)^{4}$.
Multiplying both sides of (A.10) by $\eta^{n+1}-\eta^{n-1}$, and integrating over $\Omega$ and using integration by parts, noticing (A.14), (A.7) and (A.13), we have

$$
\begin{align*}
\varepsilon^{n} & -\varepsilon^{n-1} \leq \int_{\Omega}\left(\left|P_{J K}\left(\tau^{n}\right)\right|+\left|g^{n}\right|\right)\left|\eta^{n+1}-\eta^{n-1}\right| \mathrm{d} \mathbf{x} \\
& =\Delta t \int_{\Omega}\left(\left|P_{J K}\left(\tau^{n}\right)\right|+\left|g^{n}\right|\right)\left|\frac{\eta^{n+1}-\eta^{n}}{\Delta t}+\frac{\eta^{n}-\eta^{n-1}}{\Delta t}\right| \mathrm{d} \mathbf{x} \\
& \leq \Delta t\left[\left\|P_{J K}\left(\tau^{n}\right)\right\|_{L^{2}}^{2}+\left\|g^{n}\right\|_{L^{2}}^{2}\right. \\
& \left.+\left\|\frac{\eta^{n+1}-\eta^{n}}{\Delta t}\right\|_{L^{2}}^{2}+\left\|\frac{\eta^{n}-\eta^{n-1}}{\Delta t}\right\|_{L^{2}}^{2}\right] \\
& \lesssim \Delta t\left[(\Delta t)^{4}+h^{2 m}+\varepsilon^{n}+\varepsilon^{n-1}\right], \quad 1 \leq n \leq \frac{t^{*}}{\Delta t}-1 \tag{A.17}
\end{align*}
$$

Then, there exists a positive constant $k_{0} \leq 1$, such that for $0<$ $\Delta t \leq k_{0}$,
$\varepsilon^{n}-\varepsilon^{n-1} \lesssim \Delta t\left[(\Delta t)^{4}+h^{2 m}+\varepsilon^{n-1}\right]$,

$$
\begin{equation*}
1 \leq n \leq \frac{t^{*}}{\Delta t}-1 \tag{A.18}
\end{equation*}
$$

Summing up for $n \geq 1$, and noticing (A.16), we obtain
$\mathcal{E}^{n} \lesssim(\Delta t)^{4}+h^{2 m}+\Delta t \sum_{r=0}^{n-1} \mathcal{E}^{r}, \quad 1 \leq n \leq \frac{t^{*}}{\Delta t}-1$.

Using the discrete Gronwall's inequality, we obtain
$\varepsilon^{n} \lesssim(\Delta t)^{4}+h^{2 m}, \quad 0 \leq n \leq \frac{t^{*}}{\Delta t}-1$.
Thus the desired result (3.7) follows from (A.20) and (A.14) as well as the following triangle inequality

$$
\begin{aligned}
\left\|\nabla \mathrm{e}^{n}\right\|_{L^{2}} & \leq\left\|\nabla \eta^{n}\right\|_{L^{2}}+\left\|\nabla\left(u\left(\mathbf{x}, t_{n}\right)-P_{J K} u\left(\mathbf{x}, t_{n}\right)\right)\right\|_{L^{2}} \\
& \lesssim\left\|\nabla \eta^{n}\right\|_{L^{2}}+h^{m-1}, \quad 0 \leq n \leq \frac{t^{*}}{\Delta t}
\end{aligned}
$$

## Appendix B. Proof of the Theorem 3.2

The proof proceeds in mathematical induction, and without loss of generality, we assume $\Delta X=\Delta Y$ and $\kappa=1$, i.e., $\Delta T \leq h$. From the regularity of the solution, we have
$\max _{0 \leq T \leq T^{*}}\left\{\left\|\partial_{T}^{4} A(\mathbf{X}, T)\right\|_{L^{2}},\left\|\partial_{T}^{3} A(\mathbf{X}, T)\right\|_{H^{1}}\right.$,

$$
\begin{equation*}
\left.\left\|\partial_{T T} A(\mathbf{X}, T)\right\|_{H^{2}},\|A(\mathbf{X}, T)\|_{H^{m}},\|A(\mathbf{X}, T)\|_{L^{\infty}}\right\} \lesssim 1 \tag{B.1}
\end{equation*}
$$

and by the smoothness of $f_{\varepsilon}^{N}$,

$$
\begin{align*}
& \max _{0 \leq T \leq T^{*}}\left\{\left\|f_{\varepsilon}^{N}\left(|A(\mathbf{X}, T)|^{2}\right)\right\|_{L^{\infty}}\right. \\
& \left.\quad\left\|\left(f_{\varepsilon}^{N}\right)^{\prime}\left((|A(\mathbf{X}, T)|+1)^{2}\right)\right\|_{L^{\infty}}\right\} \lesssim 1 \tag{B.2}
\end{align*}
$$

Denote

$$
\begin{align*}
& A_{J K}\left(\mathbf{X}, T_{n}\right):=P_{J K} A\left(\mathbf{X}, T_{n}\right) \\
& \eta^{n}(\mathbf{X}):=A_{J K}\left(\mathbf{X}, T_{n}\right)-A_{J K}^{n}(\mathbf{X}), \quad \mathbf{X} \in \Omega, n \geq 0 \tag{B.3}
\end{align*}
$$

then $\eta^{n}(\mathbf{X}) \in Y_{J K}$, and define the local truncation errors as

$$
\begin{align*}
\tau^{0}(\mathbf{X})= & \frac{A\left(\mathbf{X}, T_{1}\right)-A^{(0)}(\mathbf{X})}{\Delta T}-A^{(1)}(\mathbf{X}) \\
& -\frac{4 \omega^{2} \Delta T}{2 \varepsilon^{2}}\left[\mathrm{i} A^{(1)}(\mathbf{X})+\nabla^{2} A^{(0)}(\mathbf{X})+\frac{\varepsilon c k}{\omega} \partial_{X} A^{(1)}(\mathbf{X})\right. \\
& \left.-P_{J K}\left(f_{\varepsilon}^{N}\left(\left|A^{(0)}(\mathbf{X})\right|^{2}\right) A^{(0)}(\mathbf{X})\right)\right], \quad \mathbf{X} \in \Omega  \tag{B.4}\\
\tau^{n}(\mathbf{X})= & \mathrm{i} \frac{A\left(\mathbf{X}, T_{n+1}\right)-A\left(\mathbf{X}, T_{n-1}\right)}{2 \Delta T} \\
& -\frac{\varepsilon^{2}}{4 \omega^{2}} \frac{A\left(\mathbf{X}, T_{n+1}\right)-2 A\left(\mathbf{X}, T_{n}\right)+A\left(\mathbf{X}, T_{n-1}\right)}{(\Delta T)^{2}} \\
& +\frac{1}{2}\left(\nabla^{2} A\left(\mathbf{X}, T_{n+1}\right)+\nabla^{2} A\left(\mathbf{X}, T_{n-1}\right)\right) \\
& -f_{\varepsilon}^{N}\left(\left|A\left(\mathbf{X}, T_{n}\right)\right|^{2}\right) A\left(\mathbf{X}, T_{n}\right)+\frac{\varepsilon c k}{2 \omega \Delta T}\left(\partial_{X} A\left(\mathbf{X}, T_{n+1}\right)\right. \\
& \left.-\partial_{X} A\left(\mathbf{X}, T_{n-1}\right)\right), \quad 1 \leq n \leq \frac{T^{*}}{\Delta T}-1 \tag{B.5}
\end{align*}
$$

then via similar arguments as (A.5)-(A.7), we get

$$
\begin{align*}
& \left\|\tau^{n}\right\|_{L^{2}}^{2} \lesssim(\Delta T)^{4}, \quad 0 \leq n \leq \frac{T^{*}}{\Delta T}-1 \\
& \left\|\nabla \tau^{0}\right\|_{L^{2}}^{2} \lesssim(\Delta T)^{4} \tag{B.6}
\end{align*}
$$

Similar with Theorem 3.1, the error function $\eta^{n}$ satisfies,
$\mathrm{i} \frac{\eta^{n+1}(\mathbf{X})-\eta^{n-1}(\mathbf{X})}{2 \Delta T}=\frac{\varepsilon^{2}}{4 \omega^{2}} \frac{\eta^{n+1}(\mathbf{X})-2 \eta^{n}(\mathbf{X})+\eta^{n-1}(\mathbf{X})}{(\Delta T)^{2}}$ $-\frac{\varepsilon c k}{2 \omega \Delta T}\left(\partial_{X} \eta^{n+1}(\mathbf{X})-\partial_{X} \eta^{n-1}(\mathbf{X})\right)-\frac{1}{2}\left(\nabla^{2} \eta^{n+1}(\mathbf{X})\right.$

$$
\begin{align*}
& \left.\quad+\nabla^{2} \eta^{n-1}(\mathbf{X})\right)+q^{n}(\mathbf{X})+P_{J K}\left(\tau^{n}(\mathbf{X})\right), \\
& \quad 1 \leq n \leq \frac{T^{*}}{\Delta T}-1,  \tag{B.7}\\
& \eta^{0}(\mathbf{X})=0, \quad \frac{\eta^{1}(\mathbf{X})-\eta^{0}}{\Delta T}=P_{J K}\left(\tau^{0}(\mathbf{X})\right), \quad \mathbf{X} \in \Omega, \tag{B.8}
\end{align*}
$$

where for $1 \leq n \leq T^{*} / \Delta T-1$,

$$
\begin{align*}
q^{n}(\mathbf{X})= & P_{J K}\left[f_{\varepsilon}^{N}\left(\left|A\left(\mathbf{X}, T_{n}\right)\right|^{2}\right) A\left(\mathbf{X}, T_{n}\right)\right. \\
& \left.-f_{\varepsilon}^{N}\left(\left|A_{J K}^{n}(\mathbf{X})\right|^{2}\right) A_{J K}^{n}(\mathbf{X})\right] \tag{B.9}
\end{align*}
$$

Define the energy for error function $\eta^{n}$ as

$$
\begin{align*}
\mathcal{E}^{n}= & \frac{\varepsilon^{2}}{4 \omega^{2}}\left\|\frac{\eta^{n+1}-\eta^{n}}{\Delta T}\right\|_{L^{2}}^{2} \\
& +\frac{1}{2}\left(\left\|\nabla \eta^{n+1}\right\|_{L^{2}}^{2}+\left\|\nabla \eta^{n}\right\|_{L^{2}}^{2}\right), \quad 0 \leq n \leq \frac{T^{*}}{\Delta T}-1 \tag{B.10}
\end{align*}
$$

Then, similar as (A.15a), (A.15b) and (A.16), we have,
$\S^{0} \lesssim\left(1+(\Delta T)^{2}\right)(\Delta T)^{4}$.
Multiplying both sides of (B.7) by $\overline{\eta^{n+1}}-\overline{\eta^{n-1}}$, integrating over $\Omega$ and taking the real part, with similar argument as (A.17), we have for $1 \leq n \leq T^{*} / \Delta T-1$,

$$
\begin{align*}
\mathcal{E}^{n}-\mathcal{E}^{n-1} \leq & \Delta T\left[\left\|q^{n}\right\|_{L^{2}}^{2}+\left\|P_{J K}\left(\tau^{n}\right)\right\|_{L^{2}}^{2}\right. \\
& \left.+\left\|\frac{\eta^{n+1}-\eta^{n}}{\Delta T}\right\|_{L^{2}}^{2}+\left\|\frac{\eta^{n}-\eta^{n-1}}{\Delta T}\right\|_{L^{2}}^{2}\right] \tag{B.12}
\end{align*}
$$

Note that
$\left\|\eta^{1}\right\|_{L^{2}}=\Delta T\left\|P_{J K}\left(\tau^{0}\right)\right\|_{L^{2}} \lesssim(\Delta T)^{3}$,
$\left\|\nabla \eta^{1}\right\|_{L^{2}}=\Delta T\left\|P_{J K}\left(\nabla \tau^{0}\right)\right\|_{L^{2}} \lesssim(\Delta T)^{3}$,
then,

$$
\begin{align*}
\left\|\mathrm{e}^{1}\right\|_{L^{2}} \leq & \left\|\eta^{1}\right\|_{L^{2}}+\left\|P_{J K} A\left(\mathbf{X}, T_{1}\right)-A\left(\mathbf{X}, T_{1}\right)\right\|_{L^{2}} \lesssim(\Delta T)^{3}+h^{m} \\
\left\|\nabla \mathrm{e}^{1}\right\|_{L^{2}} & \lesssim\left\|\nabla \eta^{1}\right\|_{L^{2}}+\left\|\nabla\left(P_{J K} A\left(\mathbf{X}, T_{1}\right)-A\left(\mathbf{X}, T_{1}\right)\right)\right\|_{L^{2}} \\
& \lesssim(\Delta T)^{3}+h^{m-1} \tag{B.13}
\end{align*}
$$

which results in the estimate (3.12) for $n=1$.
Since $\eta^{n} \in Y_{J K}$ and noticing $\Delta T \leq h$, we have
$\left\|\eta^{1}\right\|_{L^{\infty}} \lesssim \frac{1}{h}\left\|\eta^{1}\right\|_{L^{2}} \lesssim(\Delta T)^{2}$,
and then,

$$
\begin{align*}
\left\|\mathrm{e}^{1}\right\|_{L^{\infty}} & \leq\left\|\eta^{1}\right\|_{L^{\infty}}+\left\|P_{J K} A\left(\mathbf{X}, T_{1}\right)-A\left(\mathbf{X}, T_{1}\right)\right\|_{L^{\infty}} \\
& \leq C_{1}\left((\Delta T)^{2}+h^{m}\right) \tag{B.15}
\end{align*}
$$

Choose $k_{0}^{\prime}>0$ and $h_{0}^{\prime}>0$ such that
$C_{1}\left(\left(k_{0}^{\prime}\right)^{2}+\left(h_{0}^{\prime}\right)^{m}\right) \leq 1$,
i.e.,
$\left\|A_{J K}^{1}\right\|_{L^{\infty}} \leq\left\|A\left(\mathbf{X}, T_{1}\right)\right\|_{L^{\infty}}+\left\|\mathrm{e}^{1}\right\|_{L^{\infty}} \leq\left\|A\left(\mathbf{X}, T_{1}\right)\right\|_{L^{\infty}}+1$,

Now we estimate $\mathcal{E}^{1}$. At $T=T_{1}$, noticing (B.2) and (B.17), we have,

$$
\begin{align*}
\left\|q^{1}\right\|_{L^{2}} \leq & \left\|f_{\varepsilon}^{N}\left(\left|A\left(\mathbf{X}, T_{1}\right)\right|^{2}\right) A\left(\mathbf{X}, T_{1}\right)-f_{\varepsilon}^{N}\left(\left|A_{J K}^{1}\right|^{2}\right) A_{J K}^{1}\right\|_{L^{2}} \\
\leq & \left\|f_{\varepsilon}^{N}\left(\left|A\left(\mathbf{X}, T_{1}\right)\right|^{2}\right)\right\|_{L^{\infty}}\left\|\mathrm{e}^{1}\right\|_{L^{2}} \\
& +\left\|\left(f_{\varepsilon}^{N}\left(\left|A\left(\mathbf{X}, T_{1}\right)\right|^{2}\right)-f_{\varepsilon}^{N}\left(\left|A_{J K}^{1}\right|^{2}\right)\right) A_{J K}^{1}\right\|_{L^{2}} \\
\lesssim & \left\|\mathrm{e}^{1}\right\|_{L^{2}}\left[1+\left(2\left\|A\left(\mathbf{X}, T_{1}\right)\right\|_{L^{\infty}}+1\right)^{2}\right. \\
& \left.\times\left\|\left(f_{\varepsilon}^{N}\right)^{\prime}\left(\left(\left|A\left(\mathbf{X}, T_{1}\right)\right|+1\right)^{2}\right)\right\|_{L^{\infty}}\right] \\
\lesssim & \left\|\mathrm{e}^{1}\right\|_{L^{2}} \lesssim\left\|\eta^{1}\right\|_{L^{2}}+h^{m} \leq C_{2}\left(\left\|\nabla \eta^{1}\right\|_{L^{2}}+h^{m}\right) \tag{B.18}
\end{align*}
$$

Plugging (B.6) and (B.18) into (B.12) and noticing (B.10), we obtain,

$$
\begin{equation*}
\varepsilon^{1}-\mathcal{E}^{0} \leq C_{3} \Delta T\left[(\Delta T)^{4}+h^{2 m}+\left(\varepsilon^{1}+\varepsilon^{0}\right)\right] \tag{B.19}
\end{equation*}
$$

Then when $\Delta T \leq \frac{1}{2 C_{3}}$, we have

$$
\begin{equation*}
\mathcal{E}^{1} \leq \mathcal{E}^{0}+4 C_{3} \Delta T\left[(\Delta T)^{4}+h^{2 m}+\mathcal{E}^{0}\right] \tag{B.20}
\end{equation*}
$$

Then, noticing the estimate of $\mathcal{E}^{0}$ (B.11), for $h \leq h_{0}^{\prime}$ and $\Delta T \leq$ $\min \left\{\frac{1}{2 C_{3}}, k_{0}^{\prime}\right\}$, we have

$$
\begin{align*}
\mathcal{E}^{1} & \leq\left(C_{4}+4 C_{3} \Delta T\right)\left((\Delta T)^{4}+h^{2 m}\right) \mathrm{e}^{4 C_{3} \Delta T} \\
& \leq\left(C_{4}+4 C_{3} T^{*}\right)\left((\Delta T)^{4}+h^{2 m}\right) \mathrm{e}^{4 C_{3} T^{*}} \\
& :=C_{5}\left((\Delta T)^{4}+h^{2 m}\right) \tag{B.21}
\end{align*}
$$

In the view of (B.10) for $n=1$, with the above estimate on $\varepsilon^{1}$, we have,

$$
\begin{align*}
\left\|\eta^{2}\right\|_{L^{2}} & \lesssim\left\|\nabla \eta^{2}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m} \\
\left\|\eta^{2}\right\|_{L^{\infty}} & \lesssim \frac{1}{h}\left\|\eta^{2}\right\|_{L^{2}} \lesssim \Delta T+h^{m-1} \tag{B.22}
\end{align*}
$$

So,
$\left\|\mathrm{e}^{2}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m}, \quad\left\|\nabla \mathrm{e}^{2}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m-1}$,
$\left\|\mathrm{e}^{2}\right\|_{L^{\infty}} \leq C_{6}\left(\Delta T+h^{m-1}\right)$,
which establishes (3.12) for $n=2$. Note, there exist $k_{0}^{\prime \prime}>0$ and $h_{0}^{\prime \prime}>0$, such that
$C_{6}\left(\left(k_{0}^{\prime \prime}\right)+\left(h_{0}^{\prime \prime}\right)^{m-1}\right) \leq 1$,
and so $\left\|\mathrm{e}^{2}\right\|_{L^{\infty}} \leq 1$ if $\Delta T \leq k_{0}^{\prime \prime}$ and $h \leq h_{0}^{\prime \prime}$.
We choose,
$k_{0}=\min \left\{\frac{1}{2 C_{3}}, k_{0}^{\prime}, k_{0}^{\prime \prime}\right\}, \quad h_{0}=\min \left\{h_{0}^{\prime}, h_{0}^{\prime \prime}\right\}$,
where $k_{0}^{\prime}$ and $h_{0}^{\prime}$ are chosen so as to (B.16) holds, and $k_{0}^{\prime \prime}$ and $h_{0}^{\prime \prime}$ are chosen such that (B.24) is valid. Noting that $k_{0}$ and $h_{0}$ only depend on the regularity of solution and smoothness of $f_{\varepsilon}^{N}$, i.e., (B.1) and (B.2), as well as the final computation time $T^{*}$, the rest justification is due to induction.

For $1 \leq n \leq T^{*} / \Delta T-1$ and $\Delta T \leq k_{0}$ and $h \leq h_{0}$, satisfying $\Delta T \leq h$, we assume,
$\left\|\mathrm{e}^{l}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m}, \quad\left\|\nabla \mathrm{e}^{l}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m-1}$,
$\left\|\mathrm{e}^{l}\right\|_{L^{\infty}} \leq 1, \quad 2 \leq l \leq n$,
and for $l=1$, we already have (B.13) and (B.17), then

$$
\begin{equation*}
\left\|A_{J K}^{l}(\mathbf{X})\right\|_{L^{\infty}} \leq\left\|A\left(\mathbf{X}, T_{l}\right)\right\|_{L^{\infty}}+1, \quad 1 \leq l \leq n \tag{B.27}
\end{equation*}
$$

With similar argument as (B.18) we have,

$$
\begin{equation*}
\left\|q^{l}\right\|_{L^{2}} \leq C_{2}\left(\left\|\nabla \eta^{l}\right\|_{L^{2}}+h^{m}\right), \quad 1 \leq l \leq n \tag{B.28}
\end{equation*}
$$

Noticing (B.12) and (B.6), similar as proof of Theorem 3.1, when $\Delta T \leq \frac{1}{2 C_{3}}$, we have,
$\varepsilon^{n} \leq \varepsilon^{0}+4 C_{3} n \Delta T\left[(\Delta T)^{4}+h^{2 m}\right]+4 C_{3} \Delta T \sum_{l=0}^{n-1} \varepsilon^{l}$.
Since $n \leq T^{*} / \Delta T-1$, when $\Delta T \leq \min \left\{\frac{1}{2 C_{3}}, k_{0}^{\prime}\right\}$, we obtain by using discrete Gronwall's inequality and noting (B.11),
$\varepsilon^{n} \leq\left(C_{4}+4 C_{3} n \Delta T\right)\left((\Delta T)^{4}+h^{2 m}\right) \leq C_{5}\left((\Delta T)^{4}+h^{2 m}\right)$.
In the view of (B.10), similar as (B.22) and (B.23), we obtain
$\left\|\mathrm{e}^{n+1}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m}, \quad\left\|\nabla \mathrm{e}^{n+1}\right\|_{L^{2}} \lesssim(\Delta T)^{2}+h^{m-1}$,
$\left\|\mathrm{e}^{n+1}\right\|_{L^{\infty}} \leq C_{6}\left(\Delta T+h^{m-1}\right)$.
Noticing $k_{0}$ and $h_{0}$ are chosen as (B.25), when $\Delta T \leq k_{0}$ and $h \leq h_{0}$, we have,

$$
\begin{equation*}
\left\|\mathrm{e}^{n+1}\right\|_{L^{\infty}} \leq 1 \tag{B.32}
\end{equation*}
$$

In above estimates, the constants $C_{1}, C_{2}, \ldots, C_{6}$ are the same as those in (B.18)-(B.23) and they are independent of mesh size $h$ and time step $\Delta T$ as well as time steps $0 \leq n \leq \frac{T}{\Delta T}$, therefore $k_{0}^{\prime}, k_{0}^{\prime \prime}$, $h_{0}^{\prime}$ and $h_{0}^{\prime \prime}$ are the same as before and they can be chosen such that they are independent of mesh size $h$ and time step $\Delta T$ as well as time steps $0 \leq n \leq \frac{T}{\Delta T}$ too. Hence, (B.31) and (B.32) prove (B.26) for $l=n+1$, and the claim in Theorem 3.2 follows by mathematical induction.
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