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Modelling thermal front dynamics in microwave heating
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The formation and propagation of thermal fronts in a cylindrical medium that is undergoing
microwave heating is studied in detail. The model consists of Maxwell’s wave equation
coupled to a temperature diffusion equation containing a bistable nonlinear term.

When the thermal diffusivity is sufficiently small the leading-order temperature solution
of a singular perturbation analysis is used to reduce the system to afree boundary problem.
This approximation is then used to derive predictions for the steady-state penetration and
profiles of the temperature and electric fields. These solutions are valid for arbitrary values
of the electric conductivity, and thus extend the previous (small conductivity) results found
in the literature.

A quasi-static approximation for the electric field is then used to obtain an ordinary
differential equation for the relaxation dynamics to the steady state. This equation appears
to accurately describe the time scale of the electric field’s evolution both with and without
the presence of a strongly coupled temperature front, and may be of wider interest than the
model for microwave heating studied here.
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1. Introduction

When electromagnetic radiation interacts with matter at the proper electric and thermal
parameters, it can be absorbed and hence generate heat. This principle has greatly
contributed to the development of modern industry. According to Meredith (1998), heating
has been the most common process used in the manufacturing industry in the last 50 years.
Yet it remains one of the most difficult industrial processes to control.
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Electrical volumetric heating(EVH) is a relatively new process with many advantages
over conventional methods based on radiation, convection and conduction. In comparison,
the latter are slow and imprecise. Traditionally, a material is heated by convection on its
surface, and heat is transferred to the interior by conduction. In contrast, with EVH the
bulk of the material is evenly warmed. According to Meredith (1998), the processing
times required by EVH are often less than one per cent of those required by traditional
techniques. In addition, EVH is precise, safe, and environmentally clean. As a result, EVH
has undergone a dramatic development in the later twentieth century, being now widely
used in industry, medicine, and commerce.

A particular form of EVH ismicrowave heatingwhich is based on the physical effect of
bipolar polarization. When an electric field is applied to materials with high resistivity, the
dipole moments of the molecules align themselves with the field. High-intensity radiation
can also induce dipole moments. Because the microwave field is alternating in time, the
dipoles attempt to follow the field reversals, and thus are in a constant state of oscillation,
so that heat is generated. A secondary source of heat is the conduction of ionic charge
induced by the field, and even very small currents can generate significant amounts of
heat. Typically, microwave heating is performed at frequencies between 900 and 2450
MHz. However, values close to the upper bound are avoided because they overlap ranges
of frequencies used for communications.

Microwave heating has a variety of uses in the food industry: thawing, continuous
baking, vacuum drying, pasteurization, etc. It is also widely employed in health-related
professions: blood flow measurements, microwave imaging, detection and treatment
of cancer tumors, etc. Moreover, microwave heating is being used in environmental
cleanup efforts to treat infectious medical waste, contaminated soils, nuclear waste, and
sewage/waste water (Beattyet al., 1992).

Despite the increasing interest and diversification of the uses of microwave heating,
the highly complicated nonlinear nature of the light–matter interaction has produced
an electroheat industry that mostly utilizes experimentation and speculation. However,
empirical studies of many complex situations in microwave heating have proven to be
an expensive approach with limited impact and success. In particular, to characterize and
control unwanted regions of high temperatures based on a trial and error approach is not
just impractical but irrealizable when high temperatures can rapidly form and destroy the
material.

Consequently, at this time, the almost unlimited potential of electromagnetic heating
stands to benefit from better theoretical development in the understanding, modelling, and
control of the many associated phenomena.

One of the most common consequences of the nonlinear nature of this heating process
present in the electroheat industry is an instability that causes uncontrollable and sudden
increases in temperature in response to small increases in electric power. When such a
thermal instability is spatially localized, some regions inside the material develop much
higher temperatures with respect to the surrounding material. These regions behave as
thermal fronts that can form and propagate over substantial distances inside the material,
eventually relaxing into a steady-state temperature profile. In particular, a localized region
of high temperature with zero temperature in its surroundings is called a hotspot. In general,
the presence of thermal fronts can be beneficial, for example, the joining or smelting of
ceramics or the production of specialized metal alloys, or highly undesirable if uniform
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heating is required, for example, when density homogenization is sought. Consequently, it
is of great practical interest to gain more understanding of the formation and dynamics of
thermal fronts.

1.1 Previous work

There have been two main approaches to modelling thermal fronts in microwave heating.
The first focuses on the thermal aspects, and utilizes only a heat equation with a nonlinear
source term assuming constant magnitude of the electric field. The second and more
realistic approach takes into account the spatial variation of the electric field, and hence
involves Maxwell’s wave equation in addition to the nonlinear heat equation.

The works of Kriegsmann, Brodwin & Watters (1990), Coleman (1990), Hill & Smyth
(1990) and Tian (1991, pp. 283–300) are recognized as the seminal efforts in the field of
mathematically modelling formation and propagation of hotspots in microwave heating.

The first work formulates a time-harmonic, steady-state problem for the modelling of
the microwave heating of a semi-infinite ceramic half-space. The steady-state solutions
are present in the form of coupled ordinary differential equations describing both the
temperature distribution and the exponential decay of the electric field. A multiscale
analysis produces the leading-order solutions for the cases of constant conductivity and
negligible radiative losses and also for the most general case of arbitrary electrical
conductivity. Their results show that the temperature increases, on a length scale that
is large compared to a wavelength, from its surface value to a finite value at infinity.
Kriegsmannet al. (1990) also conclude that the value of the temperature at infinity depends
monotonically on the incident power level and that the electric field decays on the same
scale as the temperature changes but oscillates rapidly on the spatial scale determined
by a wavelength. This is one of the first works where a multivalued function of the
incident power for temperature is analysed in relation to the stabilizing effects of electrical
conductivity on thermal runaway phenomena. This work preceded others on the topic and
was distilled from David Watters (1989).

Three of the other studies mentioned above assume that the intensity of the electric field
is constant. These works are limited to the study of a heat conduction problem described
by partial differential equation under various assumptions for the nonlinear term and also
for different geometrical scenarios.

Smyth (1990) analyses microwave heating of materials with small thermal diffusivity.
He presents a systematic derivation of a coupled system of equations that governs this
process. The system is solved for a linear conducting medium using an asymptotic
approximation for small thermal diffusivity and geometric optics for the wave equation
describing the electric field. This work does not address the particular issue of thermal
fronts. However, using the same derivation and model, Pincombe & Smyth (1991, pp.
479–498) find criteria for the formation of hotspots.

In the last decade, Kriegsmann made an important contribution to this field by
investigating the complex dynamics of microwave heating. He focused on developing a
clear understanding of the governing physics and incorporating more realistic situations
into the model. This approach has generated important analytical developments for specific
experimental values of parameters and geometric designs.

Specifically, Kriegsmann & Varatharajah (1993, pp. 382–400) study the heating of a
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FIG. 1. Travelling wave applicator. A cylindrical dielectric is heated inside a semi-infinite cylindrical waveguide.
An incident electric field impinges upon the left boundary of the rod.

thin, ceramic cylinder in a single-mode applicator in the regime of the small Biot number
limit. This approximation allows reduction of the original three-dimensional heat equation
to a one-dimensional problem and accounts for the loss of heat through the surface. In
several of his works, Kriegsmann obtains a heat equation in which the nonlinear term
bears a bistable relationship between the power and temperature.

Kriegsmann has also developed a systematic mathematical modelling theory which
includes S-matrix theory and a small Biot number asymptotic analysis. His theory has
inspired many related studies on microwave heating. His derivations have became standard
procedure. Most recently he has expanded his results to include more rigorous studies of
certain problems ((1997) and references therein) and also he has continued developing
more realistic and complex scenarios from the state of the art microwave heating research
including theoretical aspects and practical applications.

Particularly relevant to this paper is the work of Garcı́a-Reimbertet al.(1996). Building
on the previous work of Kriegsmann and others, they studied the formation and propagation
of hotspots (strictly speaking, temperature fronts in the form of a travelling wave) in a
single-mode, coaxially-loaded, cylindrical cavity (travelling wave applicator), in the limit
of small thermal diffusivity; see Fig. 1. In their study, Garcı́a-Reimbertet al. assume that
a plane wave of high frequency radiation impinges upon the left boundary of a dielectric
beginning at timet = 0. The left boundary is positioned at the origin. The left end of
the cylinder is assumed to be perfectly thermally insulated, so that energy can only be
lost due to diffusion from the cylindrical boundary of the rod. They also assume that
the cylinder is infinite and the detuning effects and the interactions between the dielectric
and the waveguide are ignored. The study takes into account the interaction between the
temperature front and a non-uniform electric field. Garcı́a-Reimbertet al. use a WKB
approximation to obtain an asymptot of the electric field in the limit of small thermal
conductivity.
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1.2 Mathematical model

The model studied here is the one derived by Garcı́a-Reimbertet al.(1996). The following
one-dimensional system describes the evolution thermal fronts in a semi-infinite cylinder
with the geometry described above:

Ett − Exx + λ2E + σ(T)Et = 0, (1.1)

Tt = νTxx + ρ f (T, |E|) (1.2)

for x � 0, t � 0. Here,λ represents the characteristic cut-off frequency of the waveguide,
σ is the temperature dependent electric conductivity with functional formσ(T) = σ0 +
σ1T , ν is the thermal diffusivity of the dielectric, andρ parametrizes the intensity of the
electric field (its heating effect on the material). The corresponding initial and boundary
conditions areE(0, t) = eiqt and E(x, 0) = Et (x, 0) = 0 for the electric field, and
Tx(0, t) = 0, T(x, 0) = 0 for the temperature field. The parameterq is the frequency of
the incident electric field.

The coupling between (1.1) and (1.2) is defined byf (T, |E|) = (T2−T+γ |E|)(1−T),
whereγ andρ control the rate at which the material takes up heat energy. The coupling
functions f andσ determine most of the interesting dynamics observed in the solutions on
the system (1.1)–(1.2), so it is of interest to discuss their particular form.

From the earliest works, for example, (Kriegsmann & Varatharajah, 1993), a nonlinear,
cubic function was derived to account for the coupling of|E| and the loss of heat through
the boundary of a circular cylindrical dielectric. In several of Kriegsman’s works, an S-
shaped response curve relating the steady-state temperature to the microwave power has
been discussed as a possible explanation for the thermal runaway phenomenon responsible
for the formation of hotspots.

A convenient innovation of Garcı́a-Reimbert et al. (1996) was to replace the
complicated bistable form by a canonical cubic as the one above. The general, cubic,
bistable, nonlinear term qualitatively captures the relation between the intensity of the
electric field and temperature and the loss of heat through boundaries.

The assumption of a linear relation between electrical conductivity and temperature,
as we have adopted here, has become a standard procedure to simplify their dependence,
for example, (Garćıa-Reimbertet al., 1996; Smyth, 1990). Although experimental evidence
suggests that temperature dependence of many materials can be represented by a power law
or an exponential, the above assumption should account adequately for weak dependence
of σ on temperature.

Although the forms of f and σ for a given application might differ quantitatively
or be more complicated, the somewhat tractable mathematical model considered here is
sufficiently complex to capture some of the non-trivial nonlinear behaviour that can occur,
and hence is useful for seeking new insights into the heating process.

In particular, as in (Garcı́a-Reimbertet al., 1996), f can be written as

f = (T − Tl )(T − Ts)(Tr − T), (1.3)

where the roots are given by

Tl = 1, Tr = 1
2

(
1 − √

1 − 4γ |E|), Ts = 1
2

(
1 + √

1 − 4γ |E|). (1.4)
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Note that f will have either exactly three real roots or one, depending on the value ofλ|E|.
The bistability that results in the case of three real roots leads to the existence of travelling
wavebehaviour in the temperature field.

In the following, our analysis is primarily restricted to parameter regimes whereρ � 1,
ν/ρ � 1, andγ of order one or greater (γ � 0). Fortunately, these regimes are the
most physically relevant because in typical industrial microwave heating applications the
diffusion of heat (governed byν) will tend to occur more slowly than the heating due to
the high intensities of the applied electric fields (the rate of heating being controlled byρ).
As we remark at relevant places later on, some of our results appear to be useful even when
these conditions are not strictly met.

Numerical simulations suggest that the overall dynamics of this model can be
characterized by three consecutive evolutionary stages. First, the electric field begins to
penetrate the material and there is rapid formation of a temperature front (the ‘formation’
stage). Secondly, this temperature front propagates into the material in concert with the
electric field (the ‘transient’ stage). Thirdly, the fields relax to a steady-state configuration
(the ‘steady-state’ stage).

The questions we attempt to answer in this paper for the model above are as follows.
(1) What are the profiles of the electric field and the temperature front during the transient
and steady-state stages? (2) What are the temporal dynamics of the transient stage? (3)
What is the penetration depth of the fields at the final steady state?

The rest of the paper is organized as follows. In Section 2, we develop an approximation
to equation (1.2), in the limit of small diffusivity, called thefree boundary problem(FBP),
which partially solves the model (1.1)–(1.2), yielding information about the temperature
field profile and its coupling to the electric field. In particular, the asymptotic temperature
field is found to take the form of a front whose dynamics (location vs. time) depend on the
magnitude of the electric field. The location of this front is the so-called ‘free boundary’.
Although this procedure has been used to study hyperbolic systems, it is the first time, to
our knowledge, that it has been successfully applied to microwave related problems with
mixed systems of parabolic and hyperbolic nature.

In Section 3, we combine the FBP results with a time harmonic approximation of
the electric field to obtain equations for the steady state which can be solved in closed
form when a reasonable approximation for the temperature is made. The resulting solution
generalizes those found before in related studies, and we verify its usefulness numerically.

Finally, we analyse the transient dynamics prior to steady state by means of a quasi-
stationary-state approximation that well describes the dynamics of the position of the
temperature front and the relaxation of the electric field into the dielectric. We also present
numerical comparisons for these results.

2. Free boundary problem

As we will now show, when the ratioν/ρ is small andρ is large, the asymptotic dynamics
of the temperature profile can be characterized as a sharp temperature front that propagates
inside the cylinder. The propagation of the front depends in detail on the behaviour of
the electric field, which we analyse in the next two sections. Although these fronts are
not strictly travelling waves, because they do not propagate at a constant speed for all
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time, the procedure adopted here resembles those widely used to study travelling waves in
hyperbolic systems.

Based on the numerical observation that the electric field amplitude generally remains
monotonically decreasing inx as the field moves into the material, we assume at the outset
that this is always the case. At pointsx of the space domain where|E(x, t)| > 1/4γ , that is,
positions in the material betweenx = 0 and the point at which|E| has decreased to 1/4γ ,
the cubic functionf (T, |E|) (equation (1.3)) has only one root (Tl = 1) with negative
slope with respect toT at this point. Moreover, at the first stages of the formation of the
front, the values of temperature are small such thatρ f � 1 such that the diffusion term
can be neglected. Therefore, the evolution of the temperature field in mainly dictated by the
equationTt = ρ f and temperature evolves towards one quickly. AsT approaches closely
to one its evolution slows, and it relaxes arbitrarily slowly. Once the front has formed, in
the subregion of this domain which is not too close to the temperature front, that is, in
regions where the diffusion term can be neglected, the evolution of the temperature field
still is being controlled mainly by the ODETt = ρ f (T, |E|), and the temperature at all
points in this subregion will monotonically increase with time and asymptotically approach
the value one (T → Tl = 1). This behaviour partially explains the rapid formation of the
temperature front and its slow motion after formation.

Likewise, for points where|E(x, t)| < 1/4γ , the cubic functionf (T, |E|) has three
roots, and it is straightforward to show that, away from the temperature front diffusion can
again be neglected, and the temperature in this region approximately approaches the stable
rootTr = 1

2

(
1−√

1 − 4γ |E|) (and slightly overshoots due to a small diffusive correction).
Note that this root depends pointwise on the value ofE, thus slaving part of the temperature
profile to E.

So far, these considerations suggest that the temperature profile will tend to assume the
shape of a front with the form

T(x, t) = Tl · χ[0,xs] + Tr (|E|) · χ[xs,∞), (2.5)

where the characteristic functionsχ[0,xs] andχ[xs,∞) allow us to combine the two separate
profiles into one expression. In these expressions, the positionx = xs represents the
location of the front, which will presumably lie close to the point at which|E(x, t)| =
1/4γ (we confirm this below).

It thus remains to determine thedynamicsof xs in response to the electric field profile
E(x, t). At the pointx, where|E(x, t)| = 1/4γ , the coupling termf has a double root,
T = 1

2. The dynamics of the temperature here will be more complicated. In particular, the
diffusion term can no longer be neglected in at least a region∆x = ν/ρ.

Following Fife (1988), we can make progress in determining the motion of the
temperature front by invoking the so-calledfree boundary problemreduction, the results
of which only we will restate here. The reduction proceeds as follows.

Based on the fact thatρ � 1 andν/ρ � 1, we for the moment suppose that|E(x, t)|
is fixed in time (take a ‘snapshot’ ofE at some moment;E(x, t) → E(x)) and sufficiently
smooth in space. We then construct an approximate solution for the heat equation using the
method of matched asymptotic expansions. The outer solutions are found using a regular
expansion, and the inner solutions by front layer expansion under the additional scaling
assumptionρ = O(1/ν) (which is more specific but not inconsistent with our general
assumption thatν/ρ � 1).
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Using the results from this procedure, and restoring slow time dependence toE, we
find that, to orderO(1/ν) in time, the system consisting of equations (1.2) and (1.1), the
full system to thefree boundary problem

Ett − Exx + λ2E + σ(T)Et = 0, (2.6)

T(x, t) = Tl · χ[0,xs] + Tr (|E|) · χ[xs,∞), (2.7)

ẋs(t) = 1
2

√
1
2ρν

(
1 − 3

√
1 − 4γ |E(xs(t))|

)
, (2.8)

with the boundary conditionsE(0, t) = eiqt andE(x, 0) = Et (x, 0) = E(∞, t) = 0 for
the electric field.

Note that the dynamics of the front positionxs(t) are now governed by the ordinary
differential equation (2.8) which depends parametrically on|E(x, t)| evaluated atx =
xs(t). In particular, we havėxs(t) = 0 for xs = Xs such thatE|(Xs)| = 2/9γ , which
implicitly determines the steady-state location for the temperature front (this point is
unique if E(x, t) is monotonically decreasing inx). Examination of (2.8) shows that
the steady-state conditioṅxs = 0 is always asymptotically approached for a fixed and
monotonically decreasing electric field profile.

Note further that the speeḋxs can only take values between 0 and1
2

√
1
2ρν in the FBP

system. The latter value is implicitly defined by|E(xs)| = 1/4γ , which is the value at
which the coupling functionf first attains three roots. This occurs at the onset of validity of
the FBP and represents the maximum speed within the validity of the FBP. This illustrates
the important point that the FBP is valid only well after the temperature front has formed.

Although the dynamics of this process happen on a relatively slow time scale, the
evolutionary stage represented by the FBP fortunately contains most of the interesting
dynamics involving interactions between the electric and temperature fields, which occur
when the reaction termρ f approximately counterbalances the temperature diffusion term.
In all of these respects the situation is similar to the fast interface asymptotic reduction
of FitzHugh–Nagumo systems in (Fife, 1988). Also see (Chen, 1992) for a more rigorous
justification.

Note that in the FBP reduction, both the temperature profile and the location of the
temperature front are now bothslavedto the electric field. In this way, the original problem
has been substantially reduced—if we can also provide a way to analyse the dynamics of
the electric field as a function of this reduced temperature field, then we can in principle
eliminate the temperature field using the FBP and thereby solve the entire system. This
is what is undertaken in the next two sections for the steady-state and transient regimes,
respectively.

Obviously, the complexity involved in solving forE with T eliminated in this way
will depend crucially on the how the temperature field in turn affects the behaviour of
the electric field. This nature and strength of this coupling and the behaviour ofE is
controlled by the relative values ofσ0 andσ1. In particular, the value ofσ1 tunes the effect
of temperature on equation (2.6). When its value is small,E is largely independent ofT . On
the other hand,σ0 determines a rate of decay of|E| which is independent of temperature.
As a result, we refer toσ0 as the absolute electric conductivity andσ1 as the relative electric
conductivity. A regime in whichσ1/σ0 is small may be referred to as one of weak coupling
of E with temperature and strong absolute decay. On the other hand, whenσ1/σ0 is large,
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the decay ofE will be largely controlled by temperature. In this case, temperature and
electric fields are both strongly coupled to one another.

To conclude our observations about the free boundary problem reduction, we point
out that whenν/ρ is small, the temperature profile is well described by equation (2.7)
and takes the form of a sharp front, the movement of which is well described by equation
(2.8). On the other hand, whenν/ρ is not small, the actual temperature profile smoothes
out in contrast to the asymptotic solution (2.7). We remark, however, that in many of
our numerical experiments in this latter regime we have found that the location of the
temperature front at steady state still seems to be quite accurately described by equating
(2.8) to zero. This is probably due to an averaging effect, the lowering of temperature to
the left of Xs being balanced to a significant extent by the raising ofT to the right ofXs.

3. Steady-state solutions

As stated above, numerical simulations suggest that the solution of equations (1.1), (1.2)
asymptotically tend to a steady state in which the electric field intensity and temperature
profiles are temporally constant and the electric field phase oscillates harmonically with
radian frequencyq. This is reasonable physically, and represents an asymptotic balance
between a constant energy input and the heat losses due to radiation and convection. Note,
however, that its occurrence is not a priori obvious due to the strong nonlinearities present
in the system.

In the previous section we have shown how the FBP provides a reduced description for
the dependence of the temperature on electric field in the limit of low thermal diffusivity
relative to heating rate. Although equations (2.6)–(2.8) of the FBP retain the nonlinear
character of the original system, they are more tractable, in particular for the study of
steady-state solutions. For instance, settingẋs = 0 in equation (2.8), yields the condition
|E(Xs)| = 2/9γ , where Xs denotes the final position of the temperature front. This
equation implicitly determines the final position of the temperature front in terms of the
intensity of the electric field.

We now seek an analytical approximation of the steady state to provide us with a
prediction for the profile of the electric field. In simulations, for sufficiently large time,
the intensity profile of the electric field is observed to become constant. We therefore make
the following harmonic ansatz:

E(x, t) = A(x)eiqt.

HereA is a complex-valued function (the true value of the electric field being obtained
by taking the real part of the expression above). Inserting this approximation into equation
(2.6), and settinġx(t) = 0 in equation (2.8), we obtain the steady-state equations for the
free boundary problem:

Axx + ω2(T)A = 0, (3.9)

T(x; Xs) = Tl · χ[0,Xs] + Tr (|A|) · χ[Xs,∞), (3.10)

|A(Xs)| = 2

9γ
, (3.11)
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whereω2(T) = q2 − λ2 − iqσ(T), σ(T), Tl andTr are as defined previously. Notice that
the resulting system is still difficult to solve due to the nonlinear coupling betweenA and
T through the functionsω2 = ω2(T) andTr = Tr (|A|).

To make progress, we exploit the following idea. Ifγ is not too small, say of order one
or greater, then condition (3.11) implies that the pointXs at which the temperature front
is located will occur at a point at which the electric field is much less than 1 (one being
the maximum strength of the field atx = 0). More specifically, ifγ > 1, thenXs must
lie beyond the point at which|A| = 2/9γ |γ=1 = 0·22. Therefore, for largeγ , most of
the influence of temperature on the electric field should occur to the left of the temperature
front, whereT = Tl = 1.

To strengthen this argument, we further observe that for electric field profiles which
approximately take the form of a decaying exponential, which, as we discuss later, is
always true if eitherσ1/σ0 � 1 or γ is not too small, then theform of the temperature
function T = Tr (|E|) = 1

2

(
1 − √

1 − 4γ |E|) becomes independent ofγ . Specifically, if
|E| has the form|E| = e−αx, then condition (3.11) implies thatXs = −(1/b) ln(2/9γ ).
Defining a new space variablẽx, such that x̃ = x − Xs, using this to eliminate
x in |E| = e−αx, and inserting the resulting expression intoTr (|E|), we find that

Tr (|E|) = 1
2

(
1 −

√
1 − 8

9e−bx̃), that is, Tr (|E|) is independent ofγ aside from the
location Xs. If follows from this that increasingγ with other parameters fixed simply
shifts the temperature profile to the right without appreciably altering its form. Given the
approximately exponential form of the electric field, this implies that increasingγ will
exponentially decrease the effect of the temperature to the right of the front.

Thus, if γ is not too small, we should be able to approximateT in equation (2.7) by
settingTr = 0, without significantly affecting the intensity profile ofE. This range should
include regimes whereσ0 andσ1 are significantly greater than 1. In this way,Tl becomes a
piecewise constant approximation forT with a single discontinuity atx = Xs. Numerical
experiments, including those given later in this section, seem to confirm that this leads
to accurate predictions forq � 0. This idea may also be applied to the dynamics of the
transient regime, which we discuss in the next section.

Besides the considerations just described, the reason that this approximation works for
γ of order one and greater, instead of only for much larger values ofγ , also appears to be
in part a consequence of the fact thatTr is less than 0·33 everywhere to begin with, and
decreases exponentially fast inx if |E| does also. This implies thatTr can have a significant
influence onE relative toTl = 1 only for values ofγ on the order ofγ = 9

2, that is, the
values for whichXs is approximately zero.

We now obtain solutions of (3.9)–(3.11), with the approximationTr = 0, in a closed
form expression for the intensity profile of the electric field at the steady state. Its more
complicated form precludes the possibility of obtaining an explicit solution for the location
of the temperature front, except in certain limits. The closed form expression for the
magnitude of the electric field, however, is valid for a wide range of values of parameters.

Imposing the boundary conditionsA(0) = 1 and A(∞) = 0 and the approximation
Tr = 0 on equations (3.9)–(3.11), an exact solution is obtained by first solving the
ordinary differential equation at both sides of the temperature front separately and applying
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matching conditions up to the first derivative. This results in the uniqueC1 solution

A(x; Xs) =
{

K2i sin(ω f x) + e−iω f x, x � Xs,[
K2i sin(ω f Xs)eiωXs + ei(ω−ω f )Xs

]
e−iωx, x � Xs.

(3.12)

where

K = K (Xs; ω f , ω) = ω f − ω

(ω f − ω) + (ω f + ω)e2iωXs
. (3.13)

The values ofω, b and a are given byω = a − ib, a = qσ0/2b and b =√
1
2

{∣∣ω2
∣∣ − (q2 − λ2)

}
and represent the values ofω andσ evaluated to the right ofXs,

whereT is approximated asT = 0, and henceσ(T) = σ0. The values ofω with the
subscript f added represent the values evaluated on the left-hand side, whereT = Tl = 1
and henceσ(T) = σ0+σ1, and are given byω2

f = (q2−λ2)− iq(σ0+σ1), ω f = af − ibf ,

af = q(σ0 + σ1)/2b andbf =
√

1
2

{∣∣∣ω2
f

∣∣∣ − (q2 − λ2)
}

(note that these two different sets

of values are mixed in the expressions above by the solution matching atx = Xs).
The position of the front at the steady state is then uniquely determined by the implicit

function theorem applied to condition (3.11) evaluated on (3.12) foranygeneral choices of
the parametersσ0 andσ1. The value ofXs can very easily be determined numerically in this
way, and this approach to findingXs therefore generalizes the results of Garcı́a-Reimbert
et al. (1996), which are based on low conductivity (σ1, σ0 � 1).

Another approach to findingXs in the limit of small σ1 (weak dependence of the
electric field on temperature), using the same approximationTr = 0 asbefore, is to perform
a regular asymptotic expansion for the solution of system (3.9)–(3.11), withTr = 0. This
results in easier expressions for obtaining information aboutXs in the limit of smallσ1
(with σ0 still possibly large, allowing for strong decay of the electric field inx), or closed
form expressions forXs in the limit of smallσ0 andσ1.

Applying this regular asymptotic procedure through second order inσ1, we obtain the
following C1(R+) solution, along with a solvability condition 2ie−2iωXs �= 0 which is
always satisfied,

A(x; Xs) = A0(x; Xs) + σ1A1(x; Xs) + O(σ 2
1 )

�




[
1 + iq

4ω2
e−2iω(Xs)(1 − e−2iωx) − q

2ω
x

]
e−iωx, x � Xs,[

1 + iq

4ω2
e−2iω(Xs)(1 − e2iω(Xs)) − q

2ω
Xs

]
e−iωx, x � Xs.

(3.14)

As stated above, this equation can easily be used to obtain results for smallσ1. For
example, settingx = Xs and forσ0, σ1 � 1, equation (3.14) becomes

A(Xs; Xs) =
[
1 − σ1

iq

4ω2
(1 − e−2iω(Xs)) − q

2ω
σ1Xs

]
e−iωXs + O(σ 2

1 ).

In particular whenσ0 � σ1 are both small we have that this equation can be reduced to

|A(Xs; Xs)| � e−bXs exp

{
− qσ1

2(a2 + b2)
Xs

}
. (3.15)
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Expansion of the parameterb also leads tob � σ0/2β to leading order inσ1, where
β2 = (q2 − λ2)/q2, and alsoa = qβ � O(1). Inserting these into the coefficient in
the exponent of|A(Xs)| we obtainb + qσ1a/2(a2 + b2) � (σ0 + σ1)/2β. Thus, the last
equation can be rewritten as

|A(Xs; Xs)| � exp

{
−σ0 + σ1

2β
Xs

}
,

which is identical to the result obtained by Garcı́a-Reimbertet al. (1996) in the limit
of small σ0 and σ1. Our result is therefore consistent with their WKB-approximation.
Moreover, equation (3) together with condition (3.11) determine the penetration depth of
the temperature profile:

Xs � − 2β

σ0 + σ1
ln

2

9γ
. (3.16)

As noted in (Garćıa-Reimbertet al., 1996), this approximation works well whenσ0
andσ1 are small but it breaks down away from this regime. For more general values, using
solution (3.12) (for general values of bothσ0 andσ1) and (3.14) (for smallσ1) can provide
us with accurate predictions.

We now compare these analytical results with numerical simulations of the complete
system (1.1)–(1.2). The equation for the electric field was numerically solved by a
stable, second-order central difference scheme. For the heat equation, a predictor Adams–
Bashforth scheme was used. These simulations were numerically coupled by updating each
solution of the functions based on the current value of the other variable at each half of each
time step.

For all simulations in this paper, the parametersγ andq were fixed atγ = 1, q = 2.
Weused small values for bothν/ρ, ν, and alarge value ofρ to guarantee the validity of the
free boundary problem approximation, fixingν = 0·01 andρ = 1/ν. We then explored
the several distinct regimes remaining governed by the relative sizes of the dimensionless
parametersσ0 andσ1.

Before describing the numerical results, we first briefly comment on some predictions
for these different regimes based on the results given above. First, when the quantity
σ1/σ0 is small, the electric field is largely decoupled from the temperature, and its steady-
state amplitude profile should approximate a simple exponential. This can be seen easily
from the solution (3.12), by first observing that whenσ1 → 0, thenω f → ω, so that
K (Xs; ω f , ω) → 0, which leads to|A| → e−bx. On the other hand, whenσ1/σ0 is
not small, the profile ofE will be strongly influenced by the temperature profile, but it
will still be approximatelyexponential if Xs is located where|E| is small, that is, ifγ is
order one or larger (this follows easily from consideration of the solution of the differential
equation (3.9) with a constant temperature profile). In either case, ifσ1 + σ0 is small,
then the WKB results of Garcı́a-Reimbertet al., which predict a piecewise solution with a
transition atx = Xs, should coincide well with the profile predicted by solution (3.12) or
(3.14). We find this to be true, and we omit the numerical demonstrations of this agreement
for these regimes here (we remark though that the solution (3.12) reproduces the Garcı́a-
Reimbertet al. WKB profile as well, in addition to equation (3.16) accurately predicting
the penetration depth). On the other hand, ifσ1 + σ0 is not small, then we expect either
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FIG. 2. Steady-state solution of the magnitude of the electric field in the regime of weak temperature dependence
and high absolute electric conductivity with values of parameters ofq = 2, γ = 1, σ0 = 2, σ1 = 0·2, ν = 0·01
andρ = 1/ν = 100. Circles correspond to the numerical results for system (1.1) and (1.2); the solid curve to the
solution given by equation (3.12); triangles to the asymptotic matching (3.14) and crosses represent the profile
given by (Garćıa-Reimbertet al., 1996, equation 3.20).

the simple exponential case as described above (ifσ1/σ0 is small), or a more nontrivial
solution as predicted by equation (3.12) with nonnegligible value ofK (Xs; ω f , ω). In
either of these regimes, we expect the profile ofE to differ markedly from the WKB results
of Garćıa-Reimbertet al.

The two numerical examples we now describe compare the electric field profiles as
given by the steady-state solutions (3.12) and (3.14) with the one found by Garcı́a-Reimbert
et al. (1996). In following two figures, circles indicate the profile of the numerical steady-
state profile ofE for the full system, solid curve represents the profile predicted solution
(3.12), crosses show the WKB results of Garcı́a-Reimbertet al. (1996), and triangles
represents the asymptotic solution given by formula (3.14).

Figure 2 shows the results obtained by choosingσ0 = 2, σ1 = 0·2, such thatσ1 + σ0
is not small butσ1/σ0 is, representing a regime with large absolute electric conductivity
and weak coupling to temperature. As expected, we find good agreement between the
numerical profile and solution (3.12) and also the asymptotic matching solution (3.14)
(the latter becauseσ1 is small), and significant disagreement with the WKB profile of
Garćıa-Reimbertet al.

Figure 3 shows the results obtained by choosingσ0 = 2, σ1 = 2, such that neither
σ1 + σ0 norσ1/σ0 is small, representing a regime with large absolute electric conductivity
and strong coupling to temperature. As expected, we find good agreement between the
numerical profile and solution (3.12), and significant disagreement between these and the
asymptotic matching solution (3.14) and also the WKB profile of Garcı́a-Reimbertet al.
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FIG. 3. Steady-state solution of the magnitude of the electric field for the regime with strong temperature
dependence and high absolute electric conductivity. Values of parameters and lines are same as in Fig. 2, except
σ1 = 2.

To conclude the comparison, we remark that other numerical experiments suggest that
the analytical results found above appear to work well in describing electric field profiles
for values ofν as great as 0·6 with ρ = 1/ν. On the other hand, even though thelocation
of the temperature front is still well predicted by equation (2.7), the prediction of its profile
largely disagrees forν � 1.

4. Transient solutions

In this section, we study the time evolution of the temperature and electric field fronts as
they relax to their respective steady states. We use a quasi steady-state approximation for
the electric field similar to the time harmonic steady-state solutions studied in the previous
section.

In Section 2 the relaxation of the temperature field to a steady-state profile in the
presence of afixedelectric field was studied. Recall that this process was shown to occur
in two stages. First, the temperature front forms on a fast time scale of order 1/ρ, at points
x in a subregion of the domain such that|E(x, t)| > 1/4γ , where the reaction term has
only a single root,T = 1.

Secondly, when the temperature front has advanced to a point such that this inequality
is not satisfied, then the reaction term becomes bistable, and the temperature front attempts
to relax more gradually to a steady-state with positionXs defined implicitly by|E(XT

s )| =
2/(9γ ) (that is, when the free boundary problem analysis is valid).

The free boundary analysis assumes that the electric field is either stationary or evolves
on a very slow time scale relative to the temperature front. Note that ifγ is large, then the
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width of interval I in x,

2

9γ
� |E(x)| � 1

4γ
, (4.17)

will be small. In order for the free boundary problem to correctly describe the temperature
front, the front’s positionxs must lie in this interval.

We observe that if the time scale of the temperature front evolution, which is of order
1/ρ, is faster than the one at which theelectric fieldfront propagates, then the temperature
front should closely follow the electric field front, that is, the temperature front will be
‘slaved’ to the electric field as it relaxes,except for a small lag on the order of the interval
I . Weconfirm later that this will be the case if 1/ρ � 1/(σ0 + σ1).

To analyse the propagation of the electric field for situations when this slaving is
fulfilled through the transient stage, we now make a quasi-steady-state ansatz for the
electric field.

This ansatz is based in part on numerical observations that the electric field apparently
relaxes to its steady-state profile by the gradual propagation of a fairly steep front into the
material, such that, as it propagates, the field appears to gradually fill out its steady-state
profile as it goes (or more precisely, a series of these profiles, each roughly consistent with
the instantaneous position of the temperature front). This is not to say that the whole field
profile resembles a steady-state profile at each instant; rather, that the electric field appears
to exhibit a steady-state-like profilebehindits steeply sloped and advancing front edge.

Assuming that such a front exists during the transient stage, and has a monotonically
decreasing amplitude at all times, we nowdefinethe position of the electric field front to
be the instantaneous and unique pointx = xE

s at which|E(xE
s )| = 2/9γ . Note that this

definition is identical to the implicit steady-state equation for the temperature front derived
from the FBP. Assuming that the temperature front, the position of which we represent here
by xT

s , is ‘slaved’ to the electric field profile at each instant, then this definition implies that
xT

s ≈ xE
s .

Wenext make the following ansatz for the electric field:

E(x, t) =
{

A(x; xE
s (t))eiqt, x � xE

s (t),

0, x > xE
s (t).

(4.18)

Here, the functionsA(x; δ) represent the one-parameter family of steady-state electric field
profiles that would be obtained by allowing the electric field to attain a steady-state profile
in the presence offixedtemperature fronts at locationsXT

s = δ, that is, the ansatz (4.18)
incorporates the temperature fieldsparametrically. By equation (3.9), the familyA(x; δ)

solve the equationAxx − ω(T)A = 0, with a fixed temperature front located atXT
s = δ.

As in the previous section, we assume that these temperature fronts can be effectively
modelled as

T =
{

1, x � δ,

0, x � δ.
(4.19)

The ansatz also imposes the approximation that the electric field vanishes forx > δ,
in accordance with the numerical observations that the electric field front is generally very
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steep. Note that this assumption automatically solves the Maxwell equation in this region
trivially. It then remains to enforce the Maxwell equation on the interval[0, xE

s ].
Inserting (4.18) into (2.6) leads to the equation

A′ ẋE2
s + A′(ẍE

s − 2iqẋE
s + σ(T)ẋE

s ) = (Axx − (λ2 − q2 − iqσ(T))A), (4.20)

where a prime means∂/∂δ (note that this is not aspatial derivative, but this appears
becausexE

s (t) is a time dependent parameter in the ansatz), and where an over-dot is a
time derivative. Dividing byA′ (assuming it is not zero, which is justified below) and
taking real and imaginary parts, we have

ẍE
s (t) + σ(T)ẋE

s + Re

(
A′′

A′

)
ẋE2

s = Re

[
Axx − (λ2 − q2 − iqσ(T))A

A′

]
,

−2qẋE
s + Im

(
A′′

A′

)
ẋE2

s = Im

[
Axx − (λ2 − q2 − iqσ(T))A

A′

]
.

The right-hand sides of these equations vanish identically, becauseA solves the equation in
the numerators, which is simply the equation for the steady-state profile (equation (3.9)).
The second equation is trivially solved byẋE

s = 0, which is a good approximation as
steady state is approached, and we henceforth neglect this equation.

With the vanishing of the right-hand side, the first equation reduces to

ẍE
s (t) + σ(T)ẋE

s + Re

(
A′′

A′

)
ẋE2

s = 0. (4.21)

Wewill demonstrate that equation (4.21) is quite useful for describing the relaxation of the
electric field. Because this equation describes the enforcement of the Maxwell equation in
the interval[0, xE

s ], whereT = 1 by (4.19), we will consistently approximate the value of
σ in equation (4.21) byσ(T = 1) = σ0 + σ1 ≡ Σ .

Note that the coefficientA′′/A′ of the nonlinear term dependsa priori onx. To properly
enforce the Maxwell equation, thisx dependence must drop out (it does, as we show
below).

To approximateA′′/A′, wewill take advantage of expressions (3.12) and (3.14), which
are the expressions for the steady-state consistent with (4.19). We will now use these
expressions, however, with the parameterXs made variable and set equal toδ = xE

s .
Weshall find that expressions (3.14) give a constant value forA′′/A′—in the limit of small
σ1—allowing equation (4.21) to be solved exactly. Equation (3.12) will lead to a nonlinear
ordinary differential equation forxE

s which works well in all regimes, but which must be
solved numerically.

In the limit of smallσ1, weuse expression (3.14) to approximate the coefficientA′′/A′
in the following way. Differentiating (3.14) with respect toXs, weobtain

∂ A

∂ Xs
= q

2ω
e−iω(x+2Xs), (4.22)

∂2A

∂ Xs
2

= −iqe−iω(x+2Xs), (4.23)
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and hence

Re

(
A′′

A′

)
� Re(−i2ω) = Re(−i2(a − ib)) = −2b. (4.24)

Thus, thex dependence has dropped out, as foreshadowed above. With this expression
for Re(A′′/A′), equation (4.21) becomes a second-order (nonlinear) ordinary differential
equation with constant coefficients. With the vanishing of the right-hand side, the first
equation reduces to

ẍE
s (t) + σ(T)ẋE

s − 2bẋE2
s = 0. (4.25)

This must be solved subject to the boundary conditions

xE
s (t = 0) = 0, lim

t→∞ xE
s (t) = XT

s , (4.26)

where XT
s is the asymptotic position of the temperature front as calculated from either

condition (3.11) or (3.16) (the former being used ifσ1 is not small). The (unique) solution
is given by

xE
s (t) = 1

B
log

[
1 − (1 − e−B XT

s )e−Σ t
]

+ XT
s , (4.27)

whereB = −2b. Equation (4.27) describes an increasing monotonic function with respect
to time with the asymptotic valuex = XT

s as t → ∞. As the examples below will
show, this function quite accurately describes the front propagation obtained by numerical
integration of the full system (1.1)–(1.2) whenσ1 is small.

To analyse the more general case, that is, whenσ1 is not small, we first point out that for
equation (3.12), we have Re(A′′/A′) = Re(K ′′/K ′), whereK = K (Xs; ω f , ω) is defined
by (3.13). Thus, thex dependence drops out in the more general case as well, although the
value is not a constant with respect toxE

s in this case, precluding a closed form solution of
equation (4.21).

Computing the following derivatives,∂K/∂ Xs and∂2K/∂ X2
s, weobtain

Re

(
A′′

A′

)
� Re

{
2iω

[
1 − 2(ω f − ω)

(ω f − ω)e−2iω f Xs + (ω f + ω)

]}
. (4.28)

It can be shown that this expression reduces to equation (4.24) in the limitσ1 → 0.
Equation (4.21) can be integrated numerically with this expression inserted to obtain a
prediction of the relaxation ofE. We remark that we have found it worthwhile to simply
substitute the asymptotic value of this expression forB in closed form solution (4.27). This
apparently works well due to the oscillatory behaviour in equation (4.28) which averages
out the effect of thexE

s dependence in this term.
As in the previous section, we now illustrate some of the analytical results obtained

above by presenting simulations with several sets of parameters corresponding to
qualitatively distinct regimes. As before, we takeq = 2, γ = 1, ν = 0·01 and
ρ = 1/ν = 100. The distinct behaviour in each regime is thus governed by the relative
sizes of the dimensionless parametersσ0 andσ1.
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FIG. 4. Comparison of the numerical and analytical results for the relaxation of the electric and temperature fields
to steady-state (σ0 = 0·5,σ1 = 0·1); weak-temperature dependence and small absolute electric conductivity. The
solid curve with high order oscillations corresponds to the time evolution of the electric field front (xE

s ); the
dashed curve to the temperature front (xT

s ) and the smooth solid curve represents the values given by equation
(4.27). The solid horizontal line represents the final steady-state position of the electric and temperature fronts.

Figures 4 and 5 illustrate the process of relaxation to the steady state of the field fronts,
respectively. The figures show the numerically obtained front propagation curves (solid
curves with high oscillations—electric field front, dashed curves—temperature front),
which are computed from numerical simulations of the complete system (1.1)–(1.2). The
front positions were obtained at each time step using the criteriaT(xT

s , t) = 1
2T(0, t) and

|E(xE
s (t))| = 2/9γ , which are consistent with the foregoing analysis (the former arises

from the inner expansion associated with the FBP analysis).
First, we note first that condition 1/ρ � 1/(σ0 + σ1) is well met for both examples.

On this basis we predict that the temperature front will be strongly slaved to the electric
field front and that, hopefully, solutions of equation (4.21) will accurately predict the
propagation of the fronts. We confirm that the slaving condition is met by observing in both
figures that the numerically obtained curves for the temperature front position (the dashed
curves) are seen to match closely with that of the numerically obtained electric field front
position (the high frequency oscillating curve) during the initial (and remarkably linear)
increase in the front positions. In both cases, the temperature front is seen to lag slightly
behind the electric field front, as expected. This lag is most visible in Fig. 4, which is also
expected to show the greatest lag because in this case the electric field is evolving fastest,
while the rate of the temperature front propagation is roughly the same in both examples.

We next compare these curves with the corresponding prediction given by equation
(4.27) for xE

s and xT
s . The latter are represented in the figures by the smooth solid

monotonously increasing curve (recall thatxE
s andxT

s are assumed to be equal (slaved)
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FIG. 5. Comparison of the numerical and analytical results for the relaxation of the electric and temperature fields
to steady state; weak temperature dependence and large absolute electric conductivity. The values of parameters
and curves are same as in Fig. 4, except the valuesσ0 = 2, σ1 = 0·2.

in the foregoing analysis). For the prediction plotted in Fig. 4, the value−2b was used for
B in equation (4.27), which is permissible sinceσ1 was small for this example. For the
prediction in Fig. 5, three different values for the coefficient Re(A′′/A′) were employed.
For the first two values, the values−2b and the asymptotic value of expression (4.28)
were used, and the curves were generated from equation (4.27) withB set equal to these
values. In other simulations not presented here, equation (4.21) was solved numerically
with Re(A′′/A′) given by equation (4.28).

We conclude that the analytical predictions for the electric field propagation appear to
work quite well. In particular, we note that while the agreement is not absolutely perfect,
the relaxation time scales and thermal front penetration depths in these examples are quite
different, and this difference is much greater than the disagreement between analysis and
simulation in each case, so that equation (4.21) appears to be doing a good overall job of
predicting the time scale of the relaxation.

We also note that as the electric field approaches the steady state, the position of the
electric field typically exhibits some oscillations. These oscillations are probably due to the
fact that the Maxwell equation is of second order in time, and hence is capable of exhibiting
‘inertial’ oscillations, like those of a harmonic oscillator. During this stage, the temperature
front is seen not to follow the electric field front very precisely. This discrepancy, which
does not represent a significant failure in our predictions, is to be expected during this
stage, because during this stage thefinal relaxation of the temperature front to steady state
is very slow, as was explained at the beginning of the last section.

For completeness, we also remark that equation (4.21) fails to accurately predict the
evolution of the fronts whenρ is small, that is, when condition 1/ρ � 1/(σ0 + σ1), is
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violated. Solutions from numerical solutions of the full system and those given by (4.21)
and (4.27), with values ofρ = 1, are found to be markedly different.

Where it is permissible to useB = −2b in equation (4.27), we remark that the
limit σ1 → 0 may be taken to obtain a prediction for the evolution of the electric field
front with no coupling to temperature at all. The second example actually effectively
demonstrates this, becauseσ1 was negligible compared toσ0 in this example. We therefore
have apparently obtained some information about the relaxation to steady state in the
Maxwell wave equation withconstantconductivity, that is, for the Maxwell wave equation
by itself, and thus the nonlinear ordinary differential equation (4·21) and its solution (4.27)
may be of some wider interest than the main topic of the present study (thermal fronts).

5. Conclusions

Wehave explored some of the mathematical questions regarding the propagation of thermal
fronts during electric volumetric heating in materials of low thermal diffusivity over a
wide range of values of electric conductivity and, in the process, demonstrated how the
FBP approximation (2.6)–(2.8) is useful for answering the questions posed in Section 1.2.
Explicit expressions were obtained for field profiles at steady state, the location of the
steady state, and for the relaxation dynamics of the fields, extending previous results by
Garćıa-Reimbertet al. (1996).

Some of the same authors (Mercado and Xin) have found a rigorous proof of the
existence of steady-state solutions of the free boundary problem by using the contraction
mapping theorem in the regime of smallσ1 (see Mercado, 1999). We suggest that an even
more extensive study might be possible to obtain a rigorous foundation for the asymptotic
study of the time evolution of the original system and the stability of the solutions obtained.
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