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Abstract

Light bullets are spatially localized ultra-short optical pulses in more than one space dimensions. They contain only a
few electromagnetic oscillations under their envelopes and propagate long distances without essentially changing shapes.
Light bullets of femtosecond durations have been observed in recent numerical simulation of the full Maxwell systems. The
sine–Gordon (SG) equation comes as an asymptotic reduction of the two level dissipationless Maxwell–Bloch system. We
derive a new and complete nonlinear Schrödinger (NLS) equation in two space dimensions for the SG pulse envelopes so
that it is globally well-posed and has all the relevant higher order terms to regularize the collapse of the standard critical
NLS (CNLS). We perform a modulation analysis and found that SG pulse envelopes undergo focusing–defocusing cycles.
Numerical results are in qualitative agreement with asymptotics and reveal the SG light bullets, similar to the Maxwell light
bullets. We achieve the understanding that the light bullets are manifestations of the persistence and robustness of the complete
NLS asymptotics. ©2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Ultra short optical pulses of femtosecond duration are of tremendous technological and fundamental interest, and
have been the subject of many recent studies in nonlinear optics [4,10,15,16,20,21], among others. Such short light
pulses have potential applications in time-domain spectroscopy of dielectrics, semiconductors and transient chemical
processes, probing high-intensity plasmas, imaging and medical infrared tomography [20], light propagation through
atmosphere, and near material interfaces [4].

Conventional nonlinear optics usually operate with almost harmonic EM (electromagnetic) oscillations modulated
by an envelope much longer than a single cycle of the oscillation so that there are on the order of 100–1000 oscillations
under the envelope. These pulses are hence referred to as long pulses. The time honored approach for long pulses
is the slowly varying envelope approximation and the derivation of the nonlinear Schrödinger (NLS) equation for
the envelope, see e.g [27].

In clear contrast, short pulses typically have only a few EM oscillation cycles under their envelopes. So there
is a lack of separation of scalesbetween the envelope and the underlying EM oscillations, which seems to make
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Fig. 1. Maxwell TE “light bullets” (courtesy of Paul Pax). Pulse parameters are: duration= 27 fs, width= 0.6mm. Domain dimensions are 9.25
by 46.25mm. Pulse group velocity is 0.2225c.

NLS much less applicable [15,20,21]. Kaplan and Shkolnikov [20,21] discussed the existence and propagation of
one space dimensional unipolar pulses (light bubbles) with no EM oscillations for the dissipationless two level
atom Maxwell–Bloch system, based on early work of Eilbeck et al. [9]. Goorjian and Silberberg [15] numerically
simulated the full Maxwell system with instantaneous Kerr (χ(3) or cubic) nonlinearity, and observed TE (transverse
electric) light bullets in two space dimensions that are short femtosecond pulses and propagate without essentially
changing shapes over a long distance. The light bullets have only a few EM oscillations under their envelopes. In
Fig. 1, we show a three-dimensional plot of the propagating Maxwell light bullets, see also [15].

Unlike light bubbles that are constant speed traveling waves in one dimension, the light bullets are dynamic
objects with distinct phase and group velocities. Even though direct numerical simulations on the full Maxwell
system are convincing [4,5], there is an obvious lack of analytical understanding of their origin. It is the goal of this
paper to provide a combined asymptotic and numerical approach to unravel the mystery behind.

Our approach starts with the much debated NLS approximation. In one space dimension, the cubic focusing
NLS for χ(3) medium is globally well-posed and its validity as an efficient approximation well-understood [22]. A
comparison of Maxwell solutions and those of an extended NLS [18] also shows that the cubic NLS approximation
works reasonably well on short stable one-dimensional pulses. Extending cubic NLS in this case is more of a technical
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improvement. In two space dimensions, making NLS approximation is much more delicate because the collapse of
the critical NLS (CNLS) occurs in finite time and the envelope approximation with cubic NLS breaks down, see
[11,12,30,32] among others. On the other hand, the Maxwell system itself typically behaves just fine at and beyond
the NLS collapse time, due to the intrinsic smoothing physical mechanism or material response. One example is the
two level dissipationless Maxwell–Bloch system, where smooth solutions persist forever [8]. It is however not clear
how to modify the NLS in general to be sure that all correct physics have been captured. Many ad hoc procedures
exist in the literature [1,5,6], etc. In spite of the difficulty, we shall examine a distinguished asymptotic limit of the
two level dissipationless TE version Maxwell–Bloch system, which reduces to the scalar two space dimensional
Sine–Gordon (SG) equation via a nonlinear change of variables. We carry out the envelope expansion, derive a new
and complete perturbed CNLS equation by removing all resonance terms (complete NLS approximation), thanks to
the explicit form of nonlinearity. The new envelope equation is second order in space–time, contains a nonparaxiality
term, a mixed derivative term, and a novel nonlinear term that is saturating for large amplitude. This equation is
globally well-posed and does not have finite time collapse. We perform a singular perturbation (modulation) analysis
as in [11,12], and found that pulse peaks go up and down recurrently in time due to the competition between focusing
and defocusing terms in the equation. The modulation analysis also shows the magnitude of solutions during the
focusing–defocusing cycles, and allows us to extract the order of the error of the envelope approximation from a
nonlinear Klein–Gordon equation.

Next we perform a direct numerical simulation of the two-dimensional SG, which is a much simpler task than
simulating the full Maxwell. Our initial condition is just the leading term of the envelope approximation yet with
the scale of separation much weakened so that there are only two or three oscillation cycles. The complete NLS
approximation and the resulting asymptotics turn out to be extremely robust. The asymptotic behavior of the
modulation analysispersists into the regime with weak or almost no separation of scales. We observe from our
simulation the SG light bullets that propagate without essentially changing shapes over a long time, and that they
look just like those Maxwell TE light bullets. Moreover, the pulse peaks oscillate in time with a slight dissipation
due to radiation, a spectacular agreement with the asymptotics! We understand that light bullets are simply the
manifestation of the persistence and robustness of the complete NLS approximation to a Maxwell type nonlinear
wave equation (NLW)!

The rest of the paper is organized as follows. In Section 2, we give the physical motivation and properties of the
two Maxwell systems used in direct simulations of the light bullets [3,4,5]. We derive the two-dimensional SG from
the TE version of the semiclassical Maxwell–Bloch system, and also remark on bubble solutions and extensions.
In Section 3, we derive the new and complete NLS approximation of SG, and the nonlinear Klein–Gordon error
equation. In Section 4, we study properties of the new saturating nonlinearity, and contrast it with the existing ones.
In Section 5, we carry out modulation analysis of the perturbed NLS and derive the reduced pulse dynamics. In
Section 6, we illustrate SG light bullets numerically, and compare with the Maxwell light bullets. In Section 7, we
summarize our findings and put forth a theory of light bullets.

In Appendix A, we prove the global well-posedness of the new NLS. It is an interesting and challenging task to
rigorously prove the validity of the modulation analysis and the convergence of the complete NLS approximation
to the SG beyond the collapse time of the standard CNLS.

2. Physical motivation and the SG limit

Light bullets have been recently observed in numerical simulations of both classical and semi-classical Maxwell
systems. Goorjian and Silberberg [15] considered the classical model with Kerr-likeχ(3) cubic instantaneous
nonlinearity:
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Dt t = − 1

µ0
∇ × (∇ × E), D = ε0[ε∞E + χ(3)(E · E)E + P], Pt t + ω2

0P = ω2
0(εs − ε∞)E, (2.1)

whereµ0 andε0 are vaccum permeability and permitivity respectively;εs andε∞ are low and high frequency
linear relative permittivities respectively;ω0 is the medium resonance frequency. System (2.1) is three-dimensional
in space, and is a coupled system of the electric fieldE and the polarizationP. The electric displacementD is
expressed a function ofE andP. The first simplification is the restriction to TE (transverse electric) solutions of
the form:E = (0, E(t, x, z),0), P = (0, P (t, x, z),0). For them, Eq. (2.1) reduces to a system of two scalar wave
equations in two space dimensions:

(E + E3)tt −1⊥E = −Ptt , Ptt + ω2
0P = ω2

0(εs − ε∞)E, (2.2)

where1⊥ = ∂2
xx + ∂2

zz is the transverse Laplacian operator.
Numerical solutions of Goorjian and Silberberg [15] illustrated the propagation of TE light bullets, i.e. spatially

localized pulses that (1) are self-supporting without essentially changing shapes under the effects of dispersion
and nonlinearity; (2) contain only a few oscillation cycles under their envelopes; (3) are short pulses of 100–600 fs
duration. This is in contrast to the usual NLS envelope solutions which typically contain 100–1000 oscillation cycles
and are therefore long pulses. In other words, there isno separation of scale presentin light bullets between the
envelope scale and the oscillation scale.

However, the instantaneous Kerr nonlinearity has an unpleasant drawback in that (2.1) or (2.2) is a quasilinear
hyperbolic system, and solutions in general develop shocks in finite time [26]. This is later seen either through a
direct numerical simulation [13], or analysis [31,34], and refined high order computation [19] of a limiting scalar
equation:

(E + E3)tt −1⊥E = −E. (2.3)

We derive (2.3) from (2.4) by taking the limitω0 ↓ 0, while keepingω2
0(εs − ε∞) = 1. Shocks form if the

initial data has enough spatial gradient [34], disappear and reappear recurrently in time due to the regularizing
−E term [19]. A hyperbolic system of similar nature arising in resonant nonlinear acoustics has been studied in
[23].

It is more physical to write down separate dynamic equations for the medium response instead of postulating an
instantaneous nonlinear function such as theD = D(E,P) relation in (2.1). Indeed, this is the case in a well-known
semiclassical model describing light propagation through a medium treated as a quantum system with two energy
levels, see [29].

ε∞Et t + c2∇ × ∇ × E = −Pt t , Pt t + ω2
0P = ω2

0(εs − ε∞)N−1
0 NE, Nt = −4E · Pt , (2.4)

whereE andP are the electric field and the medium polarization, respectively, and the scalarN is the difference
between the number of electrons in the excited state and the ground state per unit volume.N0 is the equilibrium
value ofN . If damping terms are added, (2.4) is also called a system of Maxwell–Bloch equations [8]. With or
without damping, (2.4) is a semilinear hyperbolic system and is free from shocks. In fact, it even has persistence of
smooth solutions for all time, see [8] for a proof. The reduced TE system can be written as:

ε∞Ett − c21x,yE = −Ptt , Ptt + ω2
0P = ω2

0(εs − ε∞)N−1
0 NE, Nt = −4EPt . (2.5)

The other interesting feature is that in one space dimension, (2.5) admits a family of closed-form solitary wave
solutions:
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E =
(

N0(εsv
2 − c2)

(εs − ε∞)(c2 − ε∞v2)

)1/2

sech


ω0

v

√
εsv2 − c2

c2 − ε∞v2
(x − vt)


 , P = c2 − ε∞v2

v2
E,

N =N0 − 2
c2 − ε∞v2

v2
E2, (2.6)

where the wave velocityv ∈ (c/√εs, c/√ε∞). The full model is however not integrable. These solitary solutions
have no internal structures and are called nonoscillating EM pulses or light bubbles [20]. Numerics suggest that
they are rather stable and interact like solitons [20], yet unstable to two-dimensional perturbations [14].

It is tempting to inquire whether there are any localized two-dimensional light bubbles of the form(E, P,N) =
(E, P,N)(x − vt, y). The system in the moving frame reduces to a single equation forE, provided(E, P ) decays
to zero alongx direction. LetG = G(ξ, y) solve the PDE:

(c2 − ε∞v2)Gξξ +Gyy + (c2v−2 − εs)G+ 2N−1
0 (εs − ε∞)(c2v−2 − ε∞)G3 + v−2

∫ ξ

−∞

∫ ξ

−∞
Gyy

+ 4N−1
0 v−2(εs − ε∞)

∫ ξ

−∞
G

∫ ξ

−∞
Gyy = 0, (2.7)

thenE(t, x, y) = G(ω0(x − vt), ω0y/c). The other variables(P,N) are easily expressed in terms ofE. Let us
suppose thatv ∈ (c/√εs, c/√ε∞) as in the one-dimensional case. Then looking at the linear part of (2.7) in Fourier
space, we see that it is elliptic for small scaleξ but changes type to hyperbolic for large scaleξ . It is not clear
whether (2.7) has any nontrivial localized two-dimensional solutions.

In order to gain insight into the problem, we consider the low frequency limit,ω0 → 0, andω2
0(εs−ε∞)/N0 = 1/4,

which is achieved by takingε∞ = N0 = 1, εs = O(ω−2
0 ). ScalingN → 4N , we have asω0 → 0 the limiting

system:

(∂tt − c2∆)E = −(Pt )t , (2.8)

(Pt )t = NE, (2.9)

Nt = −E Pt . (2.10)

This is a regular limit, and convergence of solutions is straightforward. In particular, we see that the exact solitary
waves (2.6) converge. Now, let us make the change of variables:

E = Φt, Pt = sinΦ, N = cosΦ, (2.11)

whereΦ plays the role of a potential function. Eqs. (2.9) and (2.10) are automatically satisfied. Eq. (2.8) becomes
the scalar equation:

(∂tt − c21)Φt = −(sinΦ)t . (2.12)

In particular, if we chooseΦ to be a solution to the two-dimensional SG:

(∂tt − c21)Φ + sinΦ = 0, (2.13)

then representation (2.11) solves the limiting two level atom Maxwell system!
We learn immediately from (2.13) and the Derrick’s theorem [7,25] that there are no nontrivial localized bubble

solutions of the formΦ(x − vt, y) ! The variational structure in the SG equation allowed a critical point argument
[7] from the energy. It remains to find out whether nonexistence holds for the system (2.5), as Derrick originally
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proposed (to look at systems of wave equations). In the one-dimensional case, the exact solitary solutions are directly
related via (2.11) to the SG kinks asω0 → 0. Hence, we can trace the stable solitary nature of the bubble solutions
back to the integrable one-dimensional SG.

The direct numerical simulation by Glasgow and Moloney [14] suggested that light bubbles do not exist in two
dimensions and observed instead light bullets with internal oscillations. The (semiclassical) light bullets are similar
to those classical ones in [15] and they also appear to be quite dynamic [14].

In the coming sections, we shall see that the SG equation has very similar looking light bullets of its own. Yet
SG, being the simplest nonlinear wave equation in two dimensions, allows us to derive a new andcompleteNLS
approximation and understand the origin of light bullets!

3. Derivation of a perturbed CNLS from SG

Let us consider the two-dimensional sine–Gordon equation:

utt − c21x,yu+ sinu = 0, (3.1)

and look for a modulated planar pulse solution of the form:

u = εA(ε(x − νt), εy, ε2t)ei(kx−ω(k)t) + c.c.+ ε3u2, ω =
√

1 + c2k2, (3.2)

whereω = ω(k) = √
1 + c2k2, ν = ω′(k) the group velocity, and c.c. refers to the complex conjugate of the

previous term. SettingX = ε(x − νt), Y = εy, T = ε2t , calculating derivatives and expressing the sine function
in series, we obtain the resulting equations at different orders as:

O(ε) : −ω2(k)+ c2k2 + 1 = 0,

O(ε2) : 2iων + (2ik)(−c2) = 0 or ν = c2k

ω
= ω′(k),

which are dispersion relation and the group velocity formula we adopted. At O(ε3) and beyond (settingR ≡ ε3u2),
we have:

0=Rtt − c21x,yR + R +
[
ε3(−2iω)AT + ε3ν2AXX − 2ε4νAXT + ε5ATT − c2ε3AYY

−c2ε3AXX

]
ei(kx−ωt) + c.c.+

∞∑
j=1

(−1)j [(2j + 1)!]−1
(
εAei(kx−ωt) + c.c.

)2j+1

+
∞∑
j=1

(−1)j [(2j + 1)!]−1
{[
εAei(kx−ωt) + c.c.+ R

]2j+1 −
[
εAei(kx−ωt) + c.c.

]2j+1
}
. (3.3)

Let us write (3.3) as:

0=Rtt − c21xyR + R + ei(kx−ωt)
[
ε3(−2iω)AT + ε3(ν2 − c2)AXX − ε3c2AYY − 2ε4νAXT + ε5ATT

+
∞∑
j=1

(−1)j [(2j + 1)!]−1 · ε2j+1 · |A|2j · A ·
(

2j + 1
j + 1

)+ c.c.+ F ′
1

(
εA,ei(kx−ωt)

)

+R ·
∞∑
j=1

(−1)j [(2j)!]−1
(
εAei(kx−ωt) + c.c.

)2j + F2

(
εA · ei(kx−ωt), R

)
, (3.4)
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whereF ′
1 contains cubic and higher powers ofεA, multiplied by eij (kx−ωt), j 6= ±1, which are all nonresonant;

F2 contains quadratic and higher powers ofR multiplied by powers ofεAei(kx−ωt).
Now we remove all the resonant terms in (3.4) by setting the bracket to zero:

(−2iω)AT + ε2ATT = (c2 − ν2)AXX + c2AYY + 2ενAXT + ε−3
∞∑
j=1

(−1)j+1 ε
2j+1|A|2jA
(2j + 1)!

(
2j + 1
j + 1

)
,

(3.5)

where

c2 − ν2 = c2 − c4k2

1 + c2k2
= c2

1 + c2k2
= c2

ω2
.

So (3.5) simplifies to:

(−2iω)AT + ε2ATT = c2

ω2
AXX + c2AYY + 2ενAXT + ε−3

∞∑
j=1

(−1)j+1[(j + 1)!j !]−1 · ε2j+1|A|2jA.

(3.6)

We shall see that Eq. (3.6) is a perturbed critical NLS (CNLS), with both a saturating nonlinearity (the series)
term and nonparaxial terms (theATT andAXT terms). In the standard derivation of envelope equations, only the
leading order cubic term of the saturating nonlinearity is kept, the remaining nonlinear terms and the nonparaxial
terms are completely ignored. As a result, one has a focusing two-dimensional NLS with cubic nonlinearity and
critical collapse occurs even though the original SG has no collapse. We shall analyze (3.6) asε ↓ 0 with the
modulation theory [11]. Under a condition onω(k), we shall show that the critical collapse is arrested, and pulse
peak oscillates in time as the focusing and defocusing mechanisms in the equation balance each other. During this
time,ε|A| ∼ O(β1/2) at most, whereβ is the small excessive power above critical, independent ofε.

The remaining error equation is

Rtt − c21x,yR +

1 −

∞∑
j=1

(−1)j [(2j)!]−1
(
εAei(kx−ωt) + c.c.

)2j


R

= −F ′
1(εA,e

i(kx−ωt))− F2(εA · ei(kx−ωt), R), (3.7)

whereF ′ is nonresonant andF2 is quadratic inR. For ε|A| ∼ O(β1/2) � 1, over t ∈ [0, T0/ε
2], and small

initial value ofR, we see that (3.7) is a basically the nonlinear Klein–Gordon equation with quadratic nonlinearity
and nonresonant forcing. Recent results [28] showed that quadratic nonlinearities are irrelevant for small data
in two-dimensional Klein–Gordon equation in the sense that solutions eventually converge to those of the linear
Klein–Gordon. Hence, to leading order, the main contribution comes from the nonresonant forcingF ′ ∼ O(β3/2),
and so

R(t, x, y) ∼ O(β3/2), (3.8)

which is truly less than the leading order termεAei(kx−ωt) ∼ O(β1/2). Certainly, the above argument is based on the
presumption thatε|A| ∼ O(β1/2) � 1, overt ∈ [0, T0/ε

2] which will be substantiated by the modulation analysis
for solutions with initial power slightly above critical. It is very interesting to give a rigorous mathematical proof
of error estimates in the future.

So for initial data with power just above critical (but independent ofε) the envelope approximation (3.2) is valid
uniformly in ε. We notice that sinceA ∼ O(ε−1β1/2), any resonant term in the first series on the right hand side of
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(3.4) will induce a growth of order O(t) ∼ O(T0/ε
2), which is why we have removed all the resonant terms in Eq.

(3.4). This is the major difference from the conventional envelope approximation where higher order (above order
four) resonant terms do not matter to the dynamics on the timescalet ∼ O(ε−2).

4. The saturating nonlinearity

Let us first study some properties of the nonlinearity in Eq. (3.6). Define the function:

f0(x) ≡ x

∞∑
n=1

(−1)n(|x|2)n
n!(n+ 1)!

, (4.1)

and the nonlinearity of (3.6), denoted byN(ε,A), is written as:

N(ε,A) = −ε−3f0(ε A). (4.2)

Clearly for|x| � 1, f0(x) ∼ −1
2|x|2x + O(|x|5), so

N(ε,A) = 1
2|A|2A+ O(ε2|A|5). (4.3)

We now study the large|x| behavior off0(x), for which it is convenient to analyze the function:

f (y) =
∑
n≥1

yn

n!(n+ 1)!
, as y → ∞. (4.4)

Notice that

f (y)=
∑
n≥1

yn

n!n!
−
∑
n≥1

yn

(n− 1)!(n+ 1)!
=

∫ y

0

∑
n≥1

yn−1

(n− 1)!n!
dy


− y

2!
−
∑
n≥1

yn+1

n!(n+ 2)!

=
∫ y

0


1 +

∑
n≥1

yn

n!(n+ 1)!


− y

2
− 1

y

∫ y

0

∑
n≥1

yn+1

n!(n+ 1)!

=
∫ y

0
(1 + f (y′))dy′ − y

2
− y−1

∫ y

0
y′f (y′)dy′.

and so

f ′ = 1 + f (y)− 1

2
− f (y)+ y−2

∫ y

0
y′f (y′)dy′ = 1

2
+ y−2

∫ y

0
y′f (y′)dy′. (4.5)

It follows that:

y2f ′ = y2

2
+
∫ y

0
y′f (y′)dy′,

(y2f ′)′ = y + yf (y),

ory2f ′′ + 2yf ′ − yf = y, or : yf ′′ + 2f ′ − f = 1. (4.6)

Clearly, a special solution of (4.6) isf = −1 sof = −1 + f̃ (−y), wheref̃ = f̃ (ξ), ξ = −y, satisfies

−ξ f̃ ′′ − 2f̃ ′ − f̃ = 0 or f̃ ′′ + 2ξ−1f̃ ′ + ξ−1f̃ = 0, (4.7)
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where we are interested in the behavior asξ → +∞. Making the change of variablẽf = ea(ξ)g, we find

g′′ + (2a′ + 2ξ−1)g′ + (a′′ + 2ξ−1a′ + ξ−1 + a2′
)g = 0. (4.8)

Lettinga′ = −ξ−1, then

a′′ + 2a′

ξ
+ a

′2 + 1

ξ
= 1

ξ2
− 2

ξ2
+ 1

ξ2
+ 1

ξ
= 1

ξ
,

thus

g′′ + g1g ≡ g′′ + 1

ξ
g = 0. (4.9)

The largeξ behavior ofg is [17]:

g ∼ g
−1/4
1 (ξ)exp


±i

∫ ξ

g
1/2
1 (ξ ′)

(
1 − g

′2
1

16g3
1

)1/2

dξ ′

 , (4.10)

whereg1(ξ) > 0 is smooth and obeys∫ ∞
∣∣∣∣∣
(
g′

1

g
3/2
1

)′ ∣∣∣∣∣ < ∞, γ = lim
ξ→∞

g′
1

4g3/2
1

, γ 2 6= 1. (4.11)

With g1(ξ) = 1/ξ in our particular case (4.9), it is easy to check that Eq. (4.11) is valid forg1(ξ) = 1/ξ andγ = 0.
Hence (asξ → +∞):

g(ξ)∼ ξ1/4 exp

{
±i
∫ ξ 1

ξ
′1/2

(
1 − 1

16ξ ′

)1/2

dξ ′
}

∼ ξ1/4 exp

{
±i

(
2ξ1/2 + const. + 1

16
ξ−1/2 + h.o.t.

)}
, (4.12)

which implies that

f̃ (ξ)∼ 1

ξ
· ξ1/4 exp

{
±i

(
2ξ1/2 + const. + 1

16
ξ−1/2 + h.o.t.

)}

∼ ξ−3/4 exp

{
±i

(
2ξ1/2 + const. + 1

16
ξ−1/2 + h.o.t.

)}
, ξ → +∞. (4.13)

Finally,

f = f (y) ∼ −1 + (−y)−3/4 exp

{
±i

(
2(−y)1/2 + const. + 1

16
(−y)−1/2 + h.o.t.

)}
, asy → −∞.

(4.14)

So by (4.1)–(4.4)

f0(ε A)∼ ε A · f (−ε2|A|2)
∼ ε A ·

{
−1 + (ε|A|)−3/2 exp

[
±i

(
2ε|A| + const. + 1

16
(ε|A|)−1 + h.o.t.

)]}
, if ε|A| � 1,

(4.15)

so the nonlinearityN(ε,A) is asymptotic to linear (saturating)∼ ε−2A asε|A| � 1.
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Fig. 2. Comparison of the new saturated nonlinear prefactor (ε = 1, dot-dashed curve) with the exponential ((1 − e−x)/2, dotted curve) and
fractional (x/(1 + x), solid curve) saturating nonlinear prefactors (x = amplitude square).

The nonlinearityN(ε,A) is similar to the familiar saturating nonlinearities in

iψt +1ψ + (2ε)−1(1 − e−2ε|ψ |2)ψ = 0, (4.16)

and

iψt +1ψ + |ψ |2
1 + ε|ψ |2ψ = 0, (4.17)

in that they are all asymptotic to linear∼ ε−1ψ asε|ψ | � 1; all asymptotic to the focusing cubic∼ |ψ |2ψ for
ε|ψ | � 1. However,N(ε,A) is different in that its prefactorf0 as a function of|A|2 goes through a few oscillation
cycles for the intermediateε|A| values before approaching one, while the saturating prefactors in (4.16) and (4.17)
are monotone increasing in|ψ |2. In Fig. 2, we compare the nonlinear prefactors for the new nonlinearity, the
exponential and the fractional nonlinearities.

5. Modulation analysis of a perturbed CNLS

We consider initial data slightly above the critical power of the unperturbed CNLS, and carry out a modulational
analysis as in [11]. Let us scale (3.6) into a standard perturbed CNLS withX = (c/ω)X̃, Y = cỸ , T = 2ωT̃ ,
ω = √

1 + k2 c2

−iA
T̃

+ ε2

4ω2
A
T̃ T̃

= A
X̃X̃

+ A
Ỹ Ỹ

+ εν

c
A
X̃T̃

+ ε−3
∞∑
j=1

(−1)j+1[(j + 1)!j !]−1ε2j+1|A|2jA, (5.1)
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with initial dataA|t=0 = A0(X̃, Ỹ ) ∈ H 1(R2) such that∣∣∣∣ 1

2π

∫
|A0|2 dX̃ dỸ −Nc

∣∣∣∣ = O(β0) � 1, (5.2)

with β0 measuring the amount of excessive power above critical power

Nc =
∫ ∞

0
R2(%)% d% ' 1.86,

R(%) being the well-known profile of CNLS ground state [11]:

R(0) = 0, R(%) ∼ AR%
−1/2e−%, % � 1, AR ' 3.52.

Omitting the tildes, we put (5.1) into the form:

0 = iAT + AXX + AYY + |A|2A+ ε−3
∞∑
j=2

(−1)j+1|A|2jA · ε2j+1

(j + 1)!j !
− ε2

4ω2
ATT + εν

c
AXT

︸ ︷︷ ︸
F

, (5.3)

whereF is treated as a perturbation.
The modulation theory of [11] is based on the following two assumptions:

• the focusing part of the solution is close to the asymptotic profile

ψs(T ,X, Y, ·) ∼ 1

L(T , ·)V (ζ, ξ, η, ·)exp

[
iζ(T , ·)+ i

LT

L

r2

4

]
, (5.4)

whereξ = X/L, η = Y/L, V = R + O(β, ε), r2 = X2 + Y 2,

ζT = 1

L2
, β = −L3LT T , (5.5)

and “·” referring to dependence onε;
• |F | � |1A| and|A|2A.

The first term inF is a saturating nonlinearity as discussed in the previous section, the second term inF with
double time derivative turns out to promote focusing, and the third term is neutral, up to the leading order asymptotics
we shall perform.

The reduced modulation system is

βT + ν(β)

L2
= (f1)T

2M
− 2f2

M
, LT T = − β

L3
,

where

ν(β) ∼ 2A2
R

M
e−π/√β, M = 1

4

∫ ∞

0
R(r)r3 dr ' 0.55, (5.6)

f1(T , ·) = 2L(T , ·)Re

[
1

2π

∫
F(ψR)e

−iS [R(%)+ %R%(%)] dX dY

]
, (5.7)

f2(T , ·) = Im

[
1

2π

∫
ψ∗
RF(ψR)dX dY

]
, (5.8)
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and

ψR = 1

L
R(%)eiS, S = ζ(T , ·)+ LT

L
· r

2

4
, ζT = 1

L2
, % = r

L
. (5.9)

During self-focusing,L, on the order of the pulse width, is a small quantity; so isν. During the adiabatic stage,
β changes much less thanL. Note that iff2 6= 0, f2 is much larger thanf1, also thatF is additive in terms of all
perturbation terms. We calculate their contributions below with (5.9) and integration by parts.

Let us begin with the perturbation

ε−3
∞∑
j=2

(−1)j+1ε2j+1|A|2jA
(j + 1)!j !

fromN(ε,A)

f2 = 0 (conservative type), (5.10)

f1 = 2LRe


ε−3

2π

∫
e−iS

∞∑
j=2

(−1)j+1ε2j+1|ψR|2jψR
(j + 1)!j !

(R(%)+ %R%)dX dY




= 2LRe


ε−3

2π

∞∑
j=2

(−1)j+1ε2j+1

(j + 1)!j !

∫
|ψR|2j+1(R(%)+ %R%)dX dY




= 2
∞∑
j=2

(−1)j+1

(j + 1)!j !

( ε
L

)2j−2
∫ ∞

0

(
R2j+2% − 1

j + 1
%R2j+2

)
d%

= −
( ε
L

)2 · 2

3! · 3

∫ ∞

0
R6% d% + O

(( ε
L

)4
)

= −α0Nc

9

( ε
L

)2 + O

(( ε
L

)4
)
,

where we have used
∫∞

0 R
6% d% = α0Nc, with constantα0 ∈ (5,6). So if ε � L, or ε|A| � 1, then to leading

order

RHS1 = (f1)T

2M
= −ε

2α0Nc

18M

(
1

L2

)
T

. (5.12)

Next for the nonparaxiality term−(ε2/4ω2)AT T :

f2 = Im

[
1

2π

∫
ψ∗
R(ψR)T T dX dY

]
·
(

− ε2

4ω2

)
= − ε2

4ω2
Im

[
1

2π

∫
ψ∗
R · R(%)

(
1

L
eiS
)
T T

dX dY

]

= − ε2

4ω2

∫ ∞

0
R2(%)

(
ST T − 2ST LT

L

)
% d%

= − ε2

4ω2

∫ ∞

0
R2(%)

[(
1

L2

)
T

+
(
LT T L− L2

T

L2

)
T

r2

4
− 2

L

(
1

L2
+
(
LT

L

)
T

r2

4

)
LT

]
% d%

= − ε2

4ω2

∫ ∞

0
R2(%)

[
2

(
1

L2

)
T

+ %2 · L
3
T

L
+ L2%2

4

(−4LT LT T
L2

+
(
LT T

L

)
T

)]
% d%. (5.13)

The last term in the bracket of the last line of (5.13) containsLT T , LT T T , which are higher order terms since they
are proportional toβ1/2 � 1. The second term in the same bracket is O(L3

T /L) � O((1/L2)T ), either a posteri or
as suggested by CNLS focusing law [24]:
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L(T ) ∼
√

2
√
β(Tc − T ), (5.14)

whereβ is a slow variable compared withT . It follows that to leading order:

f2(T , ·) ∼ −ε2Nc

2ω2

(
1

L2

)
T

, (5.15)

implying that

RHS2 ∼ −2ε2

M

(
− Nc

2ω2

)(
1

L2

)
T

= ε2Nc

Mω2

(
1

L2

)
T

. (5.16)

Lastly, for the mixed derivative termεν/cAXT :

f2 = Im
1

2π

∫
ψ∗
R

[
R(%)eiS/L

]
XT

dX dY = −Im
1

2π

∫
(ψ∗

R)X

[
R(%)eiS/L

]
T

dX dY

= − 1

2π

∫ (
LT R

2LT %

2L
cosθ + ST RR

′

L
cosθ

)
% d% dθ = 0; (5.17)

and withG(%) = R + % R%:

f1

2L
= Re

1

2π

∫ [
R(%)eiS/L

]
XT

e−iS [R + %R%
]

dX dY

= −Re
1

2π

∫ [
R(%)eiS/L

]
T

[
e−iS(R + % R%)

]
X

dX dY

= − 1

2π

∫ (
−LT
L
RG′ cosθ + LST RLTG% cosθ

2

)
% d% dθ = 0. (5.18)

Hence the mixed derivative term makes no contribution to the modulation system.
It follows from the above calculations that the modulation system to leading order is

βT = ε2Nc

M

[
−α0

18
+ 1

ω2

](
1

L2

)
T

≡ ε2

2M

(
−C1

L2

)
T

, C1 = (2Nc)

(
1

ω2
− α0

18

)
, (5.19)

which upon integration gives

−L3LT T = β0 + ε2

2M

(
−C1/L

2
)
, β0 = β(0, ·)+ ε2C1

2ML2(0)
. (5.20)

(5.20) is put into the following form upon integrating inT once

(yT )
2 = −4H0

M
(yM − y)(y − ym)/y, y = L2, (5.21)

where

H0 ∼ H(0)+ ε2C1

4L4(0)
, (5.22)

yM =

√
β2

0+ε2C1H0

M2 + β0

−2H0
M

= Mβ0

−H0

(
1 + O

(
ε2H0

β2
0

))
, (5.23)
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ym = ε2C1

2M

1√
β2

0 + ε2C1H0
M2 + β0

= ε2C1

4Mβ0

[
1 + O

(
ε2H0

β2
0

)]
. (5.24)

We conclude from (5.21)–(5.24) that:
I. If C1 > 0 orω2 < 18/α0 (α0 ∈ (5,6)), the perturbation arrests blow up,L remains positive for allT finite.

(1) If β0 > 0,H0 < 0, then 0< ym < yM , L goes through oscillation between
√
ym and

√
yM , with period:

2
√
MyM/(−H0)

∫ π/2

0

[
1 −

(
1 − ym

yM

)
sin2θ

]1/2

dθ. (5.25)

(2) If β0 > 0 andH0 > 0, then whenLT (0) < 0, self-focusing is arrested whenL = √
ym, andL is

monotonically defocusing to∞ afterward; whenLT (0) > 0,L is monotonically increasing to∞.
II. If C1 < 0 (ω2 > 18/α0), β0 > 0, and eitherH0 > 0 andLT (0) < 0, orH0 < 0, there exists a finite timeT ∗

such thatL(T ∗) = 0. Solutions collapse according to (5.21).
However, beforeL goes to zero, whenL � ε, higher order terms in Eq. (5.11) must be taken into account, and

this saturates the growth of solution, as suggested by the nature of nonlinearityN(ε,A), see also Appendix A for the
global in time estimates precluding finite time collapse. This stage of evolution is outside the range of modulation
theory.

Remark 5.1. When collapse is arrested,L ≥ √
ym = O

(
ε/

√
β
)
, and soε|A| ∼ ε(1/L) ∼ O(β1/2) ≤ O(β1/2

0 ) �
1, validating the approximation hypotheses made earlier. Following the discussion at the end of Section3, we have
that the error of envelope approximation isO(β3/2

0 ) � 1.
The regime in I(1) withω2 < 18/α0 is the most interesting and will be compared with numerical solutions of SG.

Remark 5.2. The nonparaxiality term withATT promotes focusing and competes with the saturating nonlinearity.
This is different from the role of smoothing it plays in the case of the Helmhotz equation[11]. For a review of the
effects of nonparaxial terms on NLS-type systems such as on well-posedness and wave collapse, see[2].

6. Numerical simulation of SG bullets

In this section, we simulate the SG equation:

utt −1x,yu+ sinu = 0, (6.1)

on a square domain [−16,16]2. We discretize SG by an explicit second order finite difference scheme [33] with
zero Neumann boundary condition at the edges of [−16,16]2. The initial data is chosen as:

u(x, y,0) = A0e−0.04(x2+y2) sinkx, (6.2)

ut (x, y,0) = −ωA0e−0.04(x2+y2) coskx, (6.3)

whereω = √
1 + k2, and is properly truncated as input to the numerical scheme. Such initial data is motivated by

the NLS asymptotics, and contains only a few cycles under the envelope, like the light bullets. As an initial step,
we calculateu1

j by Taylor expanding solution using (6.1)–(6.3), as in [33].
For all the runs we present here, dx = 0.1, dt = 0.1∗dx, andA0 ∈ (0.75,0.85). We refined the mesh by halving

dx, and observed no substantial improvement in the numerical solutions. If the value ofA0 is smaller than 0.75, the
pulses quickly radiate and spread out. This corresponds to the lower threshold regime of the CNLS.
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Fig. 3. SG light bullet att = 2, with k = 1,A0 = 0.8, sh= 0.0 (no phase shift).

Fig. 4. SG light bullet att = 6, with k = 1,A0 = 0.8, sh= 0.0.
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Fig. 5. SG light bullet att = 12, withk = 1,A0 = 0.8, sh= 0.0.

In Figs. 3–5,A0 = 0.8, k = 1, we plot the solutions at three time slicest = 2 (early time),t = 6 (intermediate
time), andt = 12 (long time). We see that the pulse has three major peaks and maintains its shape as it travels to
the right. The three peaks are dynamic, the left one is lower than the other two att = 2, yet becomes highest at
t = 6. At t = 12, the pulse almost reaches the numerical boundary with essentially the same shape. There is slight
radiation near the pulse, especially at the wake. In Fig. 6,k = 2, we have a similar pulse with six peaks att = 6.
These SG pulses are qualitatively the same as the Maxwell light bullets, compare with Fig. 1. We also triple the size
of domains ([−48,48]2, and 9602 grid points) with the same resolution in order to follow the pulses longer. In Figs.
7 and 8, we plot the pulse cross section along the propagation direction fort = 0.5 andt = 18. Comparing them,
we see that they are almost exactly the same except that there is a little radiation in the wake of thet = 18 pulse.

In Fig. 9, we plot the entire history of the largest pulse peak (the maximum norm of the pulse). The peak goes up
over the time [0,2.5] due to the focusing mechanism in the equation, then goes down overt ∈ [2.5,3.5], goes up
again neart = 3.5, then down overt ∈ [4,5], then goes up once more ( a larger rise), then down and up repeatedly in
time. This is just like what the modulation analysis has predicted. There is a slight depletion of pulse energy as seen
from the small negative slope of the peak envelop which is approximately equal to−0.01. Considering that we are
so far away from the asymptotic regime of the modulation analysis on the perturbed CNLS, the agreement between
the numerics and the asymptotics on the pulse oscillation and focusing–defocusing phenomenon is remarkable! The
SG light bullets are very robust. We perturb the initial data above with a phase shift equal to sh∗ (x2 + y2). In Fig.
10, we plot the maximum pulse history with sh= −0.05. The pulse has more momentum to bounce up than before,
and the slow radiation decay is not apparent even att = 18. It is interesting to find the optimal initial conditions so
as to increase the life-span of the SG bullets and delay the radiation.

Finally, Figs. 11 and 12, are top views of thet = 6 SG bullets (of Figs. 4 and 6).
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Fig. 6. SG light bullet att = 6, with k = 2,A0 = 0.8, sh= 0.0.

Fig. 7. SG light bullet cross-section along the propagation direction att = 0.5, on [−48,48]2 square domain,k = 1,A0 = 0.8, sh= 0.0.
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Fig. 8. SG light bullet cross section along the propagation direction att = 18, parameters same as in Fig. 7.

Fig. 9. SG light bullet peak history, parameters same as in Fig. 7.
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Fig. 10. SG light bullet peak history, phase shift constant sh= −0.05, other parameters same as in Fig. 7.

Fig. 11. Top view of SG light bullet in Fig. 4.
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Fig. 12. Top view of SG light bullet in Fig. 6.

7. A theory of light bullets

In view of both the asymptotic and numerical results on the SG bullets, we reached the following understanding
of their origin.
• Light bullets are manifestations of the robustness ofthe complete NLS approximationto Maxwell type nonlinear

wave equation (NLW) in more than one space dimensions. They are dynamic objects with internal oscillation
cycles, not single hump structures like EM bubbles. The complete NLS approximation refers to a modified NLS
such that all resonances incurred in the slowly varying envelope approximation are removed.

• The asymptotic behavior as a consequence of the focusing and defocusing competition in the complete NLS with
strong scale separation persists in NLW even when scale separation is significantly weakened or lost.

• Light bullets only exist over a long enough time period but not forever. Radiation of energy in two and higher
dimensions eventually leads to their decay. However, their ability to maintain essentially the same shapes and
long distance propagation with little diffraction makes them attractive for practical purposes [4].
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Appendix A. Global well-posedness of the perturbed CNLS

Let us write the perturbed CNLS (5.3) as:

ε2

4ω2
ATT − εν

c
AXT −1X,YA− iAT = fε(|A|2)A, (A.1)

where|fε(|A|2)| ≤ Cε−2, uniformly inA for anε independent constantC. The linear part of (A.1) is hyperbolic
and we state its properties in Lemma A.1

Lemma A.1. Let (A0, A1) ∈ H 2(R2)×H 1(R2), then the initial value problem:

ε2

4ω2
ATT − εν

c
AXT −1X,YA− iAT = 0, (A.2)

A|T=0 = A0, AT |T=0 = A1, (A.3)

is well-posed inC([0,∞),H 2(R2)) and satisfies the bound(C independent ofε):

‖A‖H2(T ) ≤ C(‖A0‖H2 + ε ‖A1‖H1), ∀ T ≥ 0. (A.4)

Proof. It is easy to check that the second order terms in (A.2) form a hyperbolic operator with characteristic speeds
−1,µ±, where

2µ± = −
(

1 − ε2

4ω2

)
±
√(

1 − ε2

4ω2

)2

+ ε2ν2

c2
,

and can be converted intoATT − 1X,YA via an orthogonal linear transform. Taking Fourier transform of (A.2)
shows

ε2

4ω2
ÂT T + i

(
1 − ενξ1

c

)
ÂT + |ξ |2Â = 0, (A.5)

giving upon using the initial data:

Â(ξ, T )= 1

4
ω−2ε2iÂ0

(λ2 exp{λ1T } − λ1 exp{λ2T })√
(1 − ενξ1c−1)2 + ε2|ξ |2ω−2

+ 1

4
ω−2ε2iÂ1

exp{λ2T } − exp{λ1T }√
(1 − ενξ1c−1)2 + ε2|ξ |2ω−2

,

(A.6)

whereλ1,2 are pure imaginary:

λ1,2 = 2ω2iε−2
[
−(1 − ενξ1c

−1)±
√
(1 − ενξ1c−1)2 + ε2|ξ |2ω−2

]
.
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Let r0 ∈ (0,1), r0νc−1 ≤ 1/4, then ifε|ξ | ≥ r0:√
(1 − ενξ1c−1)2 + ε2|ξ |2ω−2 ≥ ε|ξ |ω−1 ≥ r0ω

−1. (A.7)

If ε|ξ | ≤ r0:√
(1 − ενξ1c−1)2 + ε2|ξ |2ω−2 ≥ 1 − r0νc

−1.

Hence the uniform lower bound min(r0ω−1,1 − r0νc
−1) follows. If |εξ | � 1, λ1,2 ∼ C(ω, ν, c)ε−2|εξ |, so:

|λ1,2|/
√
(1 + ενξ1c−1)2 + ε2|ξ |2c−2 ≤ C(ω, ν, c)ε−2, (A.8)

while if |εξ | is bounded by a constant,λ1,2 ∼ C(ω, ν, c)ε−2, (A.8) again follows with the lower bound on the
denominator. The estimate (A.4) follows from (A.6)–(A.8).

It is standard to apply the contraction mapping theorem to establish a local solution. �

Lemma A.2. For initial data (A0, A1) ∈ H 2(R2) × H 1(R2), there is a timeT ∗ = T ∗(ε) such that the initial
value problem for(A.1) has a unique solutionA ∈ C([0, T ∗);H 2(R2)), AT ∈ C([0, T ∗);H 1(R2)), andATT ∈
C([0, T ∗);L2(R2)).

To extend the above local solution to a global one, we make use of the energy conservation and the saturating
nonlinearity. The energy identity is

ET ≡ d

dT

∫
ε2

4ω2
|AT |2 + |∇A|2 − Fε(|A|2) = 0, (A.9)

whereFε(u) = ∫ u
0fε(s)ds. We verify (A.9):

ET = 2 Re
∫

ε2

4ω2
ATT A

∗
T + AXT A

∗
X + AYT A

∗
Y − fε(|A|2)A∗

T A

= 2 Re
∫
(iAT +1A+ fε(|A|2)A+ ενc−1AXT )A

∗
T + AXT A

∗
X + AYT A

∗
Y − fε(|A|2)A∗

T A

= ενc−1 Re
∫
(|AT |2)X = 0. (A.10)

The mass balance identity is

d

dT

(∫
|A|2 − ε2

2ω2
Im

∫
ATA

∗
)

= 2ενc−1 Im
∫
AXA

∗
T . (A.11)

We note that the mixed derivative termAXT does not change the energy identity yet does affect the conservation
of mass. WithoutAXT , (A.1) reduces to the model studied by Bergé and Colin [3], where uniform bounds on total
mass independent ofε are derived. WithAXT the global well-posedness remains true, however the bounds below
depend onε.

Theorem A.1. For initial data (A0, A1) ∈ H 2(R2) × H 1(R2), the initial value problem of(A.1) has a unique
global solutionA ∈ C([0,∞);H 2(R2)), AT ∈ C([0,∞);H 1(R2)), andATT ∈ C([0,∞);L2(R2)).
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Proof. Multiply (A.1) by A∗, integrate and take real part to get:

0= Re

(
i
∫
A∗AT +

∫
A∗1A+

∫
|A|2fε(|A|2)− ε2

4ω2

∫
A∗ATT + εν

c

∫
A∗AXT

)

= −Im
∫
A∗AT − 1

2

∫
|∇A|2 +

∫
|A|2fε(|A|2)− ενc−1Re

∫
A∗
XAT − ε2

4ω2
Re
∫
(A∗AT )T − |A∗

T |2

= −Im
∫
A∗AT − 1

2

∫
|∇A|2 +

∫
|A|2fε(|A|2)− εν

c
Re
∫
A∗
XAT + ε2

4ω2

∫
|A∗
T |2 − ε2

8ω2

d2

dT 2

∫
|A|2.

It follows with Cauchy–Schwartz inequality and energy identity that

ε2

8ω2

d2

dT 2

∫
|A|2 ≤ −1

2

∫
|∇A|2 + ε2

4ω2

∫
|A∗
T |2 + Cε−2

∫
|A|2 + ε2

2

∫
|AT |2

+ 1

2ε2

∫
|A∗|2 + 1

4

∫
|AX|2 + ε2ν2

c2

∫
|AT |2

≤ −1

4

∫
|∇A|2 +

(
1

4ω2
+ ν2

c2
+ 1

2

)
(4ω2)

(
E0 +

∫
Fε(|A|2)−

∫
|∇A|2

)
+
(
C + 1

2

)
ε−2

∫
|A|2

= −
(

5

4
+
(
ν2

c2
+ 1

2

)
(4ω2)

)∫
|∇A|2 +

(
1 +

(
ν2

c2
+ 1

2

)
(4ω2)

)
E0 +

(
C + 1

2

)
ε−2

∫
|A|2.

(A.12)

Integrating (A.12) once in time (M(T ) ≡ ∫ |A|2):

ε2

8ω2
MT ≤ ε2

8ω2
MT (0)+ C1T + C2ε

−2
∫ T

0
M(s)ds. (A.13)

Multiplying M on both sides of (A.13) and integrating once more, we find

ε2

16ω2
M2(T )≤ ε2

16ω2
M2(0)+ C3(T

2 + 1)+ C2
ε−2

2

(∫ T

0
M(s)ds

)2

≤
(
(1 + T )C4 + C2

ε−1

2

∫ T

0
M(s)ds

)2

,

implying

ε

4ω
M(t) ≤ C4(1 + T )+ C2ε

−1

2

∫ T

0
M(s)ds. (A.14)

and by Gronwall inequality:

M(T ) ≤ 4ω ε−1C4(1 + T )e2ωC2ε
−2T . (A.15)

Energy identity then implies that‖(∇A,AT )‖L2 are similarly bounded. It is standard to obtain bounds on higher
derivatives. These bounds allow the global continuation of local solutions. The proof is complete. �
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