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Abstract. We study the stability and oscillation of traveling fronts in a three-component,
advection-reaction biodegradation model. The three components are pollutant, nutrient, and bac-
teria concentrations. Under an explicit condition on the biomass growth and decay coefficients,
we derive reduced, two-component, semilinear hyperbolic models through a relaxation procedure,
during which biomass is slaved to pollutant and nutrient concentration variables. The reduced two-
component models resemble the Broadwell model of the discrete velocity gas. The traveling fronts
of the reduced system are explicit and are expressed in terms of hyperbolic tangent function in the
nutrient-deficient regime. We perform energy estimates to prove the asymptotic stability of these
fronts under explicit conditions on the coefficients in the system. In the small damping limit, we
carry out Wentzel–Kramers–Brillouin (WKB) analysis on front perturbations and show that fronts
are always stable in the two-component models. We extend the WKB analysis to derive amplitude
equations for front perturbations in the original three-component model. Because of the bacteria
kinetics, we find two asymptotic regimes where perturbation amplitudes grow or oscillate in time.
We perform numerical simulations to illustrate the predictions of the WKB theory.
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1. Introduction. Bioremediation is a promising biological method for restoring
groundwater and soil contaminated with organic pollutants because of the advantages
of low cost and in situ flexibility. A remedial procedure typically involves the injection
of a limiting nutrient (O2, or electron acceptor) into aquifers with pollutants serving as
the substrate (electron donor), in order to generate a biologically active zone (BAZ),
where significant amounts of the indigenous bacteria grow to consume the pollutants.

Bioremediation was first systematically studied in theory and field applications
in [1], [2], then modeled numerically in [14], [13], [6], [8] among others. See [17] for
the discussions of bioremediation from the technological and practical viewpoints. The
above works showed that bioremediation is a complicated physical-chemical-biological
process involving groundwater flow (advection/diffusion), microbial growth (nonlinear
reaction), and heterogeneity (spatial variability). To extract key features of dynamics,
coherent structures are particularly helpful. More recently, the role of traveling fronts
in understanding the pollutant removal rates have been observed and analyzed in [19],
[16]. See also [7], [23] for studies of traveling fronts in spatially random porous media;
[20], [22] for variable speed spherical fronts in two and three space dimensions.

One of the basic mathematical models characterizing the essentials of a biodegra-
dation process was proposed and studied in Odencrantz, Valocchi, and Rittmann [18],
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and in Oya and Valocchi [19]:

RfSt = DSxx − vSx − MAS

(KA +A)(KS + S)
,(1.1)

At = DAxx − vAx − γ MAS

(KA +A)(KS + S)
,(1.2)

Mt = −b(M −Mb) + Y
MAS

(KA +A)(KS + S)
,(1.3)

where
S: the pollutant (substrate) concentration;
A: the nutrient concentration;
M : the bacteria population or biomass;
Rf > 1: the substrate retardation factor;
D ≥ 0: hydrodynamic diffusion constant;
v > 0: pore water velocity;
KA and KS > 0: half-saturation constants of nutrient A and substrate S;
b and Y > 0: decay and yield constants of biomass M ;
Mb > 0: natural biomass population;
γ > 0: stoichiometric constant for nutrient consumption by substrate.

The product form of nonlinearity in (1.1)–(1.3) is the commonly used Monod
kinetic. In [19] there is a constant qm, the maximum substrate utilization rate, multi-
plying the Monod nonlinear terms. This constant is normalized to one in (1.1)–(1.3).

We analyze the situation in which the nutrient is injected from the left end of a
uniform tube where initial biomass and pollutants reside. The entering nutrient ad-
vects at a higher velocity v than that of the pollutant, R−1

f v. Hence, mixing occurs
between these two over a certain spatial domain and causes the bacteria to grow.
The growth of bacteria consumes both the nutrient and pollutants, and eventually
the three components move together to the right. Mathematically, it is convenient
to formulate the problem on the whole line, and the above process can then be de-
scribed by the motion of traveling fronts. We are thus led to consider the initial value
problem for (1.1)–(1.3) with bounded, nonnegative, measurable initial data. More-
over, (S,A,M)(0, x) → (S+, 0,Mb) as x → +∞, and (S,A,M)(0, x) → (0, A−,Mb)
as x→ −∞, where S+, A− are positive constants, representing the input of nutrient
concentration A− from the left into a medium with pollutant concentration S+ and
biomass Mb.

Murray and Xin [16] proved that if Rf > 1 and D ≥ 0, system (1.1)–(1.3) always
admits a constant-speed, traveling-wave solution (S(x−c0t), A(x−c0t),M(x−c0t), c0)
satisfying the boundary conditions

S(−∞) = 0, S(+∞) = S+, A(−∞) = A−, A(+∞) = 0, M(±∞) = Mb.(1.4)

Defining ξ = x− c0t, the traveling wave satisfies

0 < S(ξ) < S+, S′(ξ) > 0, 0 < A(ξ) < A−, A′(ξ) < 0 ∀ξ,(1.5)

c0 =
v(A− + γS+)

A− + γRfS+
,(1.6)

Mb < M ≤Mb + Y
(Rf − 1)A−S+

A− + γS+
∀ξ ∈ R1.(1.7)
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We see that S is strictly monotone increasing and A is strictly monotone decreasing in
ξ. Moreover, the estimates (1.5)–(1.6) are independent of D. It is shown in [16] that
the viscous (D > 0) traveling waves converge to a limiting inviscid smooth traveling
wave as D → 0, satisfying the same bounds (1.5)–(1.7). As we discuss in detail in
a later section, these inviscid traveling waves can be obtained much more easily by
a phase plane analysis and they are unique up to a constant translation in ξ. The
positive D does not change the traveling front speeds (1.6). A small positive D only
slightly enlarges the width of fronts and has little effect on the dynamics because the
system is predominantly advection-reaction. The same observation goes for the small
amount of numerical diffusion in our simulations. Hence in the rest of this paper, we
shall consider only the D = 0 limit of the system (1.1)–(1.3).

The existence of constant speed fronts does not mean, however, that they are
dynamically attracting. In general, front solutions can move at constant speeds or
time-dependent speeds (oscillatory), depending on the parameter regimes (see [19]).
It is this interesting dynamical issue that we address in this paper. The inviscid regime
D = 0 is the convenient one for carrying out the analysis, in terms of either simple
forms of traveling fronts or the front stability and oscillation.

We develop two key elements of the approach. The first is the observation that
the A and S equations can be expressed as a conservative form in the new variables
u = γRfS−A, w = γS−A. One sees at once that there is a conserved quantity of the
system, namely, the integral

∫
u =

∫
γRfS − A. As a direct consequence, the speed

of the traveling front is explicitly given by a Rankine–Hugoniot relation (see (1.6)
of this paper) [11]. The second element is to derive simplified two-component and
scalar models in the relaxation (large space and time) limit of the original system in
conservative form. The two-component models have more explicit front solutions and
help us gain understanding. In the nutrient-deficient (ND) regime (KA and KS are
much larger than S+, A−) of the two-equation model, we make use of the conserved
quantity

∫
u to write the two equations of (A,S) into a single damped-driven wave

equation with two distinct characteristic speeds, as long as the initial perturbation has
zero spatial integral. It is this further reduction and the resulting wave equation that
allows us to perform energy estimates and Wentzel–Kramers–Brillouin (WKB) anal-
ysis on front perturbations. The WKB analysis then extends to the original system to
reveal front oscillations that are due to biomass kinetics. The analytical findings so
obtained agree qualitatively with our direct finite-difference numerical simulations.

Even the reduced two-component system has rich dynamical properties. In the
ND regime or when KA and KS are not small, we observe traveling-front stability.
In the extreme ND regime (KA and KS tend to zero), we recover the two-equation
model studied in [19], where explicit oscillatory fronts are constructed. It is unknown
whether these oscillatory fronts persist or eventually damped for any positive KA and
KS , which requires a more refined analysis to address.

The rest of the paper is organized as follows. In section 2 we derive two-component
models in the relaxation limit. There are two interesting regimes, the ND regime,
where fronts are stable, and the nutrient-sufficient regime, where fronts are oscilla-
tory. In section 3 we discuss explicit constant-speed traveling fronts in the ND regime
of the two-component model, as well as those in closed form in the more general two-
component model (where KA and KS stay away from zero). We also illustrate the
traveling front of the original three-component model (with D = 0) as a saddle-node
connection on the phase plane. In section 4 we carry out the asymptotic stability anal-
ysis on the traveling fronts in the ND, two-component model. In section 5 we perform
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WKB analysis in the small damping limit (or MbR
−1
f (Rf − 1)−1(KAKS)−1 	 1). In

the two-component model, we derive amplitude equations for small front perturba-
tions and find that front damping always exists. There is more damping to the faster
(slower) moving perturbation to the right (left) of the front than to the left (right).
In the ND regime of the original three-component model, we identify the source of
front instability by deriving amplitude equations which show that perturbations can
grow and oscillate in time in two regimes of parameters. One regime is oscillatory
and occurs when both the retardation factor Rf is large and KA = KS = R−α

f is

small, where α ∈ [ 12 , 1). The other regime shows front growth for transient time and
occurs when Y, KA = KS are large and Rf is close to one. In section 6 we show
numerical results of second- and higher-order finite difference methods on the two-
and three-component models. The analytical predictions in sections 4 and 5 agree
qualitatively with the numerics. Comparison of the two-equation models with the full
three-equation model show that the two-equation models approximate well in terms
of the front speed and profiles if the relaxation condition (2.17) holds. Section 7 is
the appendix for energy estimates, and section 8 contains a summary of results in the
paper.

2. Derivation of two-component models.

2.1. Conservative form of the system. Hereafter, we consider the inviscid
(D = 0) three-component biodegradation system:

RfSt + vSx = − MAS

(KA +A)(KS + S)
,(2.1)

At + vAx = −γ MAS

(KA +A)(KS + S)
,(2.2)

Mt = −b(M −Mb) + Y
MAS

(KA +A)(KS + S)
.(2.3)

The change of variables,

u = γRfS −A, w = γS −A,(2.4)

or

A = A(u,w) = (Rf−1)−1(u−Rfw), S = S(u,w) = γ−1(Rf−1)−1(u−w),(2.5)

transforms (2.1)–(2.3) into the conservative form

ut + vwx = 0,(2.6)

wt + v((1 +R−1
f )w −R−1

f u)x = ε̃(u− w)(u−Rfw)M/G,(2.7)

Mt = −b(M −Mb) + Y
MAS

(KA +A)(KS + S)
,(2.8)

where

ε̃ = R−1
f (Rf − 1)−1(KAKS)−1,

A = A(u,w), S = S(u,w), and G = G(A(u,w), S(u,w)), with

G(A,S) = (1 +K−1
A A)(1 +K−1

S S) > 0.(2.9)
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The integral
∫
u is conserved as (2.6) shows. System (2.6)–(2.8) is reminiscent of the

Broadwell model

ρt +mx = 0,(2.10)

mt + zx = 0,(2.11)

zt + v2mx = {(v2ρ− z)2 − 4(z2 − v2m2)}/8v2.(2.12)

For discrete velocity gas motion, where v > 0 is given, see [3]. A well-known property
[4], [24] of (2.10)–(2.12) is that in the large space and time limit, the solutions converge
to those of the reduced system (2.10)–(2.11) with the variable z given by (ρ,m) setting
the right side of (2.12) to zero. The limit is also known as the fluid dynamic limit or
relaxation [5], [9], similar to the derivation of Euler or Navier–Stokes equations from
the Boltzmann equation in kinetic theory.

2.2. Relaxation and two-component models. Let us examine (2.6)–(2.8)
under the hyperbolic scaling x → x

ε , t → t
ε , ε → 0+, suitable for studying the

behavior of frontlike solutions. The scaled system reads

ut + vwx = 0,(2.13)

wt + v((1 +R−1
f )w −R−1

f u)x = ε−1ε̃(u− w)(u−Rfw)M/G,(2.14)

Mt = ε−1

(
−b(M −Mb) + Y

MAS

(KA +A)(KS + S)

)
.(2.15)

The right side of (2.15) relaxes to its equilibrium state, or

−b(M −Mb) + Y
MAS

(KA +A)(KS + S)
= 0,(2.16)

to the leading order, provided the partial derivative of the left side to M is negative
(stability requirement for relaxation [5]). This is the case if

Y A−S+

(KA +A−)(KS + S+)
< b.(2.17)

Solving (2.16) gives

M = bMb

(
b− Y AS

(KA +A)(KS + S)

)−1

.(2.18)

Similarly, the right side of (2.14) also relaxes to its equilibrium state, or

(u− w)(u−Rfw) = 0,(2.19)

which has two solutions, either w = u or w = R−1
f u. By relaxation stability, the

partial derivative

[(u− w)(u−Rfw)M/G]w

should be negative at w = u or at w = R−1
f u. This means that

[(u− w)(u−Rfw)]w = 2Rfw − (1 +Rf )u
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must be negative at either equilibrium. At w = u, this derivative is equal to (Rf−1)u;
at w = R−1

f u, it is equal to (1 − Rf )u. Therefore, w = u (w = R−1
f u) only if u < 0

(u > 0), which implies that

w = f(u) ≡ u(1 −H(u)) +R−1
f uH(u),(2.20)

where the Heaviside function H(u) = 1, if u > 0; otherwise, H(u) = 0. The final
relaxed equation is

ut + (f(u))x = 0,(2.21)

with two other components given by (2.20) and (2.18). The rigorous justification of
this limiting process is discussed in [15], where strong convergence of solutions as
ε → 0 in space and time L1 corresponds to the stable front regime. Equation (2.21)
is a scalar conservation law with piecewise linear and convex flux function.

We now propose a two-component model taking into account the M relaxation
(2.18) but keeping the (u,w) or (A,S) equations the same. Though simpler than the
original system, this model preserves more structures than a scalar equation in that
traveling waves are still smooth functions and not shock waves. Moreover, the two-
component model and the original system share the same relaxation limit. A special
two-component model is studied in [19] for oscillatory fronts.

We proceed with the derivation by updating the reaction term in (2.1)–(2.2) with
(2.18):

R =
MbAS

KAKS +KAS +KSA+ (1 − b−1Y )AS
.(2.22)

The reduced system becomes

RfSt = −vSx − ε−1R,(2.23)

At = −vAx − ε−1γR.(2.24)

We undo the scaling in (2.23)–(2.24) to recover the two-equation system:

RfSt = −vSx −R,(2.25)

At = −vAx − γR,(2.26)

with R given by (2.22). We call (2.25)–(2.26) the general two-component model.
A solution of the two-component model is expected to be only close to that of

the original system when time is large. For early and intermediate times, they are in
general different unless the decay and yield coefficients (b, Y ) are large while satisfying
(2.17).

2.3. Nutrient-deficient model. There are two distinguished limits in the gen-
eral two-component model. The first limit occurs when (KA,KS)  O((A−, S+)),
the ND regime; the second limit occurs when (KA,KS) 	 O((A−, S+)), the nutrient-
sufficient regime.

In the first limit, we can further simplify (2.23)–(2.24):

RfSt + vSx = − Mb

KAKS
AS,(2.27)

At + vAx = − γMb

KAKS
AS,(2.28)
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which will be called the ND model.
In the second limit, R tends to Mns ≡ Mb(1 − b−1Y )−1 times the Heaviside

function H(AS)(H = 1 if AS > 0, H = 0 if AS = 0). The system becomes

RfSt = −vSx −MnsH(AS),(2.29)

At = −vAx − γMnsH(AS),(2.30)

which has been integrated explicitly in [19] to find oscillatory traveling-front solutions
of the form (S,A) = (S,A)(x − ct, t), periodic in t. The period of front temporal
oscillation T is

T =
A−
γMns

(
S+γRf
A−

+ 1

)
,(2.31)

implying that T = O(Rf ) for large Rf .
Using both rigorous and formal analysis, we show that in the ND model the

constant-speed traveling fronts (available in closed form) are dynamically stable. The
formal asymptotic analysis also extends to the original three-component model to
provide information on front oscillations.

3. Inviscid traveling fronts.

3.1. Explicit fronts in two-component models. Explicit traveling-front so-
lutions of the form (u0, w0)(ξ), ξ = x − ct, exist in the ND, two-component model
(that is, (2.6)–(2.7) with M = Mb and G = 1):

ut + vwx = 0,(3.1)

wt + v((1 +R−1
f )w −R−1

f u)x = ε̃(u− w)(u−Rfw)Mb.(3.2)

The formulas are

c0 = v
γS+ +A−
γRfS+ +A−

,(3.3)

u0 =
v

c0
w0 +

(
−1 +

v

c0

)
A−,(3.4)

w0 =
γS+ −A−

2
+
γS+ +A−

2
tanh

(
1

2v
Rf (γRfS+ +A−)γ̃ξ

)
,(3.5)

where γ̃ = Mbε̃. Such solutions are unique up to a constant translation in ξ. In the
original variables (S,A) we have, in view of (2.5) and (3.3), the explicit expression of
traveling fronts of system (2.27)–(2.28):

A(ξ) =
A−
2

(
1 − tanh

(
Mb

KAKS

A− + γRfS+

2(Rf − 1)
ξ

))
(3.6)

and

S(ξ) =
S+

2

(
1 + tanh

(
Mb

KAKS

A− + γRfS+

2(Rf − 1)
ξ

))
,(3.7)

where c0 is given in (3.3). To derive the formulas (3.3)–(3.5), we substitute the form
of traveling fronts in (2.6)–(2.7) to get

−c0u′0 + vw′
0 = 0,(3.8)
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−c0w′
0 + v(−R−1

f u
′
0 + (1 +R−1

f )w′
0) = γ̃(u0 − w0)(u0 −Rfw0).(3.9)

Integrating (3.8) in ξ and applying the boundary conditions at infinity yield (3.3) and
(3.4). Plugging (3.4) into (3.9), we get

−c0w′
0 + v(1 +R−1

f )w′
0 −

v

Rf
c−1
0 vw′

0

= γ̃

((
v0
c0

− 1

)
w0 +

(
v − c0
c0

)
A−

)((
v0
c0

−Rf
)
w0 +

(
v − c0
c0

)
A−

)
or (

−c0 + v(1 +R−1
f ) − v2

Rf
c−1
0

)
w′

0

= γ̃

(
v0
c0

− 1

)(
v0
c0

−Rf
)

(w0 +A−)

(
w0 +

v − c0
v −Rfc0A−

)
.

Using (3.3), the above equality becomes

w′
0 = − γ̃Rf (γRfS+ +A−)

v(γS+ +A−)
(w0 +A−)(w0 − γS+).(3.10)

Recall that the ordinary differential equation (ODE) (α > 0, a1 < a2),

w′ = −α(w − a1)(w − a2),

under the boundary conditions w(−∞) = a1, w(+∞) = a2, has a unique solution:

w =
1

2
(a1 − a2) tanh

(
α

2
(a1 − a2)ξ

)
+
a1 + a2

2
,

up to a constant translation in ξ. The formula (3.5) follows. We see from (3.4) and
(3.5) that the wave profiles are strictly increasing in ξ:

u′0 > 0, w′
0 > 0 ∀ ξ.(3.11)

In view of (2.4), (2.5), and (3.4), we have from (3.11)

A′
0 < 0, S′

0 > 0 ∀ ξ.(3.12)

The general two-component model system (2.25)–(2.26), (2.22) also has the trav-
eling fronts in closed form. In fact, it is easy to verify that (3.3)–(3.4) remains the
same and that (3.10) is replaced by

w′
0 = − γ̃Rf (γRfS+ +A−)

v(γS+ +A−)
(w0 − γS+)(w0 +A−)/G(w0),(3.13)

where G(w0) = F (A(w0), S(w0)), where A = A(w0) and S(w0) are A and S expressed
as functions of w0 using (2.5) and (3.4), and where F = F (A,S) is

F (A,S) = 1 + S/KS +A/KA + (1 − b−1Y )AS/(KAKS).(3.14)

Equation (3.13) can be integrated, and w0 expressed in terms of the inverse of logarith-
mic functions. Details are carried out in Xin and Zhang [23], where random porosity
effects on front structures are analyzed for the two-component models.
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4

0
-0.4 0.4w

m

Fig. 1. Phase portrait of the system (3.20) on the (w,m) plane. The upper half of the phase
plane m ≥ 2 is meaningful for this model and the unique connection from the unstable node (−0.1, 2)
to the saddle point (0.1, 2) represents the traveling front.

3.2. Phase portrait reduction of the three-component model. The traveling-
wave equations for the original three-component model read

(−Rfc0 + v)S0,ξ = − MA0S0

KAKSG(A0, S0)
,(3.15)

(−c0 + v)A0,ξ = −γ M

KAKSG(A0, S0)
,(3.16)

c0M0,ξ = − YMA0S0

KAKSG(A0, S0)
+ b(M0 −Mb),(3.17)

where G(A,S) is given by (2.9). As for the two-component model, we use the conser-
vation form to reduce the first two equations to

w′
0 = − ε̃Rf (γRfS+ +A−)

v(γS+ +A−)
(w0 − γS+)(w0 +A−)M/G(w0),(3.18)
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and we rewrite (3.17) in terms of w0 (by (2.5) and (3.4)) as

c0M
′
0 = b(M0 −Mb) +

Y S+A−
KAKS(A− + γS+)2

(w0 − γS+)(w0 +A−)M0/G(w0).(3.19)

Now (3.18)–(3.19) is a two-by-two ODE system amenable to phase portrait analy-
sis. There are two equilibria, (−A−,Mb) and (γS+,Mb). Forward in ξ, the first one
(−A−,Mb) is an unstable node and the second one is a saddle. Hence, there is a
unique path going from the node (source) to the saddle (sink) on the (w0,M0) phase
plane.

See the phase plane portrait Figure 1 on the system

w′ = −200(w − 0.1)(w + 0.1)m,

m′ = 0.2(m− 2) + 200(w − 0.1)(w + 0.1)m,(3.20)

where the horizontal axis is on w ∈ [−0.4, 0.4] and the vertical axis is on m ∈ [0, 4].
Only the part of the figure where m ≥ 2 is meaningful for us. The orbit connecting
the unstable node (−0.1, 2) to the saddle (0.1, 2) is the traveling-front solution.

4. Stability of traveling fronts. We analyze the stability of the explicit fronts
in the two-component ND model. As in the Broadwell model, the analysis is done by
using the energy method [10] based on the monotonicity property (3.11)–(3.12) and
the conservative form of the (2.6). Our stability result is as follows.

Theorem 4.1. Consider (3.1)–(3.2) with the initial data (u0 + U0, w0 + W0),
where (u0, w0) is a traveling front. Suppose that the initial perturbation (U0,W0) ∈
(H1(R1))2 and that

∫ x
−∞ U0(x)dx ∈ L2(R1). It follows that

∫
R1 U0 = 0. Writing

(u,w)(ξ, t) = (u0(ξ)+U(ξ, t), w0(ξ)+W (ξ, t)), ξ = x−ct. Then there exists a positive
number δ depending only on (u0, w0) and the coefficients of the system such that if
||(U0,W0)||H1 ≤ δ and that if

(Rf − 1)2 ≤ 7

256

(min{γRfS+, A−})2

γRfA−S+
· min

{
S+A−γ

Rf (γS+ −R−1
f A−)2

, Rf − 1

}
,(4.1)

we have unique global in time solution (U,W ) ∈ L∞([0,∞); (H1)2). Moreover,

lim
t→∞ ||(U,W )||H1 = lim

t→∞ ||(U,W )||L∞ = 0.

Remark 4.1. Notice that (4.1) is independent of γ̃ and is invariant under the
scaling change (S+, A−) → λ(S+, A−) for all λ > 0. Hence, it is equally valid for
large boundary data. For any fixed (S+, A−, γ), (4.1) requires that Rf be not too much
larger than one. Also for any fixed (S+, A−, Rf ), (4.1) implies that γ be away from
zero and infinity.

To show stability, let us go to the moving-frame coordinate ξ = x− c0t t = t, and
write (2.6)–(2.7) as

ut − c0uξ + vwξ = 0,(4.2)

wt − c0wξ + v((1 +R−1
f )w −R−1

f u)ξ = γ̃(u− w)(u−Rfw).(4.3)

Write (u,w) as (u,w) = (u0(ξ) + U(ξ, t), w0(ξ) +W (ξ, t)) and put (4.2)–(4.3) into

Ut − c0Uξ + vWξ = 0,(4.4)

Wt + (v(1 +R−1
f ) − c0)Wξ − vR−1

f Uξ = γ̃[(u0 −Rfw0)(U −W )

+ (u0 − w0)(U −RfW ) + (U −RfW )(U −W )].(4.5)
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By our assumption, (U(ξ, 0),W (ξ, 0)) ∈ (H1)2 and
∫ ξ
∞ U(ξ′, 0)dξ′ ∈ L2; it follows

from the conservation law (4.4) that

∫ ∞

−∞
U(ξ, t)dξ ≡ 0 ∀ t ≥ 0.

Let Φ(ξ, t) =
∫ ξ
−∞ U(ξ′, t)dξ′, so Φξ = U(ξ, t), and (4.4) reads

Φξ,t − c0Φξξ + vWξ = 0,

which gives upon integrating in ξ

Φt − c0Φξ + vW = 0.(4.6)

Substituting (4.6) into (4.5) yields

(−v−1)(∂t − c0∂ξ)Φt + (−v−1)(v(1 +R−1
f ) − c0)((∂t − c0∂ξ)Φξ) − vR−1

f Φξ,ξ

= γ̃(u0 −Rfw0)(Φξ + v−1(∂t − c0∂ξ)Φ)

+ γ̃(u0 − w0)(Φξ +Rfv
−1(∂t − c0∂ξ)Φ)

+ Γ(Φξ,Φt − c0Φξ),(4.7)

where Γ is quadratic. Let us write (4.7) as

(∂t − c0∂ξ)2Φ + v(1 +R−1
f )(∂t − c0∂ξ)Φξ + v2R−1

f Φξ,ξ

+ vγ̃Q(ξ)Φξ + γ̃P (ξ)Φt = −vΓ(Φξ,Φt − c0Φξ),(4.8)

where

Q(ξ) = (u0 −Rfw0)(1 − c0v−1) + (u0 − w0)(1 − c0v−1Rf ),

P (ξ) = (u0 −Rfw0) +Rf (u0 − w0).(4.9)

Because c0 ∈ (vR−1
f , v) and (u0 − Rfw0), (w0 − u0) are nonincreasing, there is a

positive constant P = P (u0, w0) such that

Q′(ξ) < 0, P (ξ) ≥ P > 0.(4.10)

Equation (4.8) is a damped semilinear wave equation; in the appendix we show the
decay of solutions using the energy method to complete the proof.

5. WKB analysis of front perturbations. The stability theorem of section 4
seems to be restrictive. Here we perform formal WKB analysis to show that fronts are
stable in the small damping regime for the two-component, ND model even without
condition (4.1). Similar analysis extends to the original three-component system, pre-
dicting qualitatively the occurrence of front oscillations that are due to the biomass
kinetics (namely M obeys a time-dependent ODE (1.3) and is not given by equilib-
rium 2.18). These formal results agree with our numerical experiments reported in
section 6.
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5.1. Damping in the nutrient-deficient model. Let us recall (4.8) for front
perturbation:

(∂t − c0∂ξ)2Φ + v(1 +R−1
f )(∂t − c0∂ξ)Φξ + v2R−1

f Φξ,ξ

+ vγ̃Q(ξ)Φξ + γ̃P (ξ)Φt = −vΓ(Φξ,Φt − c0Φξ).(5.1)

Since we will be concerned with small perturbations, let us omit the nonlinear terms
on the right side and consider the linear equation

LΦ ≡ (∂t − c0∂ξ)2Φ + v(1 +R−1
f )(∂t − c0∂ξ)Φξ + v2R−1

f Φξ,ξ

+ vγ̃Q(ξ)Φξ + γ̃P (ξ)Φt = 0.(5.2)

The first three terms of (5.2) form a wave operator and the last two terms give rise
to damping. Let us consider the small damping limit, γ̃ 	 1, and the WKB ansatz of
the solution as discussed by Whitham [21]:

Φ(ξ, t) ∼ a(X, τ) exp{ik(t+ γ̃−1Θ(X))} + · · · ,(5.3)

where X = γ̃ξ, τ = γ̃t are slow space-time scales. Note that for small γ̃, the unper-
turbed fronts (A0, S0) = (A0, S0)(X). The first and second derivatives of Φ are

Φt ∼ (γ̃aτ + ika) exp{ik(t+ γ̃−1Θ(X))},
Φξ ∼ (γ̃aX + ikΘXa) exp{ik(t+ γ̃−1Θ(X))},

Φtt ∼ {γ̃2aττ + 2ikγ̃aτ − k2a} exp{ik(t+ γ̃−1Θ(X))},
Φξξ ∼ {γ̃2aXX + ikγ̃ΘXXa+ 2γ̃ikaXΘX − k2Θ2

Xa} exp{ik(t+ γ̃−1Θ(X))},

Φtξ ∼ {γ̃2aτX + γ̃ikaX + (γ̃aτ + ika)(ikΘX)} exp{ik(t+ γ̃−1Θ(X))}.(5.4)

We can write (5.2) as

Φtt+(v(1+R−1
f )−2c0)Φtξ+(c0−v)(c0−vR−1

f )Φξξ+vγ̃Q(X)Φξ+vP (X)Φt = 0.(5.5)

Plugging (5.4) into (5.5) and collecting O(1) terms, we have the eikonal equation

−k2a− k2aΘX(v(1 +R−1
f ) − 2c0) + (c0 − v)(c0 − vR−1

f )(−k2aΘ2
X) = 0,

or

1 + (v(1 +R−1
f ) − 2c0)ΘX + (c0 − v)(c0 − vR−1

f )Θ2
X = 0,

which factors to give

ΘX = (c0 − v)−1 or (c0 −R−1
f v)

−1,(5.6)

showing that the phase Θ = (c0 − v)−1X or (c0 − R−1
f v)

−1X. The phase velocity is

(v− c0) or R−1
f v− c0 for right (faster than front speed c0) and left (slower than front

speed c0) moving perturbations. At order O(γ̃), we get the transport equation

2ikaτ + (v(1 +R−1
f ) − 2c0)(ikaX + ikaτΘX)

+ (c0 − v)(c0 − vR−1
f )(ikΘXXa+ 2ikaXΘX)

+ vQ(X)ikΘXa+ P (X)ika = 0,
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which simplifies to

(2 + (v(1 +R−1
f ) − 2c0)ΘX)aτ

+ (v(1 +R−1
f ) − 2c0 + 2(c0 − v)(c0 − vR−1

f )ΘX)aX

+ (vQ(X)ΘX + P (X))a = 0.(5.7)

In case ΘX = (c0 − v)−1, the coefficient of aτ becomes

2 + (vR−1
f − c0 + v − c0)(c0 − v)−1 = 1 +

c0 − vR−1
f

v − c0 =
v(1 −R−1

f )

v − c0 ;

that of aX is equal to

v(1 +R−1
f ) − 2c0 + 2(c0 − vR−1

f ) = v(1 −R−1
f );

and that of a reduces to

vQ(X)ΘX + P (X)

=
v

c0 − v
(

(u0 −Rfw0)
v − c0
v

+ (u0 − w0)(1 − c0v−1Rf )

)
+(u0 −Rfw0) +Rf (u0 − w0)

= (u0 − w0)

(
v

c0 − v (1 − c0v−1Rf ) +Rf

)

= (u0 − w0)
v(1 −Rf )

c0 − v = S0γ(Rf − 1)2
v

v − c0 .(5.8)

Therefore, (5.7) reduces to

aτ + (v − c0)aX + γRf (Rf − 1)S0(X)a = 0.(5.9)

The damping coefficient is γRf (Rf − 1)S0(X). Since S0(X) is a monotone increasing
function from zero at X = −∞ to S+ at X = +∞, we see that for faster (> c0)
moving perturbation, there is more damping to the right of the front (at X = 0) than
to the left.

In case Θ = (c0 − R−1
f v)

−1X, the three consecutive coefficients in the transport
equation are

2 + (v(1 +R−1
f ) − 2c0)

1

c0 − vR−1
f

=
v(1 −R−1

f )

c0 − vR−1
f

,

v(1 +R−1
f ) − 2c0 + 2(c0 − v) = v(R−1

f − 1),

and

vQ(X)ΘX + P (X)

=
v

c0 − vR−1
f

(
(u0 −Rfw0)

v − c0
v

+ (u0 − w0)(1 − c0v−1Rf )

)

+ (u0 −Rfw0) +Rf (u0 − w0)

=

(
v − c0

c0 − vR−1
f

+ 1

)
(u0 −Rfw0) =

v(1 −R−1
f )

c0 − vR−1
f

(u0 −Rfw0).(5.10)
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The transport equation eventually becomes

aτ − (c0 −R−1
f v)aX + (Rf − 1)A0(X)a = 0.(5.11)

Since A0 decreases from A− at ξ = −∞ to zero at ξ = +∞, we see that for more
slowly (< c0) moving perturbation, there is more damping to the left of the front (at
X = 0) than to the right.

In any event, the front perturbations always get damped in the ND model. The
larger the Rf and γ, the more damping. The same analysis also shows that front
damping is always present in the general two-component model for any positive and
finite KA and KS .

5.2. Oscillations in the three-component model. Now let us consider the
original three-equation model, which includes the biomass kinetic effect. The conser-
vative form of the system is

ut + vwx = 0,(5.12)

wt + v((1 +R−1
f )w −R−1

f u)x =
ε(u− w)(u−Rfw)M

(1 +K−1
A A)(1 +K−1

S S)
,(5.13)

Mt = −b(M −Mb) +
Y ASM

(KA +A)(KS + S)
,(5.14)

where ε = R−1
f (Rf−1)−1(KAKS)−1. Linearizing about the traveling front (S0, A0,M0)

and denoting the perturbation by (S,A,m), we have the system

LεΦ + εv(u0 − w0)(u0 −Rfw0)

[
m

(1 +K−1
A A0)(1 +K−1

S S0)

− M0K
−1
A A

(1 +K−1
A A0)2(1 +K−1

S S0)

− M0K
−1
S S

(1 +K−1
A A0)(1 +K−1

S S0)2

]
= 0(5.15)

and

mt − c0mξ = −bm+
Y

KAKS

[
A0S0m

(1 +K−1
A A0)(1 +K−1

S S0)

+
M0S0A

(1 +K−1
A A0)(1 +K−1

S S0)

+
SA0M0

(1 +K−1
A A0)(1 +K−1

S S0)

]

− YM0A0S0

KAKS

[
K−1
A A

(1 +K−1
A A0)2(1 +K−1

S S0)

+
K−1
S S

(1 +K−1
A A0)(1 +K−1

S S0)2

]
,(5.16)

where the operator Lε is

LεΦ = (∂t − c0∂ξ)2Φ + v(1 +R−1
f )(∂t − c0∂ξ)Φξ + v2R−1

f Φξ,ξ
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+
εM0

(1 +K−1
A A0)(1 +K−1

S S0)
(vQΦξ + PΦt).(5.17)

For small ε, (S0, A0,M0) depends on ξ slowly and can be thought of as mainly de-
pending on the slow variable εξ. For the coming WKB analysis, we assume that M0

is a bounded function uniform in ε.
Let us consider WKB ansatz of the form

Φ ∼ a(X, τ) exp{ik(t+ ε−1Θ(X))} + · · · ,
m ∼ m̄(X, τ) exp{ik(t+ ε−1Θ(X))} + · · · ,(5.18)

where X = εξ, τ = εt, and (A0, S0,M0) depend slowly on ξ (through X).
At leading order O(1), the eikonal equation on Θ is still (5.6). The m equation

reads

ikm̄(1 − c0ΘX) =

(
−b+

Y A0S0

(KA +A0)(KS + S0)

)
m̄

+
YM0

(KA +A0)(KS + S0)
(AS0 + SA0)

− YM0A0S0

(
A

(KA +A0)2(KS + S0)
+

S

(KA +A0)(KS + S0)2

)
,(5.19)

which simplifies to[
ik(1 − c0ΘX) +

(
b− Y A0S0

(KA +A0)(KS + S0)

)]
m̄

=
YM0

(KA +A0)(KS + S0)

[
AKAS0

KA +A0
+
A0KSS

KS + S0

]
.(5.20)

Recall that U = Φξ, W = (−v−1)(Φt − c0Φξ); therefore,

A = (Rf − 1)−1(U −RfW ) = (Rf − 1)−1(Rfv
−1Φt + (1 −Rfv−1c0)Φξ)

= (ika)(Rf − 1)−1(Rfv
−1 + (1 −Rfv−1c0)ΘX),(5.21)

S = γ−1(Rf − 1)−1(U −W ) = γ−1(Rf − 1)−1(v−1Φt + (1 − v−1c0)Φξ)

= (ika)γ−1(Rf − 1)−1(v−1 + (1 − v−1c0)ΘX).(5.22)

Combining (5.19)–(5.22), we have[
(1 − c0ΘX) + (ik)−1

(
b− Y A0S0

(KA +A0)(KS + S0)

)]
m̄

=
aYM0

(KA +A0)(KS + S0)

[
KAS0

KA +A0
(Rf − 1)−1(Rfv

−1 + (1 −Rfv−1c0)ΘX)

+
A0KS
KS + S0

γ−1(Rf − 1)−1(v−1 + (1 − v−1c0)ΘX)

]
.(5.23)

At O(ε), we get the transport equation

ik

[
(2 + (v(1 +R−1

f ) − 2c0)ΘX)aτ +
M0KAKS(vQ(X)ΘX + P (X))

(KA +A0)(KS + S0)
a
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+ (v(1 +R−1
f ) − 2c0 + 2(c0 − v)(c0 − vR−1

f )ΘX)aX

]

+ v(u0 − w0)(u0 −Rfw0)

[
m̄

(1 +K−1
A A0)(1 +K−1

S S0)

− M0K
−1
A A

(1 +K−1
A A0)2(1 +K−1

S S0)

− M0K
−1
S S

(1 +K−1
A A0)(1 +K−1

S S0)2

]
= 0.(5.24)

If ΘX = (c0 − v)−1, we get from (5.23) that(
v

v − c0 + (ik)−1(b− Y A0S0

(KA +A0)(KS + S0)

)
m̄ =

Y aM0

(KA +A0)2(KS + S0)

KAS0

v − c0 ;

therefore,

vm̄ =
Y S0KAM0a

(KA +A0)2(KS + S0)
(

1 + v−c0
v (ik)−1

(
b− Y A0S0

(KA+A0)(KS+S0)

)) .(5.25)

Similarly, if ΘX = (c0 − vR−1
f )−1, we have

vm̄ =
−Y A0KSM0aγ

−1

(KA +A0)(KS + S0)2
(

1 − c0Rf−v
v (ik)−1

(
b− Y A0S0

(KA+A0)(KS+S0)

)) .(5.26)

Notice that the terms in the first bracket of (5.24) are same as those computed
in the last subsection. Taking ΘX = (c0 − v)−1, we get from (5.21) and (5.22) that
A = ika

v−c0 , S = 0. It follows from (5.24) and (5.25) that

v(1 −R−1
f )(v − c0)−1aτ + v(1 −R−1

f )aX

+
KAKSM0

(KA +A0)(KS + S0)

vγ

v − c0 (Rf − 1)2S0a

+ a(ik)−1 (u0 − w0)(u0 −Rfw0)Y S0M0KA

(1 +K−1
A A0)(1 +K−1

S S0)(KA +A0)2(KS + S0)

×
(

1 +
v − c0
v

(ik)−1

(
b− Y A0S0

(KA +A0)(KS + S0)

))−1

− a
v

v − c0
(u0 − w0)(u0 −Rfw0)M0K

−1
A

(1 +K−1
A A0)2(1 +K−1

S S0)
= 0.(5.27)

Equation (5.27) can be written as

aτ + (v − c0)aX + (Gd + iOs)a = 0,(5.28)

where

Gd =
KAKSγRf (Rf − 1)(M0S0)

(KA +A0)(KS + S0)
− KAKSγRf (Rf − 1)(A0M0S0)

(KA +A0)2(KS + S0)

+
(v − c0)2K2

AKSγRf (Rf − 1)(A0M0S
2
0)Y

(
b− Y A0S0

(KA+A0)(KS+S0)

)
v2(KA +A0)3(KS + S0)2

(
k2 +

(
b− Y A0S0

(KA+A0)(KS+S0)

)2

(v−c0v )2
) ,(5.29)
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Os =
c0 − v
v

Rf (Rf − 1)γK2
AKSY (A0M0S

2
0)k

(KA +A0)3(KS + S0)2
(
k2 +

(
b− Y A0S0

(KA+A0)(KS+S0)

)2

(v−c0v )2
) .(5.30)

We see that to have front oscillation or instability, we must have Gd ≤ 0; then Os
gives the oscillation frequency. In the case of (5.28), the advection velocity c0 − v
should also be near zero to have steady oscillation in the moving frame. This is the
case if Rf is close to one, implying that KA, KS  1 to keep ε small. Even if KA
and KS are large, they balance in each of the three terms of Gd in (5.29). Near the
frontal region, we assume that A0, S0 are of the same O(1). We further calculate

Gd =
KAKSγRf (Rf − 1)M0S0KA

(KA +A0)2(KS + S0)

+
K2
AKSγRf (Rf − 1)(A0M0S

2
0)Y

(
b− Y A0S0

(KA+A0)(KS+S0)

)
(KA +A0)3(KS + S0)2

(
k̃2 +

(
b− Y A0S0

(KA+A0)(KS+S0)

)2
) ,(5.31)

where k̃ = k(v − c0)−1v. For k = O(1), k̃ = O((Rf − 1)−1). We see that to avoid
damping, we must have

b̃ ≡ b− y ≡ b− Y A0S0

(KA +A0)(KS + S0)
< 0;(5.32)

otherwise, Gd > 0. For large Y, y is nearly K−1
A K−1

S Y . Let us now write Gd as

Gd =
K2
AKSγRf (Rf − 1)M0S0

(KA +A0)2(KS + S0)

(
1 +

yb̃

k̃2 + b̃2

)

= γM0O(Rf − 1)

(
1 +

y(b− y)
k̃2 + (b− y)2

)

= γM0O(Rf − 1)
k̃2 + b(b− y)
k̃2 + (b− y)2 .(5.33)

If we take y − b = 2b−1k̃2 = O((Rf − 1)−2), then

Gd = γM0O(Rf − 1)
b(b− y)

2(0.5b(y − b) + (y − b)2)

= −γM0O(Rf − 1)O((y − b)−1) = −O(γM0(Rf − 1)3) < 0,(5.34)

giving rise to growth or growth-induced oscillation. The oscillation frequency is now
expressed as

Os =
Rf (Rf − 1)γK2

AKSM0S0yk̃

(KA +A0)2(KS + S0)(k̃2 + (b− y)2)

= O(γM0(Rf − 1)y−1k̃) = O(γM0(Rf − 1)2),(5.35)

which is fairly small except when M0 happens to be large.
This regime is observed numerically to support biomass growth during an initial

transient period (see section 6).
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Now if ΘX = (c0 − vR−1
f )−1, combining (5.24) and (5.26), we arrive at a similar

transport equation:

aτ + (vR−1
f − c0)aX + (Gd + iOs)a = 0,(5.36)

where

Gd =
KAKS(Rf − 1)(M0A0)

(KA +A0)(KS + S0)
− KAKS(Rf − 1)(A0M0S0)

(KA +A0)(KS + S0)2

+
KAK

2
S(Rf − 1)A2

0M0S0Y

(KA +A0)2(KS + S0)3

(
b− Y A0S0

(KA+A0)(KS+S0)

)
(
c0Rf−v

v )2

k2 +
(
b− Y A0S0

(KA+A0)(KS+S0)

)2

(
v−c0Rf

v )2
(5.37)

and where

Os =
(v − c0Rf )(Rf − 1)KAK

2
SA0M0yk

v(KA +A0)(KS + S0)2
(
k2 +

(
b− Y A0S0

(KA+A0)(KS+S0)

)2

(
v−c0Rf

v )2
) .(5.38)

For the advection velocity vR−1
f − c0 to be near zero, Rf  1 is necessary. In the

meantime, to make sure that each of the three terms in Gd of (5.37) is bounded as
Rf → ∞, we need to impose

O(KA) = O(KS) = O(R−α
f ), α > 0, −2α+ 1 ≤ 0.(5.39)

Now, for ε	 1, we must also have 2α− 2 < 0. It follows that α ∈ [ 12 , 1). We still use

the notations b̃, k̃, y to calculate

Gd =
KAK

2
S(Rf − 1)A0M0

(KA +A0)(KS + S0)2

(
1 +

y(b− y)
k̃2 + (b− y)2

)

= O(K3
AM0Rf )

k̃2 + b(b− y)
k̃2 + (b− y)2 .(5.40)

Now k̃ = k(v− c0Rf )−1v, k = O(1), and k̃ = O(1). Choosing y− b = 2b−1k̃2 = O(1),
we have from (5.40) that

Gd = −O(K3
AM0Rf )O(1) = −O(M0R

−β
f ) < 0,(5.41)

where β ≡ 3α− 1 ∈ [ 12 , 2). The corresponding oscillation frequency is

Os = O(RfK
3
AM0)O

(
k̃y

k̃2 + (b− y)2

)
= O(M0R

−β
f ),(5.42)

giving the oscillation period

T = O(M−1
0 Rβf ).(5.43)

It is interesting that (5.43) is similar to (2.31), except that the exact value of β is not
determined from our analysis.

The above regime is observed numerically to support temporal front oscillations
for extended times (see section 6).
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Fig. 2. An initial perturbation of the traveling fronts in the two-component model (6.1) will
quickly disappear as the wave passes over the perturbation at times t = 0, 0.5, 5, 15.

6. Numerical results.

6.1. Nutrient-deficient model. We simulate the ND, two-equation model

RfSt − Sx = −SA,
At −Ax = −γSA(6.1)

on the interval [−20, 20]. We use the standard second-order upwind scheme to dis-
cretize the advection terms and the Roe’s Superbee limiter to compute sharp fronts
also. See Leveque [12, Chapter 16] for details of this method. The reaction terms are
treated explicitly.

In Figure 2 (top left) we show the initial data, the frontlike profiles of A and S
with spatial perturbations which are localized oscillatory perturbations on the interval
[−15,−5] with amplitude 0.1. The parameters are Rf = 2, γ = 0.2, the spatial grid
size = 0.05, and the time step = 0.025.

In Figure 2 (top right) we see that after a short evolution, at t = 0.5, the per-
turbation to the right (left) of the A (S) front quickly decays away. Here the A front
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is the fast front and the S front is the slow front. This is just as the WKB theory
predicted.

In Figure 2 (bottom left) the remaining perturbation still exists at t = 5, although
weakened; however, at t = 15 (bottom right), the perturbation gets sucked completely
into the fronts.

For this calculation we verified that reducing space and time steps by a factor of
two does not change the results significantly.

6.2. Three-component model. We compare the full three-component biodegra-
dation model (BM) in (2.1)–(2.3) with the general two-component equilibrium model
(EM) in (2.25)–(2.26) and the ND model in (2.27)–(2.28) for the same parameters.

In our calculations we used the fourth-order-centered finite difference method for
the spatial derivatives and a variable order, variable time step Adams–Bashforth–
Moulton method in time. The time step and method order for the time integration
method was varied to ensure that the time integration errors were below 10−6. The
number of spatial grid points was varied between 600 and 1000 to confirm that the
solutions had converged to within an absolute error tolerance of 0.001. A small amount
of artificial dissipation was included in the simulations by setting D = 0.1 × ∆x.

In the first regime we study, KA and KS are smaller than O(A−) = O(S+) = 1,
and Rf is large, consistent with WKB (5.36)–(5.42). In the examples of this regime,
we take v = 1, KA = 0.02, KS = 0.04, γ = 0.4, Y = 0.1, Mb = 0.01, S+ = A− = 1,
and D = 0; and we will vary Rf and b. We take as the initial data

S(x, 0) =
1

2
S+

(
1 − tanh

[
1

4π
(x− 50)

])
,(6.2)

A(x, 0) = A−(S+ − S(x, 0)),(6.3)

and M(x, 0) defined from the equilibrium by (2.18) when the solvability condition
(2.17) is satisfied and M(x, 0) = Mb otherwise.

In Figure 3 the solutions of the BM, EM, and ND are plotted at three time
slices (t = 0, 400, 800) with waves moving to the right. Although the speeds are
approximately equal (Figure 4), the profile of the solution of the ND model is much
steeper than those of the other solutions. Note how the equilibrium M in Figure
3(b) closely tracks the M from the full three-equation model in Figure 3(a). Equally
important is that the broad S and A profiles of the EM are much closer to those of
the BM than the corresponding M profiles.

The solution of the ND in Figure 3(c) quickly converges to the traveling wave
(3.4)–(3.5), cND = 0.15556, confirming its strong stability. The profiles are signifi-
cantly different from the broader traveling-wave profiles of the two-component EM
with the traveling wave velocity cEM = 0.15525 (Figure 3(b)) or the BM, with trav-
eling wave velocity cBM = 0.15525 (Figure 3(a)). The difference in profiles is not
unexpected, since both KA and KS are small (away from ND regime). Even though
ND solutions are much steeper, they move at the same speed.

The velocity plots (Figure 4) show the relative rates of convergence to the traveling
wave. The BM solution converges more slowly and oscillates about the traveling-
wave velocity before settling down. The parameters above are near the limit of the
solvability condition (2.17) with

0.1 = b >
Y A−S+

(KA +A−)(KS + S+)
= 0.09427,(6.4)

where we expect the two models to be close.
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Fig. 3. The solutions of the three-equation model BM (a), EM (b), and ND (c) are plotted at
three time slices (t = 0, 400, 800) with waves moving to the right. The solid curves are for A, the
dashed curves are for S, the dot-dashed curves are for M, and the horizontal dot-dashed lines denote
the background biomass Mb. The biomass M is magnified ten times so as to be seen on the same
scale as the (A,S) profiles.

If b is made slightly smaller, the oscillations persist in the solution of the three-
equation model and the solution becomes periodic. In this regime, the two-equilibrium-
component model is no longer appropriate; however, the ND can still keep track of
the mean value of the front velocity of the full three-equation model (in calculations
not shown here).

When we reduce b to b = 0.02, the solution of the BM quickly converges to the
periodic limit cycle shown in Figure 5. The biomass profile is right after the A profile
at t = 300, lags behind at t = 320, catches up, and overtakes the front, only to lag
behind again at t = 380. Figure 6(a) shows front locations in the reference frame of
the ND traveling wave velocity, cND = 0.15556. The acceptor front A (solid line)
oscillates less than the substrate S (dashed line), and both are ahead of the peak
of the biomass M (dashed-dot line). These conditions are also evident in Figure 6(b)
where the front velocities, A velocity (solid line) and S velocity (dashed line), oscillate
about the traveling wave speed cND (dotted line).
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Fig. 4. Front velocity of A (solid line) and S (dashed line) vs. time for the BM (a) and
EM (b) models with b = 0.1. The initial velocities quickly converge to a traveling wave velocity
≈ cND = 0.15556 of the ND. The velocities are computed at the midpoint of the fronts where A = 1

2

and S = 1
2
.

In Figure 7 the space-time density plot of the BAZ, characterized by the function

Z(A,S) =
AS

(KA +A)(KS + S)
(6.5)

for the BM, shows how the reaction zone advances ahead of the fronts but cannot
sustain itself. After the initial transient time, the reaction zone oscillates persistently.

Next, we keep b = 0.02 and study the parameter range Rf = 1.5, 5, 8.5, 12 (Figure
8). The maximum value of M increases from a steady value when Rf = 1.5 to higher
and higher oscillatory values as Rf increases. Notice how the frequency is only weakly
dependent on Rf in the time domain (Figure 8(a)), but because the fronts slow down
at higher Rf , the increased frequency is dramatically evident in the spatial domain
(Figure 8(b)). The period increases approximately linearly with Rf . This scaling is
close to that of the exact solution in [19], or β = 1 in (5.43). The phenomenon that
the larger the Rf the larger the oscillation period can be attributed to the fact that
the A and S fronts have vastly disparate advection velocities and require a longer
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Fig. 5. The solution of the BM, shown at times t = 300 (top), 320, 340, 360, and 380 (bottom),
with b = 0.02 violate the relaxation condition (6.4) and quickly converges to a limit cycle. The solid
curves are for A, the dashed curves are for S, the dot-dashed curves are for M .

time to come together again.
In the second regime we study, Y is large, Rf is close to one, and KA = KS

are larger than O(A−) = O(S+) = 1. These conditions are consistent with the WKB
analysis (5.28)–(5.35). We observe transient growth in biomass M and eventual sat-
uration. We use the second-order upwind scheme for the A and S equations and the
second-order Runge–Kutta scheme for the M equation. At each time step we find
A and S first, then treat them as coefficients when updating the M . The method is
explicit.

In Figures 9 and 10 Y = 100, KA = KS = 10, b = 0.5, γ = 3, and Rf = 1.1;
and the initial data for M is Mb = 0.4. We illustrate in these two figures that the
biomass growth is a transient phenomenon and it is saturated eventually. Figure 9
shows the profiles of the three components at t = 20 and t = 100. The biomass
grows from Mb = 0.4 and attains the maximum near the place where the A and S
overlap. If we view the solutions at t = 20 as a perturbation of that at t = 100,
Figure 9 illustrates that the biomass profile can grow in a transient time period under
perturbation. We see in Figure 10 that the biomass spatial maximum peaks then
asymptotes to a constant.
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Fig. 6. Front oscillations occur when relaxation condition (6.4) is violated with b = 0.02. The
front position (in the reference frame of the traveling wave) of the acceptor front A (solid line)
oscillates less than the substrate S (dashed line) and both are ahead of the peak of the biomass M
(dot-dashed line) in (a). This is also evident in (b), where the front velocities, A velocity (solid line)
and S velocity (dashed line), oscillate about the traveling-wave speed cND (dotted line).

7. Appendix.
Proof of Theorem 4.1. Multiplying (4.8) by Φt and integrating over (x, t) to find∫

is a shorthand for
∫
R1 below:∫ t

0

∫
ΦtΦtt − Φtξ(c

2
0 − v(1 +R−1

f )c0 + v2R−1
f )Φξ

+

∫ t

0

∫
vγ̃Q(ξ)ΦtΦξ + γ̃P (ξ)Φ2

t = −v
∫ t

0

∫
ΦtΓ(Φξ,Φt − c0Φξ),

or ∫ t

0

d

dt

∫
1

2
Φ2
t +

1

2
(v − c0)(c0 − vR−1

f )Φ2
ξ +

∫ t

0

∫
vγ̃Q(ξ)ΦtΦξ + γ̃P (ξ)Φ2

t

= −v
∫ t

0

∫
ΦtΓ(Φξ,Φt − c0Φξ),



496 JACK X. XIN AND JAMES M. HYMAN

Fig. 7. Space-time density plot of the reaction zone Z(A,S) vs. time, showing persistent oscil-
lations in the three-equation BM. The darker region is where Z(A,S) is above 0.1.

or

1

2
‖Φt‖2

2 +
1

2
(v − c0)(c0 − vR−1

f )‖Φξ‖2
2 +

∫ t

0

∫
vγ̃Q(ξ)ΦtΦξ + γ̃P (ξ)Φ2

t

=
1

2
‖Φ

(0)
t ‖2

2 +
1

2
(v − c0)(c0 − vR−1

f )‖Φ
(0)
ξ ‖2

2 − v
∫ t

0

∫
ΦtΓ(Φξ,Φt − c0Φξ).(7.1)

Multiplying Φ to (4.8), and integrating over (x, t), we get

∫ t

0

∫
ΦΦtt + (v(1 +R−1

f ) − 2c0)ΦΦtξ

+

∫ t

0

∫
(c0 − v)(c0 − vR−1

f )ΦΦξξ + vγ̃Q(ξ)ΦΦξ + γ̃P (ξ)ΦΦt

= −
∫ t

0

∫
vΦΓ(Φξ,Φt − c0Φξ),
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Fig. 8. The plots show the the maximum value of M for the parameter range Rf = 1.5 (solid
line), 5 (dashed line), 8.5 (dot-dashed), and 12 (dotted line). The frequency of the maximum of M
when b = 0.02 increases from a steady value when Rf = 1.5 to higher and higher oscillatory values
as Rf increases. The upper plot shows that the frequency is only weakly dependent on Rf in the time
domain. In the lower plot, the fronts slow down at higher Rf and the spatial frequency increases
approximately linearly with Rf .

or

∫ t

0

d

dt

∫ [
ΦΦt + (v(1 +R−1

f ) − 2c0)ΦΦξ +
γ̃P (ξ)

2
Φ2

]

−
∫ t

0

∫
Φ2
t + (v(1 +R−1

f ) − 2c0)ΦtΦξ

+

∫ t

0

∫
(v − c0)(c0 − vR−1

f )Φ2
ξ −

1

2
vγ̃Q′(ξ)Φ2

= −v
∫ t

0

∫
ΦΓ(Φξ,Φt − c0Φξ),



498 JACK X. XIN AND JAMES M. HYMAN

−80 −60 −40 −20 0 20 40 60 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
A−S−M plot: r_f=1.1, gam=3, K_a=10, b=1, Y=100, h=0.1; t=20,100

Fig. 9. The profiles of the three components S, A, and M are shown at times t = 20 and
t = 100 for the parameters Y = 100, KA = KS = 10, b = 0.5, γ = 3, and Rf = 1.1. The initial
M = Mb = 0.4 grows and peaks in the overlap region of the the A and S fronts.

or

∫ [
ΦΦt + (v(1 +R−1

f ) − 2c0)ΦΦξ +
γ̃P (ξ)

2
Φ2

]

−
∫ t

0

∫
Φ2
t + (v(1 +R−1

f ) − 2c0)ΦtΦξ

+

∫ t

0

∫
(v − c0)(c0 − vR−1

f )Φ2
ξ −

1

2
vγ̃Q′(ξ)Φ2

= −v
∫ t

0

∫
ΦΓ(Φξ,Φt − c0Φξ)

+

∫ [
Φ(0)Φ

(0)
t + (v(1 +R−1

f ) − 2c0)Φ(0)Φ
(0)
ξ +

γ̃P (ξ)

2
(Φ(0))2

]
.(7.2)

Next, let λ be a positive parameter to be chosen. Multiplying (7.2) by λ and
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Fig. 10. The spatial maximum of the biomass for the simulation shown in Figure 9 increases
until t = 30 when it saturates at M = 0.83 and then slowly decays.

adding the resulting expression to (7.1) we get∫ [
1

2
Φ2
t +

1

2
(v − c0)(c0 − vR−1

f )Φ2
ξ + λΦΦt

+ λ(v(1 +R−1
f ) − 2c0) ΦΦξ +

λγ̃

2
P (ξ)Φ2

]

+

∫ t

0

∫
[γ̃P (ξ)Φ2

t + vγ̃Q(ξ)ΦtΦξ + λ(v − c0)(c0 − vR−1
f )Φ2

ξ

− λΦ2
t − λ(v(1 +R−1

f ) − 2c0)ΦtΦξ] − λvγ̃

2

∫ t

0

∫
Q′(ξ)Φ2

= −v
∫ t

0

∫
(Φt + λΦ)Γ(Φξ,Φt − c0Φξ)

+ c0‖(Φ(0),Φ
(0)
t ,Φ

(0)
ξ )‖2

2.(7.3)

We select λ such that

1

4
Φ2
t + λΦΦt +

λγ̃

8
P (ξ)Φ2 ≥ 0,(7.4)
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1

4
(v − c0)(c0 − vR−1

f )Φ2
ξ + λ(v(1 +R−1

f ) − 2c0)ΦΦξ +
λγ̃

8
P (ξ)Φ2 ≥ 0,(7.5)

1

8
γ̃P (ξ) ≥ γ̃minP (ξ)

8
≡ γ̃P

8
≥ λ,(7.6)

and

1

2
(γ̃P (ξ) − λ)Φ2

t + [vγ̃Q(ξ) − λ(v(1 +R−1
f ) − 2c0)]ΦtΦξ

+
1

2
λ(v − c0)(c0 − vR−1

f )Φ2
ξ ≥ 0.(7.7)

Under (7.4)–(7.7) we have from (7.3)

1

4
‖Φt‖2

2 +
1

4
λγ̃P‖Φ‖2

2 +
1

4
(v − c0)(c0 − vR−1

f )‖Φξ‖2
2

− 1

2
λvγ̃

∫ t

0

∫
Q′(ξ)Φ2 +

∫ t

0

∫
7

16
γ̃PΦ2

t +
λ

2
(v − c0)

(
c0 − v

Rf

)
Φ2
ξ

≤ −v
∫ t

0

∫
(Φt + λΦ)Γ(Φξ,Φt − c0Φξ) + c0‖(Φ(0),Φ

(0)
t ,Φ

(0)
ξ )‖2.(7.8)

To ensure (7.4)–(7.7), it is sufficient to impose

λ2 ≤ 1

8
λγ̃P (ξ),(7.9)

λ(v(1 +R−1
f ) − 2c0)2 ≤ (v − c0)(c0 − vR−1

f )
1

8
γ̃P (ξ),(7.10)

[vγ̃Q(ξ) − λ(v(1 +R−1
f ) − 2c0)]2 ≤ λ(v − c0)(c0 − vR−1

f )(γ̃P (ξ) − λ).(7.11)

It is easy to satisfy (7.9) and (7.10) by choosing λ such that

λ ≤ min

[
γ̃P

8
, (v − c0)(c0 − vR−1

f )

(
γ̃P

8

)
(v(1 +R−1

f ) − 2c0)−2

]
.(7.12)

For (7.11) we write

Q = (Rf − 1)A0(1 − c0v−1) + γ(Rf − 1)S0

(
1 − c0Rf

v

)

= (Rf − 1)2A0
γS+

γRfS+ +A−
− γ(Rf − 1)2S0

A−
γRfS+ +A−

= (Rf − 1)2γ(A0S+ − S0A−)(γRfS+ +A−)−1(7.13)

and

P = (Rf − 1)(A0 +RfγS0).(7.14)

Also

(v(1 +R−1
f ) − 2c0) = v(Rf − 1)

γS+ −R−1
f A−

γRfS+ +A−
(7.15)
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and

(v − c0)

(
c0 − v

Rf

)
=
v2

Rf

γS+A−(Rf − 1)

(γRfS+ +A−)2
.(7.16)

Thus, (7.11) becomes

(
γ̃γ(Rf − 1)2(A0S+ − S0A−) − λ(Rf − 1)(γS+ −R−1

f A−)
)2

≤ λγS+A−(1 −R−1
f )(γ̃(Rf − 1)(A0 +RfγS0) − λ).(7.17)

Setting λ = γ̃µ, we see that γ̃ scales out of (7.12) and (7.17), and we need only to
satisfy

µ ≤ P

8
min[1, (v − c0)(c0 − vR−1

f )(v(1 +R−1
f ) − 2c0)−2](7.18)

and (
γ(Rf − 1)2(A0S+ − S0A−) − µ(Rf − 1)(γS+ −R−1

f A−)
)2

≤ µγS+A−(1 −R−1
f )((Rf − 1)(A0 +RfγS0) − µ).(7.19)

Using (7.15) and (7.16), we write (7.18) and (7.6) as

µ ≤ P

8
min[1, R−1

f (γS+ −R−1
f A−)−2(Rf − 1)−1γS+A−],(7.20) (

γ(Rf − 1)2(A0S+ − S0A−) − µ(Rf − 1)(γS+ −R−1
f A−)

)2

≤ µγS+A−(1 −R−1
f )(P − µ).(7.21)

To analyze (7.20) and (7.21), let us estimate P . Recalling (3.4), we get

P = (u0 −Rfw0) +Rf (u0 − w0)

=

(
(1 +Rf )

v

c0
− 2Rf

)
w0 + (1 +Rf )

(
v

c0
− 1

)
A−

= (Rf − 1)(γS+ +A−)−1[(γRfS+ −A−)w0

+ (1 +Rf )γS+A−].(7.22)

We find that −A− ≤ w0 ≤ γS+; therefore, if γRfS+ ≥ A−, we have

P ≥ (Rf − 1)(γS+ +A−)−1[(γRfS+ −A−)(−A−) + (1 +Rf )γS+A−]

=
Rf − 1

γS+ +A−
(A2

− + γS+A−) = (Rf − 1)A−,(7.23)

whereas if γRfS+ < A−, we have

P ≥ (Rf − 1)(γS+ +A−)−1[(γRfS+ −A−)γS+ + (1 +Rf )γS+A−]

= γRfS+(Rf − 1).(7.24)

It follows that

P ≥ P ≡ (Rf − 1) min[γRfS+, A−].(7.25)
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Therefore, (7.20) is simply

µ ≤ 1

8
min[γRfS+, A−] min[(Rf − 1), R−1

f (γS+ −R−1
f A−)−2γS+A−].(7.26)

To ensure (7.21), it is sufficient to have

2µ(Rf − 1)2(γS+ −R−1
f A−)2 ≤ γS+A−

2Rf
(Rf − 1)(P − µ),(7.27)

2γ2(Rf − 1)4(A0S+ − S0A−)2 ≤ γµS+A−
2Rf

(Rf − 1)(P − µ).(7.28)

Because of (7.20), (7.27) holds if

2µ(Rf − 1)(γS+ −R−1
f A−)2 ≤ 7γS+A−P

16Rf
,

or if

µ ≤ 7γS+A−P
32Rf (Rf − 1)(γS+ −R−1

f A−)2

=
7γS+A−

32Rf (γS+ −R−1
f A−)2

min[γRfS+, A
−].(7.29)

Similarly, for (7.28) it is enough to have

2γ2(Rf − 1)4(A0S+ − S0A−)2 ≤ 7µγS+A−(Rf − 1)P

16Rf
,

or

2γ2(Rf − 1)2(A0S+ − S0A−)2 ≤ 7µγS+A−
16Rf

min[γRfS+, A−],

which is true if we require

2γ2(Rf − 1)2(A−S+)2 ≤ 7µγS+A−
16Rf

min[γRfS+, A−],

or

(Rf − 1)2 ≤ 7µ

32γRfA−S+
min[γRfS+, A−].(7.30)

Now it follows from (7.26), (7.29), and (7.30) that

32

7
(Rf − 1)2

γRfA−S+

min[γRfS+, A−]
≤ µ ≤ 1

8
min[γRfS+, A−]

× min[(Rf − 1), R−1
f (γS+ −R−1

f A−)−2γS+A−],

which is true for a positive number µ if

32

7
(Rf − 1)2γRfA−S+ ≤ 1

8
(min[γRfS+, A−])2

×min[(Rf − 1), R−1
f (γS+ −R−1

f A−)−2γS+A−].(7.31)
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Under condition (7.31), we continue to estimate higher derivatives. Differentiating
(4.8) to ξ gives

(∂t − c0∂ξ)2Φξ + v(1 +R−1
f )(∂t − c0∂ξ)(Φξ)ξ

+ v2R−1
f (Φξ)ξ,ξ + vγ̃Q(ξ)(Φξ)ξ + γ̃P (ξ)(Φξ)t

= −vγ̃QξΦξ − γ̃PξΦt − vΓξ ≡ −vΓ̃.(7.32)

Multiplying (Φξ)t to (7.32) and integrating over (x, t), we find

1

2
‖(Φξ)t‖2

2 +
1

2
(v − c0)(c0 − vR−1

f )‖(Φξ)ξ‖2
2

+

∫ t

0

∫
vγ̃Q(ξ)(Φξ)t(Φξ)ξ + γ̃P (ξ)(Φξt)

2

=
1

2
‖Φ

(0)
ξ,t‖2

2 +
1

2
(v − c0)(c0 − vR−1

f )‖Φ
(0)
ξ,ξ‖2

2 − v
∫ t

0

∫
(Φξ)tΓ̃,(7.33)

which is analogous to (7.1). Similarly, multiplying (7.32) by Φξ, we find an identity
like (7.2). Multiplying the latter identity by a positive parameter λ and adding the
resulting equation to (7.33) yields

1

4
‖Φξ,t‖2

2 +
λγ̃

4
P‖Φξ‖2

2 +
1

4
(v − c0)(c0 − vR−1

f )‖Φξξ‖2
2

+

∫ t

0

∫
1

2
(γ̃P − λ)Φ2

ξ,t +
λ

2
(v − c0)(c0 − vR−1

f )Φ2
ξ,ξ

+
λvγ̃

2

∫ t

0

∫
(−Q′(ξ))Φ2

ξ

≤ −
∫ t

0

∫
(Φξ,t + λΦξ)(vΓξ(Φξ,Φt − c0Φξ) + vγ̃Q′Φξ + γ̃P ′Φt)

+ c0‖(Φ
(0)
ξ ,Φ

(0)
tξ ,Φ

(0)
ξξ )‖2

2

= −vγ̃
2

∫
Q′Φ2

ξ |t0 −
∫ t

0

∫
γ̃P ′′

2
Φ2
t

− λvγ̃

∫ t

0

∫
Q′Φ2

ξ − λγ̃
∫ t

0

∫
P ′ΦtΦξ + c0‖(Φ

(0)
ξ ,Φ

(0)
tξ ,Φ

(0)
ξξ )‖2

2

−
∫ t

0

∫
(Φξ,t + λΦξ)vΓξ(Φξ,Φt − c0Φξ).(7.34)

Let us now define N(t) = supτ∈[0,t] max[‖Φ‖H2(τ), ‖Φt‖H1 ]. There is a positive
number λ1, depending on v, γ̃, ‖(Q′, P ′, P ′′)‖∞, and λ, such that (7.34) plus (7.8)
times λ1 gives

N2(t) +

∫ t

0

‖(Φt,Φξ)‖2
H1(τ)dτ

≤ C ′
0‖(Φ

(0)
ξ ,Φ

(0)
t,ξ ,Φ

(0)
ξξ )‖2

2 + C ′′
0

∫ t

0

N(τ)‖(Φt,Φξ)‖2
H1(τ)dτ,(7.35)

where C ′
0, C

′′
0 > 0, depending only on v, γ̃, ‖(Q′, P ′, P ′′)‖∞, λ, c0, and Rf . It follows

from (7.35) that

N2(t) + (1 − C ′′
0N(t))

∫ t

0

‖(Φt,Φξ)‖2
H1(τ)dτ ≤ C ′

0(‖Φ(0)‖H2 + ‖Φ
(0)
t ‖H1)2.(7.36)
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If the initial perturbation is so small that

N(0) ≤
√
C ′

0(‖Φ(0)‖H2 + ‖Φ
(0)
t ‖H1) <

1

2C ′′
0

,

then (7.36) implies that N(t) ≤ 1
2C′′

0
for all time. Also, ‖(Φt,Φξ)‖H1 → 0 as t→ +∞.

It follows that

lim
t→+∞ sup

ξ∈R1

|U(ξ, t)| = 0, lim
t→+∞ sup

ξ∈R1

|W (ξ, t)| = 0.

The asymptotic stability holds under the condition (7.31) or (4.1). The proof is
complete.

8. Summary of results. We have shown that the three-component advection-
reaction bioremediation system (1.1)–(1.3) in the inviscid limit (D = 0) admits unique
smooth traveling waves, which are stable under the explicit relaxation condition (2.17).
Also under this condition, the three-component system in the hyperbolic scaling limit
converges strongly in space and time to a scalar conservation law with piecewise
linear flux. When this condition is violated, the traveling fronts oscillate in time and
the three-component system does not relax in the sense of strong convergence to a
scalar law. We performed both asymptotic analysis and numerical experiments to
substantiate the above findings, also an energy stability analysis on the traveling
fronts of a reduced two-component model in the relaxation regime.
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