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Abstract

We consider lattice versions of Maxwell's equations and of the

equation that governs the propagation of acoustic waves in a random

medium. The vector nature of electromagnetic waves is fully taken

into account. The medium is assumed to be a small perturbation of

a periodic one. We prove rigorously that localized eigenstates arise in

a vicinity of the edges of the gaps in the spectrum. A key ingredient

is a new Wegner-type estimate for a class of lattice operators with

o�-diagonal disorder.
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1 Introduction

Decades after P. W. Anderson [1] described the remarkable phenomenon of
the localization in space of electron wave functions in disordered solids, physi-
cists have begun to ask whether other waves, say electromagnetic or acoustic,
can be localized if the propagating media is disordered appropriately [2],[3].
It is well known that the rise of localized eigenstates in disordered media and
the rise of gaps in the spectrum for periodic media are intimately related
phenomena, both due to multiple scattering and interference of waves [4],
and should be studied simultaneously. Thus, if a periodic medium exhibits
gaps in the spectrum and then it is slightly disordered, one can expect the
rise of localized eigenmodes with energies in a vicinity of the edges of the
gaps. Physical arguments and numerical computations, as well as experi-
ments, indicate the possibility of a gap regime for periodic two component
media . The most recent theoretical and experimental achievements in the
investigation of photonic band-gap structures are published in a series of
papers in [5]. Nevertheless, some theoretical arguments and experimental
evidence suggest that the existence of gaps and localization for dielectrics
and acoustic media are not easy to achieve [6], [7], [8],[9], i.e., the parameters
of such media ought to be carefully calculated. In particular, high contrast in
two component media and some shapes of atoms of the embedded material
favor band-gap regime and localization.

The objective of this article is to give a rigorous proof of the existence of
exponentially localized eigenstates for lattice models of disordered dielectric
and acoustic media. The disordered media we consider here are assumed to
be small random perturbations of periodic ones. The relation of the models
we introduce to the "true" continuous models is similar to the relation of
Anderson tight-binding lattice model to the Schr�odinger operator. We shall
assume here that the initial periodic mediumpossesses a gap in the spectrum,
since the existence of gaps in the spectrum for two component media is
proved in [10] if the contrast in the dielectric constant (or the corresponding
coe�cient for the acoustic waves) between two components is large enough.
Using some techniques from [11], [12] and [13] we prove then the existence
of exponentially localized states in a vicinity of the edges of the gaps in the
spectrum. A key ingredient is a new Wegner-type estimate for a class of
lattice operators with o�-diagonal disorder.

Basic properties of wave propagation in a nonhomogeneous medium even-
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tually boil down to the spectral properties of the relevant self-adjoint di�er-
ential operators with coe�cients varying in the space. These operators for
electromagnetic and elastic waves have respectively the forms

�	 = r� ((x)r�	); (x) = "�1(x); x 2 R3 (1)

� = �
dX
j=1

@

@xj
(x)

@

@xj
 ; x 2 Rd (2)

According to the philosophy of Anderson localization [1], if the coe�cient
(x) is a random �eld and the operators � or � have gaps in the spectrum,
localized states can appear in a vicinity of the edges of the gaps in the spec-
trum. We justify this philosophy for the lattice versions of operators � and �.
Namely, we consider here the discrete analogs of these operators by replac-
ing the operations of di�erentiation by their �nite-di�erence counterparts.
From now on the symbols � and � will reference to the lattice versions of
the corresponding operators in (1) and (2). We shall assume that

(i) the random coe�cient (x) is a small perturbation of a periodic one,
0(x).

(ii) 0(x) is such that the operators �0 or �0 have gaps in the spectra.

Under these conditions we prove the existence of localized states, i.e., pure
point spectrum, with probability 1 for the operators � or �, in a vicinity
of the edges of the gaps of these operators. The assumption (ii) above is
ful�lled in physically interesting cases [10].

The disorder associated with the lattice operators � and � is a type of
o�-diagonal disorder. A more restrictive type of o�-diagonal disorder was
studied in [14] and [15], where exponential localization at high energies is
proven. Their random operators are sums of independent random rank one
operators, while the operators in the class studied in this paper (including �
and �) are sums of independent random operators of a �xed (but arbitrary)
�nite rank.

Remark 1 There is a lot of similarity between the spectral properties (and
their proofs) of the operators � and � and of the lattice Schr�odinger operator
we considered in [11]. But since there has been doubt whether this is true,
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specially in the case of the Maxwell operator � which acts on vector-valued
wave functions, we put down all necessary estimates for this case, including
those that are almost the same as for the Schr�odinger operator, in order to
be perfectly sure that nothing is missed.

2 Statement of Results

We begin with the construction of the lattice operators � and �. In order to
do this, we �rst introduce discrete analogs of the partial derivatives @j and
r as follows. Let Vj ; 1 � j � d (d is the dimension of the space, i.e., 3 in
many interesting cases) be the unitary shift operators acting on the Hilbert
spaces l2(Zd) or l2(Z3;C3), which are respectively the spaces of C- or C3-
valued functions  on the lattice Zd or Z3 with the scalar product given
by ('; ) =

P
x '

�(x) (x). If ej; 1 � j � d, are the standard basis vectors
in lattice Zd, and I is the identity operator, then Vj and @j are de�ned by
formulas

@j = I � Vj ; (Vj	)(x) = 	(x� ej); x 2 Z
d; 1 � j � d (3)

We de�ne the lattice version of r by substituting the partial derivatives by
their lattice counterparts @j de�ned in (3). That is, the lattice analogs of
operators de�ned by (1) and (2) have respectively the forms

�	 = r� � ((x)r�	); (x) = "�1(x); x 2 Z3 (4)

� = �
dX
j=1

@�j (x)@j ; x 2 Z
d (5)

where the action of the operator r� is de�ned in terms of the corresponding
action of the operators @�j ; 1 � j � d (see [10] for more details).

Let us consider �rst the case of a periodic medium, i.e., the case when
(x) = 0(x) is a periodic function of x; x 2 Zd, with the corresponding
operators �0 and �0 being de�ned by (4), (5) and (3) (we will refer to these
operators loosely as periodic operators). Thus, we suppose that there exists
q = (q1; : : : ; qd) 2 Zd such that

0(x+ �q) = 0(x);8x; �= (�1; : : : ; �d) 2 Z
d; �q = (�1q1; : : : ; �dqd) (6)
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and will call any function 0 satisfying (6) q-periodic. Clearly a q-periodic
function 0(x) is uniquely de�ned by its values on the parallelepiped

Q = f0; : : : ; q1 � 1g � : : :� f0; : : : ; qd � 1g � Zd (7)

The lattice operators �0 and �0 are particular examples of the lattice local
periodic operators we studied in [11]. Thus, the following statement holds
for the operators �0 and �0.

Proposition 1 (band structure of spectrum) . If 0(x) is a periodic
function then the spectrum �0 of the operator �0 (or �0) consists of a �nite
number J of intervals, namely

�0 =
[

1�j�J

[�(0)j ; �
(0)
j ]; 0 � �

(0)
j � �

(0)
j ; 1 � j � J;

�
(0)
j < �

(0)
j+1; 1 � j � J � 1 (8)

Remark 2 We call the intervals above bands. If J > 1 then clearly we have
gaps in the spectrum: [�

(0)
j ; �

(0)
j+1]; 1 � j � J � 1.

An example of a periodic medium exhibiting gaps is constructed in [10].
Since we are interested here primarily in the case of random (x) we will just
assume the existence of gaps for the initial unperturbed periodic medium.

Assumption 1 0(x) is a real-valued q-periodic function of x; x 2 Zd such
that 0 < c0 � 0(x) � c1 <1 and the corresponding operator �0 (or �0) has
at least one gap in the spectrum.

We introduce the random coe�cient (x), which is a perturbation of the
periodic 0(x), as follows:

(x) = 0(x)[1 + g�(x)] (9)

where the positive constant g and the random �eld �(x) satisfy in turn the
following assumption.
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Assumption 2 �(x); x 2 Zd; are independent, identically distributed ran-
dom real-valued variables on a probability space with probability measure P.
The probability distribution of �(0) has a density � with k�k1 � D0 < 1.
There exist constants �1 and �2 such that

�1 < �1 < 0 < �2 <1 and R�(x) = [�1; �2] (10)

where by R� we denote the essential range of the random real-valued variable
�.

In addition, in order to keep (x) positive the constant g is small enough,
namely

1 + g�1 > 0 (11)

Theorem 1 (location of the spectrum) Suppose that (x) is de�ned by
(9) where 0(x) and �(x); g satisfy Assumption 1 and Assumption 2, respec-
tively. Then the following statements hold:

(i) with probability 1 the spectrum �(�) of the operator � (or �(�)) is
nonrandom, i.e., there exists a closed set � � R such that with probability 1
�(�) = � (or �(�) = �); in addition, if �0 is the spectrum of the operator
�0 (or �0) then the following representation is true

� =
[

�1�t��2

(1 + gt)�0 (12)

(ii) if we use the notations of Proposition 1 and introduce gj by the equality

�
(0)
j (1 + gj�2) = �

(0)
j+1(1 + gj�1); 1 � j � J � 1 (13)

then for any 0 � g < gj the spectrum � has a nonempty gap

]�j; �j+1[; �j = �
(0)
j (1 + g�2) < �j+1 = �

(0)
j+1(1 + g�1) (14)

where �j ; �j+1 2 �. This gap is associated naturally with the gap ]�(0)j ; �
(0)
j+1[

in the spectrum of the unperturbed periodic operator.

In other words, Theorem 1 tells that the spectrum of the random operator
is nonrandom and has a band structure. Moreover, taking the coe�cient g
small enough we can open up any gap in the spectrum which is associated
with the unperturbed periodic operator.
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Another object which we shall need to study, in order to establish expo-
nential localization, is the integrated density of states N(d�) associated with
the random operators � and �. More precisely, we will need a Wegner-type
estimate for its density N(d�)=d�.

Some notation. We write

V x =
Y

1�j�d

V
xj
j ; x = (x1; : : : ; xd); x 2 Z

d (15)

We will denote by e�;x; x 2 Zd; � = 1; 2; : : : ;D the standard basis in the
space l2(Zd;CD), i.e., e�;x(�; x) = 1 and e�;x(�; y) = 0 if � 6= � or y 6= x. If
D = 1 we omit �. Given an operator A in the Hilbert space l2(Zd;CD) and
O � Zd, we denote by AO the operator on l2(O;CD) given by the restriction
of A to O with Dirichlet boundary conditions, i.e., with matrix elements
AO((�; x); (�; y)) = A((�; x); (�; y)) for all x; y 2 O and �; � = 1; 2; : : : ;D.
We shall write jOj for the number of elements in O and jxj1 = max1�j�d jxjj.
In addition, we write

Os = fx 2 Zd; dist(x;O) � 2sg (16)

Notice that jOsj � (4s+ 1)djOj.
We have the following general result:

Theorem 2 (Wegner-type estimate) Let B0 be a nonnegative operator
of �nite rank r in the Hilbert space l2(Zd;CD), with (B0e�;x; e�;y) = 0 unless
we have jxj1; jyj1 � s for a given s <1 , and let Bx = V xB0V

�x; x 2 Zd.
Let A be the operator on l2(Zd;CD) de�ned by

A =
X
x2Zd

txBx (17)

on functions with �nite support in Zd, where the tx; x 2 Zd are nonnega-
tive random variables forming a real-valued metrically transitive �eld on Zd

(see[16]; for instance, they can be independent and identically distributed),
such that

Eft20g <1 (18)

and the conditional probabilities px(dt) = px(dt; �) = Pftx 2 dtjty; y 6= xg
satisfy
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px(dt) � K(t)dt for any x 2 Zd (19)

for some nonnegative measurable function K(t) on (0;1), with

K = sup
0<t<1

tK(t) <1 (20)

Then A is a nonnegative, essentially self-adjoint operator with probability 1
and, if E(A; d�) is its resolution of identity, i.e., A =

R
�2R �E(A; d�), and

N(A; d�) = EfD�1
X

1���D

(E(A; d�)e�;0; e�;0)g (21)

its integrated density of states, the density of states is estimated as follows:

N(A; d�)

d�
�
rCT

�
; � > 0 (22)

Moreover, for all �nite O � Zd and 0 < � < � we have

Pfdist (�; �(AO)) � �g �
2�rCT jOsj

�� �
(23)

In particular, if Assumption 1 is ful�lled then the operators � and � are of
the form (17) with r = 3; s = 1 and r = d; s = 1, respectively, so (22) and
(23) hold for these operators.

The main result of this paper is the following:

Theorem 3 (localization) Suppose the hypotheses of Theorem 1 are sat-
is�ed and let us hold the notations of that theorem. Assume that for a given
j; 1 � j � J � 1 the constant g satis�es the inequality 0 � g < gj. Let us
pick numbers �� such that �1 < �� < 0 < �+ < �2: Then there exists ~p+ > 0
(or respectively ~p� > 0) such that if

p+ = Pf�(x) 2 [�+; �2]g < ~p+ (p� = Pf�(x) 2 [�1; ��]g < ~p�) (24)

we can �nd �+ > 0 (�� > 0) such that the interval I+j (I�j ) de�ned by

I+j =]�j � �+; �j [ (I�j =]�j+1; �j+1 + ��[) (25)
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belongs to the nonrandom spectrum � and with probability 1 the spectrum of
� (or �) on this interval is purely pure point and the corresponding eigen-
functions decay exponentially at in�nity. Moreover,

lim
p+!0

�+ = g(�2 � �+)�
(0)
j ( lim

p
�

!0
�� = g(�� � �2)�

(0)
j+1) (26)

We also prove a somewhat di�erent version of Theorem 3 based on dif-
ferent assumptions imposed on the random �eld �.

Theorem 4 (localization) Suppose the hypotheses of Theorem 1 are sat-
is�ed and let us hold the notations of that theorem. Assume that for a given
j; 1 � j � J � 1 the constant g satis�es the inequality 0 � g < gj . Suppose
that for all � > 0

Pf�2 � �(x) � �g � C�� (Pf�(x) � �1 � �g � C��) (27)

for some C <1 and � > d. Then there exists �+ > 0 (�� > 0) such that the
interval I+j (I�j ) de�ned by

I+j =]�j � �+; �j [ (I�j =]�j+1; �j+1 + ��[) (28)

belongs to the nonrandom spectrum � and with probability 1 the spectrum of
� (or �) on this interval is purely pure point and the corresponding eigen-
functions decay exponentially at in�nity.

The proofs of Theorems 3 and 4 are similar to the analogous results for
the Schr�odinger operators with diagonal disorder in [11]; in particular, it
employs the multiscale analysis methods from [12] and [13].

3 Proof of Theorems 1 and 2, and Auxiliary

Statements

In this section we investigate the location of the spectrum of the operator
� and �. Many statements we shall consider are formulated and proved
in a uniform way for both operators � and �. For this reason we will use
the symbol A to denote either of them. In addition to that, whenever we
shall need to emphasize that A depends on  we write A(). In order to
simplify the notations we introduce also the periodic operator a = A(0)
which corresponds to either �0 or �0.
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3.1 Location of the Spectrum

Some statements we prove here are based on the results established in [11].
So we describe �rst some concepts introduced in [11] applying them to the
operators a and A which act in Hilbert space l2(Zd;CD), where for the op-
erator � : d = 3;D = 3, and for the operator � : D = 1. The operator A is
local and bounded [11].

De�nition 1 Let u; v 2 Nd. If v = nu for some n 2 Nd we will write u � v.
If in addition all the coordinates of n are strictly greater than 1, we will write
u � v.

De�nition 2 For u 2 Nd we de�ne a parallelepiped Cu = f0; : : : ; u1� 1g �
: : :� f0; : : : ; ud � 1g � Zd. We will write Cu � Cv or Cu � Cv if u � v or
u � v respectively.

Following[11], we introduce for the operator a and any Cu � Cq the �nite
matrix

�
aCu((�; x); (�; y)) =

P
n2Zd

�
aCu((�; x); (�; y+ nu)); (29)

x; y 2 Cu; �; � = 1; : : : ;D

Applying Theorem 4 from [11] to the operators A(�) we obtain the fol-
lowing statement.

Lemma 1 Let �(x); x 2 Z
d be a u-periodic positive real-valued function.

Suppose that Cn; n = 1; 2; : : : is a sequence of parallelepipeds such that Cu �
Cn � Cn+1; n � 1. Then

�[
�

ACn(�)] � �[
�

ACn+1(�)] (30)

�[A(�)] =
[
n�1

�

ACn(�); �[
�

ACn(�)] � �[A(�)] (31)

We shall also need the following form of Weyl's criterion [17]. .
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Lemma 2 (distance to the spectrum) . Let H be a separable Hilbert
space (in particular �nite dimensional space) and A be a self-adjoint operator
in H. Then if �(A) is the spectrum of A and � is a real number then

dist f�(A); �g = min
 2H;k k=1

= k(A� �) k (32)

Lemma 3 Suppose that Cn; n = 1; 2; : : : is a sequence of parallelepipeds such
that Cq � Cn � Cn+1; n � 1. Let Pq be the set of real-valued functions
�(x) on the lattice, each such function being u-periodic for some u � q and
satisfying �1 � �(x) � �2. Then there exists a nonrandom set � � R such
that with probability 1 �[A()] = � and the following representation is true:

� =
[
�2Pq

�[A((1 + g�)0)] =
[

n�1;�2Pq

�[
�

ACn((1 + g�)0)] (33)

Proof. We notice that the random operator A, i. e. any of the operators
� and �, is metrically transitive and, therefore, there exists a nonrandom set
� � R such that with probability 1 �[A()] = � [16]. In other words, if 
 is
the underlying probability space, there exists 
1 � 
 with P(
1) = 1, such
that

�[A(!)] = � for all ! 2 
1 (34)

Then from Lemma 1 we obviously have

[
�2Pq

�[Af(1 + g�)0g] =
[

n�1;�2Pq

�[
�

ACn((1 + g�)0)] (35)

Let us pick any positive " and an ! for which (34) is true. Assume that
� 2 �. Then in view of Lemma 2 there exist a natural m and a vector  in
the Hilbert space such that k k = 1 and

k(A(!)� �) (x)k � ";  (x) = 0; x =2 Cm (36)

We may impose in (36) the extra constraints  (x) = 0; x =2 Cm on the vector
 since the operator A is local and bounded. Then for any n > m

A(!) (x) =
�

ACn(!) (x); x 2 Cn (37)
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and, therefore, treating  as �nite dimensional vector in the range of the

action of the �nite matrix
�

ACn(!) we obtain

k(
�

ACn(!)� �) (x)k � " (38)

Since " is an arbitrary positive number the last inequality clearly implies that

� 2
[

n�1;�2Pq

�[
�

ACn((1 + g�)0)] (39)

and consequently

� �
[

n�1;�2Pq

�[
�

ACn((1 + g�)0)] (40)

To prove the opposite inclusion, let us pick again a positive " and a u-periodic
� 2 Pq. Then we suppose that � 2 �[Af(1 + g�)0g]. Since the operator A
is local and bounded we can apply again Lemma 2 and state that there exist
a vector  ; k k = 1 such that

k(A((1 + g�)0)� �) (x)k � ";  (x) = 0; x =2 Cm (41)

Now we notice that in view of Assumption 2 for any positive � there exist a
set 
�;P(
�) = 1 such that

8�;8! 2 
� : 9a = a(�; !) � u : max
x2Cm+a

j�!(x)� �(x)j � � (42)

Besides, if we denote  a(x) =  (x � a) then since � is u-periodic we have
from (41)

8a � u : k(A((1 + g�)0) � �) a(x)k � " (43)

Clearly, if we pick � small enough then 8! 2 
� : 9a � u :

8! 2 
� : 9a = a("; !) � u : k(A(!)� �) a(x)k � 2" (44)

From this we immediately obtain

� � �[A((1 + g�)0)]; � 2 Pq (45)

and consequently
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� �
[
�2Pq

�[Af(1 + g�)0g] (46)

Thus, (35),(40) and (46) imply the desired relations (33) that complete the
proof of the lemma. 2

Let us introduce for a pair of real numbers �1 � �2 the following notation

�(�1; �2) =
[

�1�t��2

(1 + gt)�0; �0 = �[A(0)] (47)

Now we can prove the following representation for the spectrum of a
periodic operator.

Lemma 4 Suppose that � is a u-periodic function, u � q and �1 � �1 �
�(x) � �2 � �2. Then if C � Cu the following is true

�[
�

AC((1 + g�)0))] �
[

�1�t��2

(1 + tg)�[
�

AC(0)] � �(�1; �2) (48)

In addition to that with probability 1

�[A()] � �(�1; �2) (49)

Proof. The proof of the lemma is based on the min-max principle (see
[18]) formulated below. 2

Proposition 2 (min-max principle) . Let A � B be two self-adjoint N�
N-matrices and let �n(A); �n(B); 1 � n � N be the respective eigenvalues
listed in nondecreasing order. Then

�n(A) � �n(B); 1 � n � N (50)

Let us notice now that

�

AC((1 + gt1)0) �
�

AC((1 + gt2)0); t1 � t2 (51)

�

AC((1 + g�1)0) �
�

AC((1 + g�)0) �
�

AC((1 + g�2)0) (52)

From these inequalities and min-max principle we have
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�n[
�
AC((1 + g�1)0)] � �n[

�
AC((1 + g�)0)] �

�n[
�

AC((1 + g�2)0)]; 1 � n � N (53)

Besides, for any n �n[
�

AC((1 + gt)0)]; �1 � t � �2 is a continuous function
of t in view of the following inequality

j�n[
�

AC((1 + gt1)0)]� �n[
�

AC((1 + gt2)0)]j � k
�

AC(g(t2 � t1)0)k (54)

that, in turn, is an elementary consequence of the min-max principle. From
this continuity and the inequalities (53) we easily get

�n[
�

AC((1 + g�)0))] 2
[

�1�t��2

�n[
�

AC((1 + gt)0)]; 1 � n � N (55)

Now the last inclusion evidently implies the �rst inclusion in (48) whereas
the second inclusion follows from the �rst one, (30) and (31). The inclusion
(49) follows immediately from (31) and Lemma 3. This completes the proof
of the lemma. 2

Proof of Theorem 1. Let us notice �rst that since for any positive constant
t : �1 � t � �2 we evidently have �(x) � t 2 Pq, Lemma 3 and (47) imply
that

� � �(�1; �2) (56)

The last equation along with the relationships (49) and (47) immediately
imply the equality (12). As to the equalities (13) and (14) they are easily
derived from the following elementary general statement.

Proposition 3 Let A and B are bounded self-adjoint operators in a Hilbert
space. Then

�(A) �
[

�1�t�1

(�(A) + tkBk) (57)

This completes the proof of Theorem 1. 2
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3.2 Exponential Estimates for the Resolvent

In order to apply later on the multiscale analysis of [12], we need exponential
estimates for the resolvent of the operator A. We will do this by modifying
and adjusting the Combes-Thomas argument to the operator A. Let us
consider now the relevant resolvents. Given a self-adjoint operator A in
either l2(Zd) or l2(Z3;C3) and � =2 �(A), we consider the resolvents

G(�; x; y) = (ey; (A� �)�1ex); x; y 2 Z
d (58)

or

G(�; �; x; �; y) = (e�;y; (A� �)�1e�;x);

�; � = 1; 2; 3; x; y 2 Zd ; (59)

respectively. We will often drop � and � in the notation of the resolvent for
briefness.

Lemma 5 Suppose that �(x) is a u-periodic function, with u � q, which
satis�es the inequalities �1 � �1 � �(x) � �2 � �2, and A = A((1 + g�)0).
Suppose also that dist f�; �(�1; �2)g = � > 0, where �(�1; �2) is de�ned by
(47). Then there exists a positive constant b = b(0; g; �1; �2) such that

jG(�; x; y)j � 2��1e�b�jx�yj; x; y 2 Zd (60)

where

jxj =
X

1�j�d

jxjj (61)

Besides the following identity is true

G(�; x+ u; y + u) = G(�; x; y); x; y 2 Zd (62)

Proof. For a 2 Cd (in the case of the operator � : d = 3) let Ma be the
operator of multiplication by the function Ma which is de�ned by

Ma(x) = e2�ia�x; x 2 Zd (63)

If we introduce an operator A(a) =MaAM
�1
a then we obviously have
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�(a) =
X

1�j�d

@
�(a)
j @

(a)
j  ;�(a)	 = r�(a)� (r(a) �	) (64)

Clearly, the last representation implies the existence of a constant K =
K(0; g; �1; �2) such that

kA�A
(a)k � Kjaj (65)

In view of (49) we have �(A) � �(�1; �2) which with the conditions of the
lemma implies immediately that kG(�)k � ��1. From this and the inequality
(65) introducing G(a; �) = (A(a) � �)�1 we easily obtain

kG(a; �)k � 2��1; jaj < �=(2K) (66)

Now we notice that

[G(a; �)](x; y) = G(�; x; y)expf2�ia � (x� y)g; x; y 2 Zd (67)

From this and the obvious inequality j[G(a; �)](x; y)j � kG(a; �)k we get the
inequality (60). The identity (62) follows from general statements in [11] for
periodic local operators. This completes the proof of the lemma. 2

Lemma 6 Suppose that the condition of Lemma 5 are satis�ed and that the
vectors u; v are such that q � u � v. Let us consider

�

GCv(�; x; y) = [(
�

ACv()� �)�1](x; y); x; y 2 Cv (68)

Then the following estimate is true

j
�

GCv(�; x; y)j � 2��1(1 + 2�(v; �))e�b�jx�yjv; x; y 2 Cv (69)

where

�(v; �) =
Y

1�j�d

�
1� e�b(�)jvj j

��1
; jx� yjv = min

n2Zd
jx� y � nvj (70)

Proof. The proof of the lemma is literally the same as the proof of the
analogous statement (Lemma 2.15) in [11]. 2
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3.3 Wegner-type Estimate for the Density of States

To use the methods from [12] we need a Wegner-type estimate for the density
of states of the operators � and �. We obtain this estimate by a modi�cation
of Wegner's estimates (see [16], Chapter II, problems 16-20).

Lemma 7 Let A;B and C are self-adjoint matrices of same �nite order and
E(A; d�) is the resolution of identity , i.e. A =

R
R � d�. Let n(A;�) be the

number of eigenvalues of A less than �. Let C be a nonnegative matrix of
the same order.Then

(i) for any �

jn(A;�)� n(B;�)j � rank fA�Bg (71)

(ii) for any continuously di�erentiable function f with compact support

�
@

@t

Z
n(A+ tC; �)f(�)d� = Tr fC f(A+ tC)g (72)

Proof. The proof of (71) can be found, for instance, in [16]. Let us denote
by �s(t) and es(t) respectively the sets of eigenvalues and corresponding
normalized eigenfunctions of self-adjoint matrices A(t) = A + tC. It is well
known that

�0s = (A0es; es) = (Ces; es) (73)

Thus, if we introduce the Heaviside function �(�), i.e., �(�) = 1 for � � 0
and �(�) = 0 for � < 0, we can write

n(A+ tC; �) =
X
s

�(�� �s) (74)

Since the derivative of � is the Dirac �-function we obtain

�
@

@t

Z
n(A+ tC; �)f(�)d� =

Z X
s

�0s�(�� �s)f(�)d� =
X
s

�0sf(�s) (75)

Using (73) we get
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�
@

@t

Z
n(A+ tC; �)f(�)d� =

X
s

(Ces; es)f(�s) =

X
s

(Cf(�s)es; es) =
X
s

(Cf(A+ tC)es; es)Tr fC f(A+ tC)g (76)

This completes the proof of the (72) and the lemma. 2

Lemma 8 Let Bs; s = 1; : : : ;m be nonnegative matrices of the same �nite
order and let max1�s�m rank fBsg = r. Let ts; s = 1; : : : ;m be nonnegative
random variables such that the conditional probability distributions ps(dt) =
Pfts 2 dtjtk; k 6= sg have densities satisfying conditions (19) and (20). Let

A =
X

1�s�m

tsBs : (77)

Then the measure

�n(A; d�) = Efn(A; d�)g (78)

is supported on the positive semi-axis and has a density such that

�n(A; d�)

d�
�
mrK

�
; � � 0 (79)

Proof. Let f be a nonnegative continuously di�erentiable function with
compact support. Applying the identity (72) to the matrix A we obtain

�
@

@ts

Z
n(A;�)f(�)d� = Tr fBs f(A)g; s = 1; : : : ;m (80)

Multiplying the last equalities by ts, respectively, and summing up over s we
get

�
X

1�s�m

ts
@

@ts

Z
n(A;�)f(�)d� = Tr fA f(A)g (81)

Now we notice that for any � the function n(A;�) is a decreasing function
of each argument ts since the operators Bs are nonnegative. Therefore, the
derivatives in the left side of the equation (81) are nonnegative. Taking
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in account this observation along with the inequalities (19), we take the
expectation of both sides of the equality (81) and get

Z
�f(�)�n(A; d�) �

X
1�s�m

Z
Ps(dt̂s)

Z
dtsK(ts) ts

@

@ts

Z
�n(A;�)f(�)d� =

X
1�s�m

Z
Ps(dt̂s) lim

T!1

Z T

0
dtsK(ts) ts

@

@ts

Z
�n(A;�)f(�)d� �

K
X

1�s�m

Z
Ps(dt̂s) lim

T!1

Z
[n(A jts=0; �)� n(A jts=T ; �)]f(�)d� �

Kr
X

1�s�m

Z
Ps(dt̂s)

Z
f(�)d� = Krm

Z
f(�)d� (82)

where Ps(dt̂s) is the joint distribution of all variables t except for ts, since

0 � n(A jts=0; �) � n(A jts=T ; �) � r (83)

by (71). To get the last inequality in (82) we used (20). This completes the
proof of the lemma. 2

Proof of Theorem 2. Let C be a cube in Zd centered at the origin and let

AC =
X
x2C

txBx; NC(A; d�) = (DjCj)�1n(AC; d�) (84)

Using (18), it follows from [16](see Corollary 4.3 and Theorem 4.8) that
A is a metrically transitive, essentially self-adjoint operator with probability
1 and

N(A; d�) = lim
C!Zd

EfNC(A; d�)g (85)

where the convergence is understood as the weak convergence of measures on
R. Now we notice that all operators Bx, being unitary equivalent, are of the
same rank r. Now combining (85) and (79) we obtain the desired inequality
(22).

To prove (23), let us notice that

19



AO =
X
x2Os

tx(Bx)O (86)

Moreover, (Bx)O is again a nonnegative matrix with rank � r. Thus (23)
follows from (79) by the usual argument based on Chebychev's inequality:

Pfdist (�; �(AO)) � �g � Pf
Z
[���;�+�]

n(AO; d�
0) � 1g

�
Z
[���;�+�]

�n(AO; d�
0) (87)

If Assumption 1 is satis�ed, then clearly the variables x; x 2 Zd form a
metrically transitive �eld. On other hand, if we denote by �0 the orthogonal
projection operator acting in l2(Z3;C3) (or l2(Zd) ) as follows

�0	 =
X

1���3

(	; e�;0)e�;0; (or �0 = ( ; e0)e0) (88)

and de�ne

B0	 = r� � �0 (r�	)(or B0 = �
X

1�j�d

@�j �0 @j ) (89)

then, if we set tx = x, it is easy to see that the operators � and � are of
the form (17) and therefore (22) and (23) hold for these operators. This
completes the proof of the theorem. 2

4 Proof of Theorems 3 and 4

Theorems 3 and 4 are proved similarly to Theorems 3 and 3' in [11]. The
control of the Green's functions in the singular regions is given by (23). To
establish the initial probabilistic estimate for the multiscale analysis we use
(69).
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