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CLASSIFICATION OF ATOMIC
FACIALLY SYMMETRIC SPACES

YAAKOV FRIEDMAN AND BERNARD RUSSO

ABSTRACT A Banach space satisfying some physically significant geometric prop-
erties 1s shown to be the predual of a JBW*-triple If one considers the unit ball of
this Banach space as the state space of a physical system, the result shows that the set
of observables 1s equipped with a natural ternary algebraic structure This provides a
spectral theory and other tools for studying the quantum mechanical measuring process

Facially symmetric spaces were introduced in [12] and studied in [15]. In this paper we
obtain the complete structure of atomic facially symmetric spaces. We have thus solved
the problem posed in [12] by showing that atomic neutral strongly facially symmetric
spaces are preduals of atomic JBW*-triples. We show, more precisely, that an irreducible
neutral strongly facially symmetric space is linearly isometric to the predual of one of
the Cartan factors of types 1 to 6, provided that it satisfies some natural and physically
significant axioms, four in number, which are known to hold in the preduals of all JBW*-
triples. As was done in [4] to study the state spaces of Jordan algebras, we shall refer to
our axioms as the pure state properties, abbreviated PSP. Since we can regard the entire
unit ball of a facially symmetric space as the “state space” of a physical system, cf. [12,
Introduction], we have given a geometric characterization of such state spaces.

The project of classifying facially symmetric spaces was started in [16], where, using
two of the PSP’s, denoted by STP and FE, geometric characterizations of complex
Hilbert spaces and complex spin factors were given. The former is precisely a rank 1
JBW*-triple and a special case of a Cartan factor of type 1, and the latter is the Cartan
factor of type 4 and a special case of a JBW*-triple of rank 2. For a description of all of
the Cartan factors, see [8, pp. 292-3].

In §1 we recall some basic facts about facially symmetric spaces and prove a few
general results which are needed later. In order to find a geometric characterization of
the Cartan factor of type 3, it was necessary to add the third PSP, denoted by ERP. With
only this additional axiom, we are able to characterize the Cartan factor of type 3 among
atomic facially symmetric spaces. This property is introduced and studied in §1 and used
in §2 to develop some important properties of the geometric Peirce 1-space of a minimal
geometric tripotent. Of special importance is a dichotomy property called the “two case
lemma”. We give a detailed description of each of the cases occuring in the dichotomy
property and use them to prove some hereditary properties of the 1-space.
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After proving the characterization theorem for the Cartan factor of type 3 in §3, in
§4 we provide some tools for obtaining geometric characterizations of the remaining
Cartan factors, i.e., those of types 1, 2, 5, and 6. We introduce the fourth axiom JP and
use it to obtain further properties of the geometric Peirce 1-space of a minimal geometric
tripotent. The classification scheme developed in §4 is very similar in spirit to the one
in [8], being based in part on a reduction to previous cases by using the properties of
the geometric Peirce 1-space prepared in §2. Indeed, the main technical result of §4 is
the fact that the pure state properties STP and ERP are inherited by the geometric Peirce
1-space of a minimal geometric tripotent (Corollary 4.12). The difficulty in the proof of
this fact arises from the non-neutrality of the geometric Peirce 1-projection. The fact that
this space is atomic and satisfies FE is less troublesome and is proved in §2.

Also in this section, we define the basic building blocks for facially symmetric spaces,
namely the geometric quadrangles, which are used in the characterizations of the Cartan
factors of types 1, 2, 5, 6. A helpful feature of the classification from this point on is
that we deal only with so-called ortho-colinear (geometric) grids. Thus the technically
difficult case of a governing geometric tripotent which occurs in §3 is not present in the
rest of the classification. We introduce an invariant of a facially symmetric space which
we call the spin degree and show that this invariant is either infinite, or one of the integers
3,4,6,8, 10.

In §5 (resp.§6) we show that if Z is a neutral SFS space of spin degree 4 (resp. spin
degree 6) which satisfies the four PSP’s, then Z has an L-summand which is linearly
isometric to the predual of a Cartan factor of type 1 (resp. type 2). In §7 we show that
if Z is a neutral SFS space of spin degree 8 (resp. spin degree 10), which satisfies the
above axioms, then Z has an L-summand which is linearly isometric to the predual of
a Cartan factor of type 5 (resp. type 6). Finally, in §8 our main result is stated and we
indicate how its proof follows simply from results in the earlier sections. We also include
a discussion of which of the PSP’s we believe are essential and we discuss some areas
for further investigation.

The complex and real fields are denoted by C and R respectively. The unit circle is
denoted by T. We use Rz for the real part of the complex number z.

1. Preliminaries: extreme rays property. In this section we shall recall some
basic facts and notation about facially symmetric spaces from [15] and prove one new
result which supplements those in [15]. We then introduce the axiom ERP and use it
to establish an important property concerning the least upper bound of two minimal
geometric tripotents.

Let Z be a complex normed space. Elements f, g € Z are orthogonal, notationf ¢ g, if
If+gll = Ilf —gll = If|| +|Igl|- A norm exposed face of the unit ball Z; of Z is a non-empty
set (necessarily # Z;) of the form F, = {f € Z; : f(x) = 1}, where x € Z*, ||x|| = 1.
Recall that a face G of a convex set K is a non-empty convex subset of K such that if
g € G and h,k € K satisfy g = M+ (1 — M)k for some A € (0, 1), then h, k € G. An
element u € Z* is called a projective unit if ||u| = 1 and (u, F) = 0. Here, for any subset
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S, S° denotes the set of all elements orthogonal to each element of S. ¥ and U denote the
collections of norm exposed faces of Z; and projective units in Z*, respectively.

Motivated by measuring processes in quantum mechanics, we define a symmetric face
to be a norm exposed face F in Z; with the following property: there is a linear isometry
Sr of Z onto Z, with S2 = I (we call such maps symmetries), such that the fixed point
set of Sy is (SpF) & F° (topological direct sum). A complex normed space Z is said to
be weakly facially symmetric (WES) if every norm exposed face in Z; is symmetric.
For each symmetric face F we define contractive projections Py(F), k = 0,1,2 on Z as
follows. First P;(F) = (I — Sg)/2 is the projection on the —1 eigenspace of Sr. Next
we define P,(F) and Py(F) as the projections of Z onto SpF and F° respectively, so that
Py(F)+Py(F) = (I+SF)/2. These projections were called generalized Peirce projections
in [12] and [15]. A generalized tripotent is a projective unit 4 € U with the property that
F :=F, is a symmetric face and Syu = u for some choice of symmetry Sr corresponding
to F. In [16] and this paper we call such u geometric tripotents, and the projections
Py (F,) will be called geometric Peirce projections.

GT and S¥ denote the collections of geometric tripotents and symmetric faces respec-
tively, and the map G7 > u — F, € S¥ is a bijection [15, Proposition 1.6]. For each
geometric tripotent « in the dual of a WFS space Z, we shall denote the geometric Peirce
projections by Py(u) = Py(F,), k=0, 1,2. Alsowe let U := Z*, Z;(u) = Zy(F,) := Py(w)Z
and Up(u) = Ur(F,) := P(u)*(U), so that we have the geometric Peirce decompositions
Z = ZH(u) + Zy(u) + Zy(u) and U = U,(u) + Uy(u) + Up(u). A symmetry corresponding
to the symmetric face F, will sometimes be denoted by S,,. Elements a and b of U are
orthogonal if one of them belongs to U,(u) and the other to Uy(u) for some geometric
tripotent u. Two geometric tripotents u and v are said to be compatible if their associated
geometric Peirce projections commute, i.e., [Py(u), Pj(v)] = 0 for k, j € {0, 1,2}. For
each G € 7, v denotes the unique geometric tripotent with F,, = G.

A contractive projection Q on a normed space X is said to be neutral if for each
€ € X, ||Q€|l = ||€]| implies Q€ = €. A normed space Z is neutral if for every symmetric
face F, the projection P,(F) corresponding to some choice of symmetry S, is neutral.

The following proposition is a consequence of neutrality and the uniqueness of Hahn-
Banach extensions from certain geometric Peirce subspaces.

PROPOSITION 1.1. If T is a linear isometry of a neutral WFS space Z onto Z, then for
each projective unit u,
TS, T ' =Sy,

Also T(Z(w)) = Z(T*'u) for k = 0, 1,2 and
(1) (T Y S,T" = Spr,,

PROOF. Letu' := T*~'u. From [12, Lemma 2.4], i is a projective unitand TF, = F,.
Therefore T(Zg(u)) = T(SpF,) = SpI(F,) = Za(«’). Obviously, F, D (spF,)°. By [15,
Proposition 1.1], F, C (5pF,)°, and thus Zo(u) = Zy(u)°. Hence T(Zo(w)) = (TZ(w))” =
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(Zz(u' ))o = Zo(u'), and thus for k = 0 and 2, TP, (u)T~" is a contractive projection with
range Z;(u').

For k = 0 or 2, the projections R := TP;(u)T~' and Q := P(u') have the same range
and are both neutral. In order to apply [15, Lemma 2.2] to conclude R = Q, we must
show that R*(U) = Q*(U). Since T*vg = vr-1, and T(Z(w)) = Z(u'), we have, by
[15, Theorem 2.3], Q*(U) = 5p" {vi : H C Zy(u')} = 5p" {vG : T"'G C Z«(w)}. Thus
T*Q*(U) =5p* {T*vg : T7'G C Zu(w)} = 59" {vu : H C Zu(w)} = Up(w) = P(w)* (V).
Hence Q*(U) = T ' P(U)*(U) = T*~ ' Pi(uw)*T*(U) = R*(U).

We now have, from [15, Lemma 2.2], that TP, (u)T~' = Py(u') for k = 0 and 2,
and since Py(u') + Py(u') + Po(u') = I, we have TPi(u)T~' = Py(u'). Finally, S, =
Py(u') — Py(u') + Py(u') = TS, T, which implies (1). ™

If Y is a closed subspace of a normed space Z, the collections of norm exposed
faces and symmetric faces in Y}, will be denoted by ¥y and Sy respectively. Similarly
for Uy, GTy. Recall that if Y is a closed subspace of a normed space Z, and if K is a
norm exposed face of the unit ball of Y, then K = F, N Y for some x € Z*. Moreover,
by [15, Theorem 3.6], if Z is neutral and WFS and if K is a symmetric face, then the
geometric Peirce projections associated with K are the restrictions of the geometric Peirce
projections associated with F; (cf. [15, Theorem 3.6]). We also have GT zw = GTNUk(u)
(cf. [16, Proposition 2.1]).

A WFS space Z is strongly facially symmetric (SFS) if for every norm exposed face
FinZ; and every y € Z* with ||y|| = 1 and F C F, we have Sty = y, where S denotes a
symmetry associated with F. Let Z be a strongly facially symmetric space and suppose
thatu,v € g7, If F, C F,, we write u < v (See [15, Definition 2, Lemma 4.2]).

The principal examples of neutral strongly facially symmetric spaces are preduals
of JBW*-triples, in particular, the preduals of von Neumann algebras, cf. [14]. In these
cases, as shown in [14], geometric tripotents correspond to tripotents in a JBW*-triple
and partial isometries in a von Neumann algebra.

In a neutral strongly facially symmetric space Z, every non-zero element has a polar
decomposition [15, Theorem 4.3]: for 0 # f € Z there exists a unique geometric tripotent
v = v(f) with f(v) = ||f]| and (v, {£}°) = 0.

The following lemma will be needed in §4 and in §8. It holds more generally, with the
same proof, for the intersection of the geometric Peirce spaces of any family of mutually
compatible geometric tripotents (cf. Proposition 4.11 below).

LEMMA 1.2. Let {vy} be a family of geometric tripotents in a neutral SFS space Z
satisfying vo € Uy(vg) for all a # 8. Then (o Z1(va) is a neutral SFS space.

PROOF. Since the infinite product of commuting contractive projections is a con-
tractive projection with range the intersection of the ranges of the family, the subspace
Y := g Z1(ve) is the range of a contractive projection Q.

Let K be a norm exposed face in the unit ball Y; of Y, and write K = F, N Y for some
x € N U1(va) (¥ Q7(U)) with |[x]| = 1. By [15, Theorem 2.5], the geometric tripotent
w with F,, = F, belongs to (), U1(vs) and therefore, by [15, Theorem 3.3], as in the
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proof of [15, Theorem 3.6 and Proposition 4.1], O commutes with the symmetry S . It
follows that Y is a neutral SFS space. [

The following property is needed in the characterization of Cartan factors of type 3,
which will be proved in §3. We use the notation ext K for the set of extreme points of the
convex set K.

DEFINITION 1.3. A neutral SFS space Z is said to satisfy the “extreme rays property”
(ERP) if forevery u € GT and every f € extZ,, it follows that P,(u)f is a scalar multiple
of some element in ext Z;. We also say that P,(u) preserves extreme rays.

REMARK 1.4. Itfollowsexactly as in [15, Lemma 2.1] that if P,(u) preserves extreme
rays for every geometric tripotent u, then so does Py(u). Indeed, if f € extZ;, and
g = Po(u)f, then v(g) € Up(u), and by [15, Corollary 3.4(a)], Po(u)f = P; (v(g))Pg(u)f =
P, (v(g))f is a multiple of an extreme point.

If Z is the predual of a JBW*-triple, then it is known ([ 11, Proposition 7]) that Zsatisfies
ERP. Moreover, for each tripotent u, and k = 0 or 2, P;(«)* maps a minimal tripotent to a
multiple of a minimal tripotent [11, Proposition 6]. The following proposition establishes
this property in atomic facially symmetric spaces, and will be used in Proposition 3.7.

Recall that M denotes the collection of all minimal geometric tripotents in U, i.e.,
M = {v € GT : Zy(v) is one dimensional}, and that the conjugage linear mapping
and the symmetric sesquilinear form (- | -) are defined in [16, Proposition 2.9]. Also, for
definitions of the PSP’s STP and PE and the property “atomic”, see [16, Definitions 2.5,
2.6, 2.8].

PROPOSITION 1.5. In an atomic neutral SFS space Z satisfying PE, STP and ERP, for
each geometric tripotent u € GT, and for k = 0 or 2, Py(u)* maps a minimal geometric
tripotent to a multiple of a minimal geometric tripotent.

PROOF. We show first that for every pair of extreme points f, g of Z,
0) (Pu()f  W(8)) = (Pu(w)g. v(P)-
To prove (2), we first show that
3) TP(u) = Py(u) Py (u).

By atomicity, it suffices to check (3) on an extreme point f of Z;. By ERP, P (u)f = A\h
for some A € C and extreme point 4. Since n(h) = v(h) € Ui(u), we have 7P (u)f =
Av(h) = Pr(u)*(\h) = Pr(u)*mPi(w)f, proving (3).

We can now prove (2):

(Pe(w)f,(8)) = (Pc(u)f | g) = (g, TPr(u)f) = (P(u)g, TPr(u)f)
= (Pu(w)f, TP (u)g) = (f, nPr(u)g) = (Pr(u)g, 7(f)).
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We shall show that (2) implies that for every extreme point g and every v € M

4) (Pr(w)*v, g) = (TPe(w)m™ ' (v), g).

Then, since Z is atomic, we will have Py(u)*v = 7Py(u)m~'(v) and by ERP and [16,
Proposition 2.9], P;(u)*v will be a scalar multiple of an element of M.

To prove (4), note first that its left side is equal to (v, P;(u)g), whereas its right side,
with Pp(u)m~'(v) = Mk (A € C, k € extZ;) equals (by STP and (2))

Mr(k), g) = (A, (8)) = (Prw)m=1(v), v(g)) = (Pr(u)g, v).

REMARK 1.6. The preceding proposition implies that the geometric Peirce projections
Py(u) (k =0, 1, 2) are self-adjoint operators with respect to the symmetric sesquilinear
form defined in [16, Proposition 2.9].

Recall ([15, Proposition 4.5]) that for a fixed geometric tripotent w, the collection of
all geometric tripotents u which satisfy u < w, i.e., F, C F, is a complete orthomodular
lattice.

PROPOSITION 1.7. Let Z be a neutral SFS space satisfying PE and ERP. Let f and
g be distinct elements of extZ, which belong to the same norm exposed face (so that
v(f) V v(g) exists). With v = v(f), we have

vVug)=v+V

for some minimal geometric tripotent v orthogonalto v. In other words, the smallest norm
exposed face containing f and g is of rank 2, i.e., of the form F\;, with v,V orthogonal
minimal geometric tripotents (cf. [16, Definition 3.1]).

This should be compared with [1, Theorem 12.1 and Property R ].

PROOF. If f ¢ g, then we may take ¥ = v(g). Now assume that f and g belong to the
norm exposed face F,, and are not orthogonal.
We first show that Py(v)g # 0. Otherwise, if Py(v)g = 0, then since w — v € Uy(v),

1=gw)=gv)+gw—v) =g,

which implies that g € F,, i.e. f = g, a contradiction. Thus Py(v)g # 0.

Set f := ||Py(v)g|| ' Po(v)g, so that ¥ := w(f) € Uy(v) and f is an extreme point of Z;
by Remark 1.4.

By [15, Theorem 4.3(d)], the contractiveness of P, + Py = (I+5,) / 2, and the formula
Py(w —v) = Pr(w — v)Py(v) ([15, Corollary 3.4]), we have

1=gw) = g(v+w—v) =g() +gw —v) = |Po(m)g|| +||P2(w — v)g]|
< [|P2)gll + [1Powgl| = (P20 + Pow)g < 1.
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Since 1 = (f,7) = ||Po(v)g|| " (Po(v)g, ), we have (g,7) = ||Po(v)g|| and hence
g +9) = [[P2(g| + [|[Po(v)g|| = 1 so that g € Fs.

Now let u := v(g). We shall show that u Vv =v+7.Since g € Fiu5, u < v+7v
and therefore u V v < v + 9. Suppose now that # < s and v < s for some geometric
tripotent s < w. We must show that v+7 < s. Since g € F and F, C Fj, by strong facial
symmetry, Sis = s and (S,g, s) = (g,s) = 1, i.e., S,g € F;. Now

Py(v)g Po(v)g I+,
Pl i + [Pov)gllim——r = ——g € Fi.
VP28l gl * VP08l g = 2 8 €5
By definition of face, f = ||Po(v)g|| ' Po(v)g € F; so that ¥ < s. Since f € F, v < s and
therefore v+ < s. =

2. Properties of the geometric Peirce 1-space of a minimal geometric tripotent.
In this section we introduce the fundamental geometric relations (other than orthogo-
nality) between geometric tripotents, namely colinearity and governing, and show that
any geometric tripotent in the geometric Peirce 1-space of a minimal geometric tripotent
must satisfy one of these relations. These relations among tripotents in Jordan triple sys-
tems are standard tools in the algebraic theory, ¢f. [20], [19], [8]. Additional information
about the facial structure is obtained in each case, and for the geometric Peirce 1-space
in general.

DEFINITION 2.1. Let Z be a WFS space, and let 4 and v be geometric tripotents. We
say that u governs v, if u € U;(v) and v € U,(u), notation u - v. We say that u and v are
colinear if u € Uy(v) and v € U;(u), notation uT v.

PROPOSITION 2.2 (TWO CASE LEMMA). Let Z be a neutral WFS space, let v be a
minimal geometric tripotent and let u be a geometric tripotent which lies in U;(v). Then
either v € Uy(u) orv € Uy(u), i.e. either u governs v, or u and v are colinear.

PROOE. By [15, Theorem 3.3], u and v are compatible. Hence, forj € {0, 1, 2},
P,()*v = P,(w)*P,(W)*v = Py(v)*"P,(w)*v = \v

with A, = 0 or 1 since P,(u) is a projection. If Ao were 1, we would have u ¢ v. Hence
Ao = 0. Since 0 = Pp(u)*P;(u)*v = A A\pv, exactly one of A or A; is zero. If \; = 0, then
v e Uyu).If A\, =0, thenv € U (u). =

COROLLARY 2.3. Let Z be a neutral WFS space and let v be a minimal geometric

tripotent. If u, it are orthogonal geometric tripotents in U,(v), then u and it are each
colinear with v.

PROOE. By the proposition, either u governs or is colinear with v. In the first case, by
[15, Corollary 3.4], U;(v) N Up(u) = {0}. But &2 € U,(v) N Up(u), a contradiction so that
u Tv. By symmetry, i is also colinear with v. [

We consider now the colinear case of Proposition 2.2. The conclusion F,, C Z;(v) of
the following proposition implies that S, = —/ on F),. Note that, for arbitrary geometric
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tripotents u and v, by [15, Theorem 2.5], u € U,;(v) implies only that S,(F,) = —F),
setwise. For the definition of FE, see [16, Definition 3.3].

PROPOSITION 2.4. Let Z be an atomic neutral SFS space which satisfies the properties
FE and ERP. Let u and v be geometric tripotents with u € U(v), and suppose that
Zy(uw) N Zy(v) = {0}. Then F, C Z;(v), and hence P(u)P\(v) = Py(u). The same
conclusion holds (with the same proof) if Z,(u) N Zy(v) = {0}. In particular, if v is
minimal in U, if uTv, and if u is minimal in U\(v), then u is minimal in U.

PROOF. Assume that F,, ¢ Z;(v). Since F, is the closed convex hull of its extreme
points ([16, Proposition 3.4]), there is an extreme point p of F, such that p € Z;(v).
Then, since by [15, Theorem 2.5], S,F, = —F,, 0 := —S,p € F, and since p € Z;(v),
o # p. By Proposition 1.7, Fy,)vyo) 18 a rank 2 face. Moreover, with u’ := v(p) V v(0),

P(Wp+Po(v)p=UT+8,)p/2=(p—0)/2 € Zr(u).

By compatibility of u and v, P>(v)p € Z»(u) so that P,(v)p = 0 and Py(v)p is a non-zero
member of Z,(u). By Remark 1.4, Po(v)p = uf, for some p > 0 and some extreme point
f of Z;. Note that f € ext(spg F.)1 and so by the Jordan decomposition for rank 2 faces
([16, Remark 3.13]),f(u') = £1, and (Po(W)p,u') = wf) =+p = (p(u’)—o(u’))/Z =0,
contradicting p > 0.

With F,, C Z;(v) proved, we have Z;(u) C Z;(v) and P>(u)P;(v) = P (v)P2(u) = P(u).

Finally, if v is minimal in U, and uTv, then v ¢ U, (1) so U,(v) N Uz(u) = spe{v}nN
Uy (u) = {0}. By the first statement, Py(u)P;(v) = P,(u) which implies that U,(u) =
U,(u) N U;(v) is one dimensional since it equals U, (u, Z;(v)), the geometric Peirce
2-space of u considered as a geometric tripotent of Z;(v). n

We next consider the governing case in Proposition 2.2. Unlike Proposition 2.4, we
must assume that v is minimal.

PROPOSITION 2.5. Let Z be an atomic neutral SFS space which satisfies FE and ERP.
Let v be a minimal geometric tripotent and let u be a geometric tripotent which governs
v. Then F, is a rank 2 face.

PROOF. Choose an extreme point ¢ € F, such that (¢,v) # 0. The element ¢
exists by [16, Proposition 3.4]), since v € U,(u) and U,(u) is the Banach space dual of
Zy(u) = SpcFy,. With S, the symmetry determined by v, since u € U;(v),

<Sv(<P)a M> = <<P~ S:M> =—1

so that ¢ := —S,(p) € extF,. Let u’ := v(¢) V v() so that ’ < uand o, € Zr(u').
We shall show that &’ = u, which completes the proof by Proposition 1.7.
Since v is minimal, with v = v(f) for some extreme point f,

(P VIf +Po(f)p = (Po(f) + Po(F)) o = U+ 8 [2 = (p — ) /2 € Zo(u),
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soby [15, Remark 3.2], f € Z,(u'). Therefore vo(u—u'), so that S* fixes u—u'. Fromu =

u'+(u—u") we have Py(u—u')u = u—u'. On the other hand, —u = Siu = Siu'+S;(u—u'),

Stu' € Ug(u—u') and S} (u—u') = u—u'. Therefore, Py(u — u')(—u) = u — u’ and hence
/

u=u'. .

The following definition is made for convenience of exposition. Let M,(C) (resp.
$,(C)) denote the JBW*-triple of all 2 by 2 complex matrices (resp. symmetric complex
matrices).

DEFINITION 2.6. We say that spe{v, u, v} is canonically isomorphic to S»(C) if
(i) v and ¥ are orthogonal minimal geometric tripotents;

(ii) u is a geometric tripotent governing each of v and ¥;

(iii) the correspondence v +— Ej, u+— Ejy + E|, V — Ej;, where

10 01 00 00
Ey 3=[00},E|22=[00],E212=[10},E221=[01]~,

extends linearly to an isometry of spe{v, u, v} onto S»(C);
(iv) (v+u+7)/2 is a minimal geometric tripotent of U.
Similarly, we say that spc{ui, it1, ua, 12} is canonically isomorphic to M,(C) if the
correspondence

10 L fory . roo] 00
Moo 2 oo™ o110}

extends linearly to an isometry of spC{m7 uy, iy, 172} onto M,(C) in such a way that
(U +up + ity +iip) / 2 is a minimal geometric tripotent of U.

If we apply the main result of [16] to a complex space Z(u), with u as in Propo-
sition 2.5, we obtain the following corollary, whose proof uses some facts from [8]
concerning spin factors. The last assertion in Corollary 2.7 will be needed in the proof
of Lemma 4.15.

COROLLARY 2.7. Let Z be a complex atomic neutral SFS space satisfying FE, STP,
and ERP. Let v be a minimal geometric tripotent and let u be a geometric tripotent which
governs v. Then Uy (u) is isometric to a complex spin factor and there exists a minimal
geometric tripotent vV € Uy(u) N Uy(v) governed by u such that Uy(u) = Up(v + V).
Moreover, V is uniquely determined by the property that spc{v,u,V} is canonically
isomorphic to S(C). Furthermore, if u = u; + i1y is the sum of two orthogonal minimal
geometric tripotents of U lying in U;(v), then V can be chosen in such a way that
spciv, u1, v, @y } is canonically isomorphic to Ma(C).

PROOF. By neutrality of P,(u), the properties atomic, FE, and STP are valid for Z; (u),
which is of type I; by the proposition and a neutral SFS space (by [15, Theorem 3.6
and Proposition 4.1]). Thus by [16, Theorem 4.16], U,(u) is isometric to a complex spin
factor.
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In a spin factor, every minimal tripotent has a one dimensional Peirce O-space of rank 1,
so the existence of a minimal v’ orthogonal to v with U(u) C Uy(v + V') follows. On the
other hand, since v+ v' € U,(u), we have by [15, Theorem 2.3] that Uy(v + V') C Ua(u).
Identifying U,(u) with a spin factor, by the joint Peirce decomposition in a JBW*-triple
cf. [8, Lemma 2.4], we have u € U,(v + V') = Uy (v) + Up(v') + U (v) N U (v') which
implies, since u € U;(v), thatu € U,(v'), i.e., u b v'.

Consider the Peirce 1-space V := U, (v, Uz(u)) = U(v) N Uy(u) of v in the spin factor
U, (u). From the properties of spin factors and spin grids developed in [8] (cf. Proposi-
tion 2.1 and Classification Scheme, Cases 2 and 3, page 305), we have the following.
The (geometric) tripotent u is minimal in V if and only if Ux(u) = sp{v, u,v'} = $,(C).
Otherwise, there exist orthogonal geometric tripotents u;,#; in V such that either
Uz(u) = sp{v,u,i1,v'} = M>(C) or V is a spin factor of dimension at least 3. In

the first case choose ¥ to be {uvu}. Then w := (u+v+7)/2, corresponding to [ 1/21/2 }

1/21/2
in' $,(C), is minimal in U,(u), and by neutrality, w is minimal in U. In the second case,
we define, as in the proof of [8, Proposition, p. 312], v' := —2{u v, }, to obtain an odd

quadrangle (v, uy, V', it1). Then, by the proof of [8, Proposition, p. 312], there is a spin
grid for Uy(u) containing {v, uy, v, i1 } (¢f: [8, Corollary, p. 313]). With respect to this
spin grid, the element

e v—v +u _ v—v +u +i

2 2
has determinant zero, so is minimal in U,(u) ({8, Proposition 3.3]). By neutrality, w is
minimal in U. Thus, ¥ := —v' does the job in this case. The existence of ¥ is now proved
in all cases.

If v" satisfies the same properties as does ¥, then v/ = Ay for some A\ € C since
1/21/2
1/2 X/2

Up(v) N Uy(u) is one-dimensional. It follows that [ } has determinant O in

S>(C). This proves uniqueness.

The last statement of the corollary follows from the fact that the members of any quad-
rangle in a spin factor span a four-dimensional space which is canonically isomorphic to
My (C). =

If Z is the predual of a JBW™-triple, then we have already remarked that Z is a neutral
SFS space which satisfies ERP. It also satisfies STP ([11, Lemma 2.2]) and FE ([10,
Theorem 4.4]). Moreover, if u is a tripotent, then the Peirce spaces Z;(u) (k =0, 1, 2) are
preduals of JBW*-triples and hence also satisfy these properties. If Z is the predual of an
atomic JBW*-triple, then so are Z;(u) (k =0, 1,2).

We next consider this situation in the setting of facially symmetric spaces. If Z is
a neutral SFS space, and u is a geometric tripotent, then the geometric Peirce spaces
Zy(u) (k = 0,1,2) are neutral SFS spaces by [15, Theorem 3.6 and Proposition 4.1].
Moreover, because of neutrality of P,(u) and Py(u), the spaces Z,(u) and Zy(u) inherit
separately each of the properties “atomic”, FE, STP, ERP from Z. We now show that,
in case v is minimal, the space Z;(v) inherits the first two of these properties. Later, in
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Corollary 4.12 we will show that, with the fourth PSP JP in force, STP and ERP also
hold in Z;(v).

LEMMA 2.8. Let v be a minimal geometric tripotent in an atomic complex neutral
SFES space Z satisfying FE, STP and ERP. Then Z,(v) is atomic and satisfies FE.

PROOF. We show first that FE holds in Z;(v). Let K be a proper norm closed face
in the unit ball of Z,(v). Since K is convex and contained in the unit sphere of Z;(v),
by a standard separation theorem there is an element x € Uj(v) with ||x|| = 1 and
K C F,. Since Z;(v) is WEFS, by [15, Proposition 1.6], there is u € GT 7, such that
FxNZi(v) = F, N Z(v). By [16, Proposition 2.1], u € GT N U;(v), and therefore by
Proposition 2.2, either u - vor uTv.

If u & v, then by Corollary 2.7, U,(u) is isometric with a spin factor and K C
F,.NZ(v) C Z,(u)NZ(v) = Z, (v, Zz(u)) (= the geometric Peirce 1-space of v considered
as a geometric tripotent of Z(«)). Under this isometry, K corresponds to a norm closed
face in the Peirce 1-space of a tripotent. Since FE holds in the predual of any JBW*-triple,
K is a norm exposed face in Z, (v, Zz(u)), i.e. K = F\y M Z;(v) N Zy(u) for some geometric
tripotent w € U,(u) N U (v). However, since, by [15, Theorem 2.3] F,, C Z>(u), we have
K = F,, N Z;(v), proving that K is a norm exposed face in Z; (v).

If uTv, by Proposition 2.4, F,, C Z;(v). In this case K is already a subset of F,, and
hence K is a closed face of Z;. By the validity of FE in Z, K is a norm exposed face of
Z, and hence of the unit ball of Z;(v). Thus FE holds in Z; (v).

To prove that Z;(v) is atomic, let K be any norm exposed face in the unit ball of Z;(v).
Then K = F, N Z,(v) for some geometric tripotent u € U;(v). Again we have the two
cases u - voruTv.

In the first case, Z,(u) is isometric to the predual of a spin factor and K is a norm
exposed face in the unit ball of Z; (v, Zz(u)), which corresponds to the Peirce 1-space of
a tripotent in a complex spin factor. Since this latter space is atomic, K has an extreme

point.
In the second case, as above, we have F, C Z;(v). But in this case, K = F, so it has
an extreme point. Thus Z;(v) is atomic. n

In [16, Proposition 2.9], it was shown that if Z is atomic and satisfies PE, then each
indecomposable geometric tripotent is minimal. Indecomposability (the impossibility of
being written as the sum of two orthogonal geometric tripotents) is easier to establish
than minimality (one-dimensionality of the geometric Peirce 2-space). Thus the following
corollary will be of great use in the rest of this paper.

COROLLARY 2.9. Letv be a minimal geometric tripotent in an atomic complex neutral
SFS space Z satisfying FE, STP and ERP. Then every indecomposable geometric tripotent
of Z(v) is a minimal geometric tripotent of Zy(v).

3. The type 3 case. In this section, we give a geometric characterization of the
Cartan factor of type 3.
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In a Hilbert space #, considered as (the dual of) a facially symmetric space, every
unit vector is a minimal geometric tripotent, and (since Py(x) = 0) the symmetry S,
corresponding to the unit vector u is given by Six = (2P2(u)* - I)x = 2(x|u)u — x, for
x € H, where (-|-) is the inner product in #.

REMARK 3.1. If £ and 7 are unit vectors in a Hilbert space # with £ # —, then the
isometry S, corresponding to the unit vector 7 = (£ +1)/||€ + n|| interchanges ¢ and 7 if
and only if the inner product of £ and 7 is real. Also, S,I{,}i =—I

PROOF. With & := ||£+7||, we have o = ||.£l|2+||17||2+(§|77)+@|_n—)= 200+R(€ | n)),
and

§+n

2 2
§= S+ EIE— £+ =1+ En.
64 04 [04

+
i€ = 20€lr— € =2(¢*X1)
o
Therefore S,& = n & S[[|€]12+Em]=1 & (&) = En).
The last statement follows since in a Hilbert space, colinearity is equivalent to or-
thogonality with respect to the inner product in the Hilbert space. n

In the following lemma we cannot use [16, Corollary 2.11] since it is not yet proved
that Z,(v) satisfies STP.

LEMMA 3.2. Suppose that Z is an atomic neutral SFS space satisfying FE, STP and
ERP, and that v is a minimal geometric tripotent with Z;(v) of rank 1 ([16, Defini-
tion2.10]). Then Z,(v) is isometric to a Hilbert space. If in addition, there is a geometric
tripotent u = v, then any w € U\ (v) with ||w|| = 1 is a geometric tripotent satisfying
whk o

PROOF. Let f € Z,(v) be normalized. Then u := v(f) € U,(v) and since Z;(v) is of
rank 1, by Corollary 2.9, u is a minimal geometric tripotent of Z;(v). By Proposition 2.2,
either u Tv in which case by Proposition 2.4 u is minimal in U and f is an extreme point
of Z;; or u b= v in which case U,(u) = sp¢{v, u, v} by Corollary 2.7 so that f is the sum
of two orthogonal extreme points of Z;. Letting || - |2 denote the norm coming from the
sesquilinear form (- | -) we have ||f||, = 1 if f is an extreme point and [|f|2 = 1/v/2 in
the second case. Thus the continuous function 9 (Zl(v))] S>fIfll2 €{0,1/v2}isa
constant. It follows that || - ||z, restricted to Z;(v), is a multiple of the semi-norm || - ||2,
so Z;(v) is a Hilbert space.

Now suppose that u exists with u - v. Then || - ||z = v/2|| - ||2 on Z;(v) and thus any
norm 1 element w of U;(v) is a geometric tripotent of rank 2 and minimal in U;(v). By
Proposition 2.4, w is not colinear with v, so by Proposition 2.2 w - v. [

In the remainder of this section we shall make use of the following assumption.

ASSUMPTION 3.3. Z is an atomic neutral SFS space satisfying FE, STP, and ERP, v
is a minimal geometric tripotent, Z(v) is of rank 1 and there exists a geometric tripotent
u with u b v (Note that u is automatically minimal in U;(v)).
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We now introduce a canonical construction of a family of geometric tripotents, to be
called a canonical basis, which will be shown in Proposition 3.12 to be a weak® basis
for an M-summand of U under suitable assumptions.

CONSTRUCTION 3.4. Let Z satisfy Assumption 3.3. Define u;; = v, and by Lemma 3.2,
let {uy, : j € I'} be any orthonormal basis of the Hilbert space U, (v), where [ is an index
set not containing 1. Thus, {u), : j € I} is a maximal family of mutually colinear
geometric tripotents each of which governs u1;. Apply Corollary 2.7 to the data uy;, u;,
to obtain unique minimal geometric tripotents {u,, : j € I'} such that for all j € I,

) uy ouyy,  uy bouy,

and spe{ui1, ui,, uy } is canonically isomorphic to S»(C), i.e., the map in which u;y, uyy, u;
correspond to the natural basis E};, Ej;+Ej;, E» in S5(C) extends linearly to an isometry
(See Definition 2.6). Furthermore,

wy = (ugy + uy, +u1])/2 and Wl] = (uy + Uy — ulj)/2.

are minimal geometric tripotents of U.
Fori, j€1,i#], define
(6) uy = =Sy, uy;.

In Proposition 3.7 below, we will show that u,, = u,,. For completeness we can define
uy =uyg forjel

Note that wy, is minimal if and only if Wy, is, since they are interchanged by the
symmetry Sy .
The reason for the minus sign in (6) is apparent by comparison with the case that Z is
the predual of the JBW*-triple of n by n symmetric complex matrices, where n denotes

an arbitrary cardinal. For example, if n = 3 then with

001 1/2 1/2 0
Uiz=FE;3+E;3=1000 andle-—(E11+E12+E21+E22)- 1/2 1/20 s
100 0 0O
we have S‘;VIZUB = —Uys, where we have used the formulas Sw,, = 2[P2(Wi2) +

Py(Wy2)] — I, and for any matrix A,
Pr(Wi2)A = WpAW)o and Po(Wi2)A = (1 — Wip)A(1 — Wip).

Similarly, by using the correspondence of u,;, u,, 4, with the natural basis in §,(C),
matrix calculations show that

@) S, U1 = u, and Sw, U, = Uy,
Moreover, by Proposition 1.1, Sy, Sy, Sw,, = Su,, and therefore

Pi(uy) = (I~ 84,)/2= = S, Suy S, ) /2 = Suy, (I = S, )8, /2 = S P1(11) S, -
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Thus va“ Ui(u11) = Ui(uy,) and since Ui (u1y) = @C{uu}]e[, we have by (6) and (7)

8) Ui () = Spc{uy freaugip iy

DEFINITION 3.5. The family {u,}, ) given in Construction 3.4 is called the
canonical basis determined by uy; and the orthonormal basis {u, },; of U (uy)).

By a straightforward application of Proposition 1.1, we have the following lemma.

LEMMA 3.6. Let Z satisfy Assumption 3.3, and let T be a linear isometry of Z onto Z.
Then T* maps any canonical basis onto a canonical basis. More precisely, if {u, } is the
canonical basis determined by u, and the orthonormal basis {uy, },c; of Ui(u1), then
{T*uy} is the canonical basis determined by T*uy, and the orthonormal basis {T*u,,}
of U(T"un).

PROOF. We only need to show that T*u,, = —S*, T*u,,, where w}, = (T*u1; + T*u;, +
T*u,,)/2 = T*wy,. This reduces to T"S;}hT*‘I = S}%Wh, which is (1). ]

The following proposition shows that the family {u,}, ,c (13 behaves locally in the
same way as the standard canonical basis {U,}, sefiyur (Where U, = E,, and for i #J,
Uy = E,; + E,,) in the symmetric matrices.

PROPOSITION 3.7. Let Z satisfy Assumption 3.3 and let {u, } be a canonical basis.

1. Thefamily{u,} Je{1}ur IS a set of pairwise orthogonal minimal geometric tripotents;

2. uy € n(uu+uy) fori#j,ie {1}ULjel;

3. wy = (ug+uy+uy) /2 and wy = (u,+u, —u,) /2 are minimal geometric tripotents
of Ufori#jie {1}ULj el

4. Us(uy) = Up(uy +uy) fori£j, i€ {1y UL j€el;

5. uy=uy fori, je {1} UL

PROOF. Let j,k € {1} Ul withj # k. If j = 1 or k = 1, the first statement is true
by construction. Since u; - u;; and uy; Tuy,, we have S,’:Uuu = uy; and S,’jl/ulk = —uyy.
Thus S,’jljwlk = (U —up + S,juukk)/2, and S;lek is minimal. Since S,’;ljukk o up; and
Uy F S;Uukk, this implies, by the uniqueness in Corollary 2.7, that Sjljukk = . Thus
uy, belongs to the fixed point set of Sjjl!, i.e., up € Up(uyy) + Up(uyy). Writing uy, = a+b,
by Proposition 1.5, a = Py(uy,) ur = A\ywy and b = Po(uy;)*ug, = Aow, are multiples of
orthogonal minimal geometric tripotents. Since uy;, is indecomposable, we must have,
for example, I)\zl < 1, in which case, F,, = F),,, implying A> = 0. Thus, uy belongs
to one of the spaces Us(uy;) or Up(uy;). To show that it belongs to the latter, which will
complete the proof of 1. since u;, € Us(uy,), assume to the contrary that uy, € Us(uy,).
Then uy € Uz(uyy) N Up(urr) = Cuy, and with uy, = Ay, for some A € T, we have
Us(uyy) = Ua(un +uy) = Us(uqy + Xukk) = Us(uyx) which contradicts uy, Tuix. Hence
uge € Up(uy,;), completing the proof of the first statement.

Statement 2. is obvious if i = 1. Since wy, € Uy(u1,) = Us(uy; + u,) and since by 1.,
u,; € Up(uyy) M Uo(uy) = Up(uiy +uy), we have u;; o wy, and therefore u, is fixed by S:‘V“.
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Thus we have the following for the action of S}, on a part of the canonical basis:

Uil U, Uy Uy U —Uy
* .
) S Uy Uy — Ui —uy
Wy Wy
In particular,

Ui u U, —u

(10) S:,“: 11 Uy, u ]

Wy Uy

which implies statements 2,3, and 4. Moreover, if we interchange i, j in (10), and let
ab
bc

then since u,, governs u,, a = ¢ = 0, and since W, is minimal, b? = 1. Therefore, as u,

u, correspond to [ } under the canonical isomorphism sp¢{u,, —uy, u;} = S2(C),

1 (1)}, u, = Fu,. We shall show that the plus sign prevails, proving 5.,
and that (12) below holds.

In the proof of 5. we may obviously assume that i, j € I and i #j. Let T = S,,, . Then
by Proposition 1.1,
(11) S}‘VU = T*S:‘VUT* =S, S Sh -

Wy

corresponds to [ 0

If u, = u,, then by (9),(11) and (7),

Uil Uy, Uy Ui Uy Uy

ko
(12) S%. U, u; — u; uy,
271 Uy

Suppose instead that u,, = —u,,. Then in place of (12) we would have

Uil Ui Uy Uil —uy —un
S5, Uy Uy — w, Uy
Wy Uy
and thus
Uil Uy, Uy U Uy Uy,
S S, Uy Uy — U, Uy
u]_] ull
Hence, by Lemma 3.6,
Ui Uy Uy
(13) u, uy
ull

is the part of the canonical basis determined by {u,k}ke{[}ul corresponding to
{u11, uy;, u1,}. On the other hand, by construction,

Upl Uy U,

(14) u, u,
Uy
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is also the part of the canonical basis determined by {u; k}ke{l}u[ which corresponds to
{ur1, uyy, wy,}. From (13) and (14), u, = u,, a contradiction. So 5. is proved and (12)
holds. n

It follows from Proposition 3.7 that (u,, i) = 0 if (i, j) # (k,[). Thus a canonical
basis is a linearly independent set. From this we obtain U;(uy;) N U (u,) = Cuy,, and by
[16, Lemma 2.3],

(15) Us(ui +uy,) = Spc{ullvulzauu}-

In the proof of the main theorem of this section, we shall use the following two
remarks concerning the construction of a canonical basis.

First, if we use T = §,,,, again in Lemma 3.6, then, since w;, € Uz(uy; + u,) and
uy € Up(uy + uy), so that T permutes the basis, we have that for each i, the canonical
basis determined by u;; and the orthonormal basis {uy, },¢; of U;(u1y) is the same as the
canonical basis determined by u,, and the orthonormal basis {u, }]E(,U{l})\{,} of Uy (uy).

Second, if we delete a “diagonal” basis vector u, (i # 1), then {uy,}4 is an or-
thonormal basis in the Hilbert space Ul(ull, Uo(u,,)) = Ui(u11) N Uy(u,) so that by
the construction, {uy, }k#,, 4 1s a canonical basis for Up(u,). By the same argument,
{uy}2<1<)<n is the canonical basis for Uy(u1;) determined by u; and the orthonormal
basis {u, }2</<n

The previous proposition describes the behavior of rank 2 facially symmetric sub-
spaces. Its proof, e.g. (12) reveals some information about the structure of rank 3 sub-
spaces. These will be studied further in the following proposition. We first need a couple
of definitions and a lemma.

Let Z satisfy Assumption 3.3 and let {u, } be a canonical basis. Since u, is a minimal
geometric tripotent, Uz(u,) = Cuy,. Also since, for i # j, spc{uu, uy, uy} = S2(C)
canonically, u;, which is the sum of the minimal geometric tripotents w,, and —W,, is a
minimal geometric tripotent of U (u,,) which governs u,,. Thus U;(u,) N Uz (uy) = Cu,.

For a geometric tripotent u, introduce the notation & for a norm 1 functional in Z with
u = v(it). Thus, if u is a minimal geometric tripotent and Z is atomic, then it = 7~ '(u)
while if u is the sum of two orthogonal minimal geometric tripotents, then i = %n‘ H(u).

DEFINITION 3.8. Let Z satisfy Assumption 3.3 and let {u, } be a canonical basis. The
coordinates {x,} C C of an element a € U are defined by

Xulty = Pr(uy)*a, i€ 1U{1}and

xyty = Po(uy) Py(uy)*a, i, j€TU{1},i#].

Similarly, the coordinates {x,} C C of an element f € Z are defined by
Xully = P2(utl)f7 iely {1} and

xylty = Py(uy)Py(uy)f, i, j € TU{1},i#].
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Then the coordinates of a € U satisfy x,, = <a, z‘tlj> and the coordinates of f € Z satisfy

Xy = (fv ulj>'

LEMMA 3.9. Let Z satisfy Assumption 3.3 and let {u,} be a canonical basis. Then,
fori, j € I withi#j, we have a canonical isometry

uy+uy ~
(16) spe i, =7 wy ) ¥ $:(©).
In particular,
up + u—‘%ﬁ +wy
2

is a minimal geometric tripotent of U.

PROOF. By (12), the symmetry Sf.vu fixes uy; +uy,. Thus, uy, +uy, € Ur(W,)) ® Up(W,)).
We will show that uy, + u;, € Up(Wy). By 4. of Proposition 3.7, the minimal geometric
tripotent W, belongs to U, (u, +u,,), so is orthogonal to u1. Thus P, (W,)) = P,(W,)Po(u11).
Hence Py(Wy)*(uy, +uy,) = Py(Wy)*Po(un1)* (w1, +ui1,) = 0, so that uy, +uy, € Up(Wy), ie.,
(uyy +up,) ©wy.

Since u; € Uz(u“+u”) C Uz(u“+u}j+u,,), it follows thatu1,+u1, (S Uz(u11+u,,+u”).
Also uyy + wy + Wy = upy + uy + uyy and thus uy; +uy, € Uz(uny + wy +Wwy) N Up(Wy) =
Ua(wy +uyy). It follows that sp{ui, (ui, +u1,)/ V2, Awy } is (canonically) isometric with
S2(C) for some A € T, in such a way that
o+ %\/;“ + XVAV,]

a7 >

is an extreme point of Z;. Apply Pa(u; + uy) to (17) and use ERP to conclude that
i+ %fuﬁ % i1, 1s a multiple of an extreme point of Z;. Keeping in mind that canonically,
1 1/v2

=0,ie, N\ =
therefore (16) holds. n

spcf{uis Uiy} = S2(C), this implies that det [

Let [x, ] be the formal matrix obtained from the coordinates of an element f € Z with
respect to a canonical basis. The following proposition shows that the determinants of a
large number of 2 by 2 submatrices of this matrix vanish if f is a multiple of an extreme
point.

PROPOSITION 3.10. Let Z satisfy Assumption 3.3 and let {u,}, seu{1y be a canonical
basis. Let f be an extreme point of Zi with coordinates x,, with respect to this canonical
basis. Then forall i, j € IU{l1},

(18) X11Xy = X1, XY
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PROOF. By ERP, Py(u;; +u,)f is a multiple of an extreme point of Z;. Since, by (15),

’;“ “;“ } = 0, and thus (18) holds for i = j.
1t Au
This implies that (18) holds for all i and j if x;; = 0.

Similarly, P>(u,, + u,)f is a multiple of an extreme point of Z;, so x;,x,, = x%, and thus

y?
xznx,zj = () (x1xy) = X3,

Po(uyy + wy)f = xqideyy + xu,i, + x4y, det {

1 ie.,

(19) X11%y = $xq,x),.

We shall show that the plus sign prevails, which will complete the proof. We may
assume, without loss of generality, that x;; # 0. By Lemma 3.9 as in (15), we have
Ua(uyy +wy) = spef{un, 5”%, wy } so that P(uy; + w,)f belongs to the complex span of

{fin1, @y, + 1)) /v/2, W, }. We shall show

xlj
\/_

Since, by ERP, P>(u1; +w,)f is a multiple of an extreme point of Z,, the plus sign holds
in the last term, and as we shall see below, this implies (18).

To prove (20), note first that the coefficient of i) is given by (Pa(uiy + wy)f, it11) =
(f, 1) = x11. Since Py(uyy +wy) = Pz((ulj + ul,)/ﬁ), the coefficient of (&), + &1,)/\/5
is obtained by applying P, (1) to (20) and is given by the inner product (Pl (ur)f| "—'\%"i)

(x1, ixl])

(20) Paupy +wy)f = xp1in 42 (u1,+u1,)/\/_+ — Wy

in the Hilbert space Z;(u;;). It therefore equals %—;—‘i Finally, the coefficient of W, is
obtained by applying P,(w,) to (20) and is therefore given by

. .. . . B, 2xx
(F o) = 5 (F i+ iy + 201,) = (x,,+x,,+2x,,)_ 2<x11 Lx=r =),
As mentioned above, the plus sign must prevail and (18) follows. n

REMARK 3.11. Proposition 3.10 says that for an extreme pointf, if, with respect to a
canonical basis, the coordinate x;; # 0, then the coordinates of Py(u;)f are determined
uniquely and universally by the coordinates of P,(u;1)f + Pi(uy1)f. More precisely, if
f and g are extreme points in spaces Z and Y respectively, with dual spaces U and V
containing canonical bases {u, } and {v, } with the same index set, if x;; # 0 and y;; # 0
and if x;, = yy, for every j, then x,, = y, forevery i and j.

PROPOSITION 3.12. Let Z satisfy Assumption 3.3 and let {u,} be a canonical basis.
Then with § = weak™* — spc{uy }, we have

U=sa" s
The family {it, } is norm total in S, the predual of S, and

1) Z=s 8" ().
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PROOF. For each i, Z = Zy(u,) + Z;(u,) + Zy(u,,) and by (8), Z = X + Zy(u,,) where
X =5p"™{i, }. Continuing, for each finite set A C /U{1}, we have Z = X+(,c4 Zo(uy).

Let Q4 = Il,e4 Po(u,). The net Q4 converges strongly to a contractive projection
Q with range Y = ﬂ,GIU{I}Zg(u,,). Thus Z = X + Y, and these last two summands are
orthogonal. To prove the orthogonality it suffices to notice that for each g € Y, we have
iy € Zo(uy +uy) and g € Zo(uy) N Zo(uy) = Zo(uy, + uyy). Also, since {uy, uy, u,}° =
{utu, uy}°, we have Y = X° (Note also that Y = {iu, 1j € ILJ{I}}(> (¢f. Lemmas 5.5, 6.6,
and 7.3). This proves (21) and hence the first statement.

Let x € S vanish on all 4,, so that all coordinates x,, of x are zero. We know that x is
the weak™-limit of a net of finite sums of the form ¥ a,u,. Applying the functional iy
to this limit shows that «,, = x, and therefore x = 0. Thus, {#,} is norm total in §,. =

DEFINITION 3.13. A WES space Z is said to be irreducible if it is not the direct sum
of two non-zero orthogonal subspaces.

We are not requiring that these subspaces be WES, or closed. However, they are
automatically closed because they form an ¢ Lsum, i.e., they are L-summands. Such a
subspace therefore inherits from Z any of the four PSP’s as well as atomicity, neutrality
and SFS. Recall that subspaces which form £*°-sums are called M-summands.

For example, the predual of any JBW*-triple factor is irreducible. To see this, note
that if Z is the predual of a JBW*-triple M, and Z is the direct sum of two orthogonal
subspaces, then it follows that there is a weak™-continuous bicontractive projection on
M with range the dual of one of these subspaces. Since bicontractive projections have
JB*-subtriples for their ranges ([13, Proposition 3.1]), U is the orthogonal sum of JBW*-
subtriples. By orthogonality, these summands are ideals, so the projection is either the
identity or O since U is a factor.

The following is the main result of this section.

THEOREM 3.14. Let Z be an atomic neutral SFS space, and assume the pure state
properties FE, ERP, and STP. Assume that there exists a minimal geometric tripotent v
with U (v) of rank 1 and a geometric tripotent u with u \- v. Then U has an M-summand
which is linearly isometric with the complex JBW*-triple of all symmetric “matrices”
on a complex Hilbert space (Cartan factor of type 3). In particular, if Z is irreducible,
then Z* is isometric to a Cartan factor of type 3.

PROOF. Let $be as in Proposition 3.12. Then S, is an atomic neutral strongly facially
symmetric space satisfying the properties FE, STP, and ERP (since it is an L-summand in
Z). We shall show that § is linearly isometric to a Cartan factor of type 3. For simplicity
of notation, and without loss of generality, we shall assume that §, = Z.

Since a Cartan factor of type 3 is the dual of a neutral strongly facially symmetric
space satisfying the same assumptions as Z, it suffices to prove the following proposition.

PROPOSITION 3.15. If Y is a space satisfying the same assumptions as Z in Theo-
rem 3.14, and if {u,}, ,c(iyu and {vy}, ey are canonical bases in U and V = Y
respectively, then the map k: spc{it,} — spc{¥,} taking i, onto b, extends linearly to
an isometry of Zonto Y.
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PROOE. We shall prove the proposition first in the case that Z is finite dimensional.
In this case, k is a linear bijection of Z onto Y which we shall show is contractive. By
symmetry, this will show that it is isometric, completing the proof.

To show that & is contractive, we first prove the following lemma.

LEMMA 3.16. Iff is an extreme point of Z\, then k(f) is an extreme point of Y.

Assuming this lemma, since Z is atomic, it follows that £ maps the unit ball Z; into
Y, completing the proof of Proposition 3.15 in the finite dimensional case.

It remains to prove Lemma 3.16 (in the finite dimensional case) and to remove the
restriction of finite dimensionality in Proposition 3.15. We shall prove Lemma 3.16 by
induction on the cardinality n of the set indexing the canonical basis. The case n = 1
is trivial and the case n = 2 holds because then U and V are spin factors. Let x, be the
coordinates of the extreme point f. For n > 2, we consider first the case that x;; = 0.
Then, since xf] = x11x,, we have x;; = 0 for all j € I and thus Pi(u1;)f = 0 so that
f € Up(uyy). Since {uy }2<,<;<n is a canonical basis for Up(uy), it follows by induction
that k(f) is extreme in Yy(vy;), and hence by neutrality extreme in Y.

We may now assume in our proof that x;; # 0. Next, suppose that P (u;;)f = 0. Then
f = x11011+Po(uy1)f, and since f is extreme, we must have f = xj; ) so that k(f) = x;, V1)
is extreme in Y. We may therefore assume that Py (u;;)f # 0 as well.

By multiplying f by a scalar, we may assume that x;5 is real. Let g := Py(uy,)f /7,
where ¥ := ||Py(u1))f]|. Since k is an isometry of the Hilbert space Z,(u;) onto the
Hilbert space Y;(viy), ¥ = ||Pi(vins(H)|| and k := k(g) = Pi(vi1)&(f)/Y. Moreover, the
inner products (g|#12) and (| 91,) are real. Let R be the symmetry (defined in Remark 3.1)
on Z which interchanges g and it),, and similarly, let 7 be the symmetry on Y which
interchanges h and ;5.

The element R(f) belongs to spc{fii, 12, fi22}; indeed if we write f = xj 16 +
Py (@11)f++Po(it1))f, then, using the fact that Py (u11)f = vg, wehave R(f) = xy iy +Vit 2+
R(Po(u11)f) and R(Po(un)f) € City by the extremality of R(f) and Proposition 3.10.
Thus
(22) R(f) = x11fty) + Xi2dt2 + X2fi22

with x11Xp; = )7%2 and !x“|2 + 2|)~612l2 + ]5622|2 = | and also

(23) K(R()) = x11911 + F12b1a + FaaDna

is extreme in Y,(vy3), having determinant O and norm 1 in S>(C). Thus by neutrality,
KkR(f) and hence TkR(f) is extreme in Y. If we show that TKR(f) = k(f), or equivalently,
that the coordinates of TxkR(f) with respect to v, are the same as the coordinates of
f with respect to u,, it will follow that k(f) is extreme in Y, completing the proof of
Lemma 3.16.

Let us write
n

n
Riy = 5 oy, To= > Byudu-
k<I=1 k<=1
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We must show

(24) (TER(f), vy) = (f, uy)(= x,).

From (23), TkR(f) = Cri(xufrin + X128126 + X228200) P s0 that (TkR(f), v,) =
x11B11y + ¥12812y + %2282 From (22), f = R¥f = T4 (e @i+ %120 200 + X220 Q041 )itgg SO
that (f, u,]> = X111y +)~612(112U +5€22(X22,j.

By the construction of R and T, for all indices j, k, 1,

(25) Ay = Bk

Therefore it suffices to prove that for all indices k, /,

(26) au = Booki-

‘We shall use Proposition 3.10 to show that (26) follows from (25).
We consider the extreme point of Z;

. L. X A 1 N
p=R(Wi2) = E(Rull +Rity2 + Rityo) = 3 D (@ + o + Aok
&l
Since Rit), = i1y1, we have oy, = 0 unless k = [ = 1. Since RZ,(u11) = Z1(u11), we have
oo = O unless k = 1 and [ # 1. Since uy; ¢ uy;, we have Rilp; © fiy; so that gy = 0
unless k # 1. Thus, for p # 1 and g # 1, if y,, denotes the coordinates of p with respect
to {uy,},

Vpg = (Qipg + Qipg + 022pg) 2 = @22pg /2, Yip = (Q111p+ X121p + X221p) /2 = 01215 /2

and by Proposition 3.10,

a22pq/2 =Ypq = ylpqu/yll = (a121p/2)(al2lq/2)/(1/2)»

ie.
27 Q22pg = A121pAX121g-

Since a similar relation holds for the (3,4, equations (25) and (27) imply that (26)
holds and Lemma 3.16 is proved. n

We now remove the restriction that Z be finite dimensional, thereby completing
the proof of Proposition 3.15 and hence of Theorem 3.14. For any canonical basis
{uy}, jeruqry and for any finite subset {1,2,...,n} of 1, by the neutrality of Pa(ui; +
-+ up,), the PSP’s are satisfied in Zy(uy; + - - - + upn,). Therefore, the restriction of
Kk to the facially symmetric space Zy(uyy + -+ - + Upn) = sp{ily }1<, <n 1S an isometry
of sp{ity } 1< ,<n ONto Sp{¥; }1<,;<n, and hence x is an isometry of sp{it, }, ,c;(1} onto
sp{¥y }.. seruq1}- By Proposition 3.12, k extends to an isometry of Z onto Y. [
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REMARK 3.17. A trivial modification of the proof of Lemma 3.16 shows that it is
valid in arbitrary dimensions. To state the infinite dimensional version, let %z denote
the Hilbert space which is the completion of Z with respect to the norm given by the
symmetric sesquilinear form (- | -) defined in [16, Proposition 2.9]. Because of the
existence of a canonical basis, this form is positive definite, and so # 7 exists. The map &
extends to a linear map & of the Hilbert space #z onto #y and the proof of Lemma 3.16
given above shows that £(extZ;) C ext Y;. In this case, a,y are the coordinates of Rit,
with respect to uy and 3, are the coordinates of T, with respect to vy

REMARK 3.18. A canonical basis is an example of a hermitian grid (cf. [8, Definition
and Proposition, p. 308]). See also Definitions 5.6 and 6.4 below for other types of grids.

4. Classification scheme: geometric quadrangles and spin degree. In this section
we prepare some tools for the classification of atomic facially symmetric spaces. To do so
we need some additional properties of the relations between minimal geometric tripotents
discussed in §2. These properties do not seem to follow from the properties developed
heretofore. Thus we introduce an additional property which we call JP.

DEFINITION 4.1. A WES space Z satisfies JP if for any pair u, v of orthogonal minimal
geometric tripotents, we have
(28) SuSy = Sutv,

where for any geometric tripotent w, S,, is the symmetry associated with the symmetric
face F,,.

REMARK 4.2. Inaneutral WFS space Z satisfying JP, we have for orthogonal minimal
geometric tripotents u# and v,

(29 Zo(u+v) =Z(w) + Zo(v) + Zi () N Z,(v)
(30) Zi(u+v) =Zi(w) N Zo(v) + Z1(v) N Zo(u)
(€29 Zo(u +v) = Zo(u) N Zo(v).

PROOF. For arbitrary orthogonal geometric tripotents, equation (31) was established
in [15, Lemma 1.8]. For arbitrary orthogonal geometric tripotents, inclusion in one
direction in (29) was shown in [16, Lemma 2.3], implying P,(u + v) = Po(u+ v)[P2(u) +
Py(v) + P1(1)P1(v)]. Using these facts and [15, Corollary 3.4(a)] in

(P2() — P1(u) + Po(u)) (P2(v) — Py (v) + Po(v)) = Pt +v) — Py (e +v) + Po(u +v)
yields (30). It remains to show
(32) Ziv)NZi(u) C Zr(u+v).

Iff € Zy(v)NZ;(u), then Py(u+v)f +Po(u+v)f = Py(u)Po(v)f +P (v) Po(u)f+Po(u)Po(v)f =
0,ief€Zr(u+v). n
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In a JB*-triple, if u and v are orthogonal tripotents, then equations (29)—~(31) hold for
the Peirce projections and constitute the joint Peirce decomposition of the JB*-triple.
Hence the notation JP.

In the Hilbert space model for quantum mechanics, property JP is trivially satisfied
as follows. Choose £ ® £ to be the state exposed by v and n ® 7 to be the state exposed
by u, and complete {£, 1} to an orthonormal basis. For any state vector ¢ expressed in
this basis, the symmetry S, (resp. S,) changes the sign of the coefficient of £ (resp. 1)
and S, changes the sign of both coefficients.

By using JP we shall now obtain further properties of the relations between minimal
geometric tripotents.

In the remainder of this section, we will make use of the following assumption.

ASSUMPTION 4.3. Z is an atomic neutral SFS space over C satisfying FE, STP, ERP,
and JP.

PROPOSITION 4.4. Let Z satisfy Assumption4.3. Ifu; and u; are orthogonal geometric
tripotents in U1(v) for some minimal geometric tripotent v, then u; and u; are minimal
geometric tripotents and (uy + upy) F v.

PROOF. First of all, u, Tv by Corollary 2.3. Suppose #; is not a minimal geometric
tripotent of Z;(v). Then, by Corollary 2.9, there are orthogonal geometric tripotents w
and w; of Z;(v) such that u; = w; + w,. Again by Corollary 2.3, w, Tv. By JP, we have
v € Up(wy) N U (wy) C Uy(w; + wy) which says that (w; + w;) F v. Then by [15,
Corollary 3.4], Up(w; + wp) N U (v) = {0}, a contradiction, since u, is there. Thus u; is
minimal in Uy(v) and by Proposition 2.4, u; is minimal in U. As above, (u; +u;) Hv. m

COROLLARY 4.5. If v is a minimal geometric tripotent in U and uTv, then u is a
minimal geometric tripotent in U.

PROOF. If u were not minimal in U;(v), we would have u = uy + up withu, € U;(v),
and u | v by the proposition, contradiction. Thus # must be minimal in U;(v) and so by
Proposition 2.4 it is minimal in U. [

REMARK 4.6. Another consequence of Proposition 4.4 is that the property JP is sat-
isfied in the geometric Peirce 1-space of any minimal geometric tripotent.

The following important fact about the rank of the geometric Peirce 1-space of a
minimal geometric tripotent plays a key role in the classification scheme. Note that
the following definition is consistent with the definition of rank 1 given in [16, Defini-
tion 2.10].

DEFINITION 4.7. A facially symmetric space Z is of rank n (n = 1,2,..) if every
orthogonal family of geometric tripotents has cardinality at most n, and if there is at least
one orthogonal family of geometric tripotents containing exactly » elements.

PROPOSITION 4.8. Let Z satisfy Assumption 4.3. If v is a minimal geometric tripotent,
then the rank of U;(v) is at most 2.
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PROOE. If uy, up, uy are orthogonal geometric tripotents in U;(v), then (u; + up) - v
by Proposition 4.4, contradicting Up(u; + uz) N Uy (v) = {0}. n

LEMMA 4.9. Let Z satisfy Assumption 4.3. For a minimal geometric tripotent v, the
norm of Z,(v) is equivalent to a Hilbert space norm. Hence Z,(v) is a reflexive Banach
space.

PROOF. Foranyf € Z, ||f|l2 = (f, 7(f))'/* < |If|| always holds.If O # f € Z(v), then
w(f) € U;(v) so v(f) is either minimal in U by Corollary 4.5, or the sum of two orthogonal
minimal geometric tripotents by Proposition 2.5. In the first case ||f]|, = ||| and in the
second case, by [16, Lemma 3.6), ||f||~'f = A\p + (1 — )\)p for some pair of orthogonal
extreme points p, p in Fyg and A € (0, 1). Thus [(/[[D]; = X2 +(1 — A > 1/2, 50
the norms || - || and || - ||, are equivalent on Z; (v). "

A special case of the following lemma was proved in Lemma 3.2 without the assump-
tion of JP.

LEMMA 4.10. Let Z satisfy Assumption 4.3. Let v be a minimal geometric tripotent
and let Y be a neutral strongly facially symmetric subspace of Z\(v) of rank 1. Then Y is
isometric to a Hilbert space.

PROOE. By the spectral theorem in reflexive strongly facially symmetric spaces ([12,
Theorem 1]), every element of V := Y* C U is a multiple of a geometric tripotent of Y.
As in the proof of [16, Proposition 2.1], each geometric tripotent of Y is also a geometric
tripotent of Z. Thus, for each x € V of norm 1, x is either a minimal geometric tripotent
of U or, by Proposition 4.8, a sum of two orthogonal minimal geometric tripotents of
U. By considering the continuous function V; 3 x +— |7~ !(x)||2, it follows that either
each x of norm 1 in V is a minimal geometric tripotent of U, or each x in V of norm 1
is the sum of two orthogonal minimal geometric tripotents of U. In the first case, Y is a
Hilbert space by [16, Corollary 2.11]. In the second case, an inner product on V inducing
a multiple of the norm of V is given by (x]y) := (x, 7~!(y)), since if x/||x|| = wi + wa,
then (xlx) = |I.XH2<W1 +wy, Wy + Wz) = 2”)(”2 ]

PROPOSITION 4.11. Let Z satisfy Assumption 4.3. Let v be a minimal geometric tripo-
tent and let u be a minimal geometric tripotent of U (v) such that u = v. Then Z,(v) is
isometric to a Hilbert space.

PROOF. Let {u,} be a maximal family of mutually colinear geometric tripotents such
that, for each «, uy - v and u, is a minimal geometric tripotent of the neutral strongly
facially symmetric space Z;(v) N ng#a Z1(ug) (cf. Lemma 1.2). We shall show first that

(33) Uy (v) = 5pan™™ {u,}.
In the first place, by [15, Corollary 3.4],

(34) Po(ue)P1(v) = 0,
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and by minimality

(35) Py(ua)"Prv)" [T Pi(up)"(U) = Cuq.
Bra

Moreover, by mutual colinearity
(36) Py(uq)P2(ug)P1(v) = 0 for a # 3.

To prove (36), it is enough to check that, with u, = u, + ul, (), ul; orthogonal minimal
geometric tripotents of U lying in U;(v)) we have, for o # 3,

(37) Py(up)Po(up)P(v) = 0;
(38) Pa(up)Pi(u)Py(u)Pr(v) = 0;
(39) Py ()P (up) Py (ug) Py (u3) P (v) = 0.

If (37) is false, then u, is a multiple /\”fx of u;, and by (30),
Ay = U = Polug)ua = Po(up)Pi(ug)ua = Palug)[Pr(ug)Po(u) + Pi(u)Po(us) ug.

Hence u, = Pz(ué)ufl = 0, a contradiction. If (38) is false, then u}, € U, (uf}) NU, (u/’j’ s
so that u;Tug, u(’ITu’ﬂ’ and ug € Uj(u,,), implying uz - ul,. Again by (30)

ug = Pr(up)Pi(ua)ug = Pr(u)[Pr(uy)Po(ul) + Pi(uy)Po(u)lug = Py (up)Po(ua)ugs.

Therefore u], € Uy(ug) N U (v) = {0}, a contradiction. Finally, if (39) is false, choose a
geometric tripotent w there. Then either wTv or w - v. In the first case, w is minimal in
U and colinear to both i, and u/, so that u, € U;(w) implying the minimality of u, in
U, contradiction. In the second case, w governs each of ul,, “217 ul, ug so that uq, ug both
belong to the spin factor U,(w), implying U, (u,) = Up(w), another contradiction. This
proves (36).

Since Uy(v) = Py(v)* T (Pa(uta) + Pi(ua) + Po(ua)) (U), (34)(36) imply
(40) Vi) =558 {u} + [V N Vi)

We shall show that (33) holds by showing that the second summand in (40) is the zero
space, or equivalently, that its predual X := Z,(v) N, Z1(uq) is zero. Suppose that X is
not zero. Since it is a closed subspace of the reflexive space Z;(v), by the Lindenstrauss-
Troyanski theorem ([5, page 60]), the unit ball of X has an exposed point, and since X is a
neutral SFS space, by [16, Proposition 2.4], there is a minimal geometric tripotentw € X*
of X. As before, w is a geometric tripotent of U. To arrive at the desired contradiction,
we now show that w T u, for all o and that w - v.

First of all, if wTv, then w is minimal in U and both of the possibilities w F u, and
wTu, lead to the conclusion that u, is minimal in U, which is a contradiction. Thus
whk v
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To prove that wTu,, assume to the contrary that w - u,. Then u, belongs to the spin
factor Uy(w) and u, - v, so that Up(uq) = Ua(w), contradicting the fact the w € Uj(uqy).
Having proved (33) we next show that for each x = ', \u, € span{uq}, we have,

@1) P =3 (A2
1=1

This, together with (33) will complete the proof as follows. For arbitrary x € U, let
Ao = (%, ila). With A a finite set and Q = [Tz Py (1), we have

= = [lx? < Jlx?
acA

and 50 Y, | A\g|? < 00. Hence for A C B,

5" Natta = 3 Natte
A B

=[]

B\A

=3 [ hal*—0.
B\A

Hence 3", AqUtq converges in norm. But this sum converges in the weak™-topology to x
if x € Uy(v), as is easily seen by applying the functionals i,. Thus the family {us} is
norm total in U, (v), showing that U,(v) is a Hilbert space.

We return to the proof of (41). Let Y = spanc{i, #2} = Z;(v) N (Nopt1 2 Z1 (4a), Which
is a neutral strongly facially symmetric space by Lemma 1.2. The space Y is of rank 1,
since if there were two orthogonal unit vectors ¢, ¢ of Y, then the extreme points of
Y, would consist of scalar multiples of ¢ and v and could not contain &, for example.
By Lemma 4.10, Y is isometric to a Hilbert space. This proves the case n = 2 of the

following assertion: Forn = 2,3, ..., and uy, . .., u, from {uq}, span{uy,...,u,} is a
Hilbert space with orthonormal basis uy, . . ., u.

Forn >2letx = ZZ*‘ Mg = x' + )\n+1u,,+1 and let T be the symmetry S,, where
t = (uy +x’/|]x’||)/”(ul +x’/||x’||)“ Then, since 1 T uy.1, we have Tx = ||xX||uy — Aps1thnst
and ||x||? = || Tx||? = ||¥/||*> + | \n+1]?, which completes the induction. .

COROLLARY 4.12. Ifv is a minimal geometric tripotent, then Z;(v) satisfies ERP and
STP. Hence, if Z satisfies Assumption 4.3, then so does Z(v).

PROOF. We first prove ERP. Suppose that f is an extreme point of the unit ball of
Z,(v), and that w is any geometric tripotent of U;(v). It suffices to show that Py(w)f is
a multiple of an extreme point of the ball of Z;(v). If v(f) Tv, the result follows by ERP
in Z. If on the other hand v(f) I v, then since v(f) is minimal in U;(v), Z;(v) is a Hilbert
space, hence satisfies ERP.

Now suppose that f, g are two extreme points of the unit ball of Z;(v). If both of v(f)
and v(g) are colinear to v, then the result follows by STP in Z. If one of them governs v,
then Z; (v) is a Hilbert space and hence satisfies STP. u

In the following we show that, using property JP, the hypothesis of rank I in Theo-
rem 3.14 can be weakened.
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COROLLARY 4.13. Let Z be an atomic neutral SFS space over C, and assume the pure
state properties FE, STP, ERP, and JP. Assume that there exists a minimal geometric
tripotent v and a geometric tripotent u with u & v which is minimal in U,(v). Then
U has an M-summand which is linearly isometric with the complex JBW*-triple of all
symmetric matrices on a complex Hilbert space (Cartan factor of type 3).

PROOF. By the proposition, Z;(v) is of rank 1, so the result follows from Theo-
rem 3.14. ]

The basic building blocks for atomic facially symmetric spaces will be shown to be
the (geometric) quadrangles (and odd quadrangles), as is the case for quadrangles in
atomic JBW*-triples.

DEFINITION 4.14. A quadruple (1, u;, u3, us) of minimal geometric tripotents is
called a geometric quadrangle if u; ¢ us, u; ¢ us, uy Tup, up Tuz, uz Tug, ugTug,
and % 3>, 4, is a minimal geometric tripotent. A triple (uy, u2, u3) of minimal geometric
tripotents is called a geometric prequadrangle if uy ¢ uz, u; Tuy, uy Tus. Schematically,
we represent a geometric quadrangle by

uy up
Ug U3.

LEMMA 4.15. Let Z satisfy Assumption 4.3. For each geometric prequadrangle
(uy, uz, u3), there is a unique minimal geometric tripotent usy such that (uy, uy, us, us)
is a geometric quadrangle. The span of any geometric quadrangle is canonically iso-
morphic to M,(C).

PROOE. By Proposition 4.4, (u; + u3) b uy, so we may apply Corollary 2.7 to obtain
a minimal geometric tripotent uy orthogonal to u; such that (u; + u3) - ug and Up(u; +
u3) = U(uz + uyg). The proof of Corollary 2.7 shows that (uy, u2, u3, us) is a geometric
quadrangle. n

In My(C), let

1
W= L [
V2
Then for X € M»(C), S}(X) = 4LXR + X — 2LX — 2XR implies S}, (E(;) = Ej» and
Sy(Ex) = —Ez;. Thus we have:

11

00

e [10]. o e L1 1
],L_WW_[OO],R_WW_E[“].

COROLLARY 4.16. For a geometric quadrangle (uy, uz, us, ug), the symmetry S =
Su satisfies
72
uy up U Ui
.

(42) ’ Uyg U3 —U3z —U4

A slightly more detailed analysis yields the following Corollary, which for x; = 0
reduces to the previous one.
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COROLLARY 4.17. For a geometric quadrangle (u;, uy, us, us), let f = Z‘-‘zl Xjit; with
xy real, x; # 0, and x1x3 — xpx4 = 0. Then there is a symmetry T depending only on
X1, x2 and uy, up such that Tf = cyity + calis for suitable constants cy, cs. Moreover, if also
x1 # 0, then there is a complex number \, depending only on x|, x; such that ¢, = \x
and ¢4 = —Mxy.

PROOF. We know that spe{uy, ua, u3, us} is canonically isomorphic to M»(C). Let
T be the symmetry on spe{il1, ita, il3, ila } corresponding to the symmetry R on M,(C).
which interchanges the unit vectors

_ X| X 10
o + x| 1/2[01 02} and [00}.

Note that with a = (&} + [x2|%)!/2, T = S,, where

X u +lel2
po + uy

tv:————li)_(w%m.'—ulli.

Both statements are consequences of the following simple matrix calculations. With o
as above, let 3 = [2(1 + %)]‘/ 2 and (by an obvious abuse of notation) let

_ | X1 X2, _1 %+1%
f_[/wx;}’ —B 0 0]
Then
10 L[ G+ (R+D2
€=ww"={00};r=w"‘w=§[(£‘l"+l)zl aﬁ"}.
o a a?

and a tedious calculation yields

_ ) . _ _ )\xl 0
Sof = 40fr+f —2Uf 2fr—{_>\x40

b

where A = a/x;. n

The following lemma will be useful for verifying that certain quadruples occurring in
the construction of a natural basis are geometric quadrangles. The process can be called
“side by side glueing”.

LEMMA 4.18. Let Z satisfy Assumption 4.3. If (uy, uz, u3, us) and (uy, uz, us, ug) are
geometric quadrangles with us Tue, then (us,us, ue, us) is a geometric quadrangle.
Schematically,

Ug Ul Ug
u3 Uy Us
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PROOF. Let S = Suw, . By Corollary 4.16, S*u, = —u3. On the other hand, 5%‘—4 €
72

U, (u) and is minimal (since (4 +us)/ v/2 has spin determinant 0 in U, (u; + u3)), hence
colinear with ug so that S*ug = —us.
From u; ¢ ug we have uz ¢ ug. Therefore, letting T = S+ we have
72

43) e e, e T
Ug U3 —U4 Uus
which implies (by applying S, ), that (us, us, u3, us) is a geometric quadrangle. [

To proceed with the classification scheme, we need the notion of spin degree. Recall
that by [16, Theorem 3.8], a rank 2 face in the unit ball Z; of an atomic neutral SFS
space which satisfies FE and STP is affinely isomorphic to the unit ball of a real Hilbert
space. By the dimension of the face, we mean the dimension of this Hilbert space. This
is also equal to one less than the complex dimension of Z;(«), where F, is the rank 2
face (¢f. [16, Remark 4.12]).

DEFINITION 4.19. The spin degree of a neutral strongly facially symmetric space Z
satisfying FE and STP is one greater than the (finite or infinite) dimension of some rank 2
face in Z;, or 0, if no such face exists.

Thus the spin degree is the dimension of a spin factor sitting in U as the geometric
Peirce 2-space of some rank 2 face. A priori, spin degree can vary with the face. In the
case of spin factors (Cartan factor of type 4), the spin degree is the complex dimension of
the factor. The types of the remaining Cartan factors are determined by the spin degree.
For example, the Cartan factor of type 3 (symmetric matrices) has spin degree 3, and the
Cartan factor of type 1 (full rectangular matrices) has spin degree 4.

The following proposition about the spin degree plays an important role in the clas-
sification scheme by allowing a reduction to a previous case.

PROPOSITION 4.20. Let Z be an atomic neutral SFS space over C satisfying FE, STP,
ERP, and JP. Suppose that Z is of finite spin degree n > 5 and has no L-summand of
type I,. Then there is a minimal geometric tripotent v such that Z;(v) has spin degree n—2
and has no L-summand of type I,. Moreover, the spin degree n of such Z, when finite, is
even.

PROOF. Let v, ¥ be orthogonal minimal geometric tripotents such that the dimension
of Up(v+7) is n > 5. Since Z has no L-summand of type I, U;(v + ¥) # {0}. By (30)
and (32), Py(v+7) = P1(v+ ) = P{(v + P)(P{(V)Po(P) + Po(W)P (V) = Py (v + H)Py (W] —
Pi(V) — Po(M)] + Pi(v+ DIPi (MU — P1(v) — Po(W)] = Pi(v + VP1(v) + Pi(v + V)P (P).
Therefore,
Uiv+9) =Ui(v+ )N U (v) + Uy (v+9) N UL (D).

Using the fact that there is a symmetry of Z exchanging v and ¥, we have that both terms
in this decomposition are non-zero.
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Now choose uy, i1; such that (v, u;, v, #1;) is an odd quadrangle in the spin factor
Us(v + ¥). Since Up(uy + ity) N Uy(v) = {0} and u; + ity € U,(v), the joint Peirce
decomposition of u; + i) in U(v) is

Uv) = Uy + iy, Zi(v)) + Uy (g + i, Z1(v)).

The first term is a spin factor (since it is the Peirce 1-space of the minimal tripotent v in
the spin factor Us(u; + i11)) and is of dimension n — 2 by (29). The second term equals
Ur(v+7)NU(v) # {0} so that U;(v) is not of type I,. Since Z;(v) has rank at most 2, it
has no L-summand of type I,, proving the first statement.

If the spin degree was odd for some SFS space with no L-summand of type I, then by
repeated use of the first statement, there would be an SFS space satisfying Assumption 4.3
of spin degree 3 with no L-summand of type /;. By Corollary 4.13 and Proposition 4.8,
this space is isomorphic to S7(C), and is hence of type I,, a contradiction. u

The following Lemma will be needed in Section 7.

LEMMA 4.21. Let Z satisfy Assumption 4.3. Let u1, . . ., u, be mutually colinear min-
imal geometric tripotents, each pair of which lies in some geometric quadrangle. Then
each geometric tripotent w in the linear span of uy,...,u, is a minimal geometric
tripotent.

PROOFE. We shall show by induction that if x = Zf:l xu, (1 < k < n), then there
exist an isometry Ty and )¢ € C such that Tpx = My and Tyu, = u, for j > k. For
k = 1, there is nothing to prove, so let x = ZJ":} xju; = X' + Xps1Ugsr and choose Ty and
g such that Typx' = Ay and Tyu; = tu, for j > k. Then Tyx = Mty & Xpqy Ugsy and
since u; and u;,, belong to a geometric quadrangle, there exists a symmetry S,, such that
Sy Tix = Aggyuy for some Ay € C and Sju, = —u, forj =2,...,n. Let Tyyy = S, T}
Then Ty x = )\k+|u1 and fOI'j >k+1, Tk+1u] = iS:‘vuj = :tuj. n

5. The type 1 case. In this section we consider facially symmetric spaces of spin
degree 4. We will show that, under suitable hypotheses, such a space is isometric to a
neutral strongly facially symmetric space containing the predual of a Cartan factor of
type 1 as an L-summand.

For a minimal geometric tripotent v, we shall show first that U;(v) is the orthogonal
direct sum of two Hilbert spaces. By choosing orthonormal bases in these Hilbert spaces
and completing a family of geometric prequadrangles, we obtain a family of geometric
tripotents which we show is a (geometric) rectangular grid. Finally, we show that the
natural map from the span of the dual of this grid to the span of the dual of a concrete
rectangular grid is isometric so extends to an isometry of the norm closed span onto the
predual of a Cartan factor of type 1.

ASSUMPTION 5.1. Z is an atomic neutral strongly facially symmetric space of spin
degree 4 which satisfies FE, STP, ERP, and JP. Thus, there is a geometric quadrangle
(v, uy, ¥, ity) canonically isomorphic to My(C) such that Uy(v + V) = spef{v, ur, v, ity }.
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LEMMA 5.2. Let Z satisfy Assumption 5.1. Then U1(v) is the direct sum of two orthogo-
nal Hilbert spaces H | and H,. More precisely, U (v) = [Uo(i) )NU(W)]+[Up(u)NU1 (v)],
and the summands are orthogonal facially symmetric spaces of rank 1 which are isomet-
ric to Hilbert spaces.

PROOF. Since Uy, (v + ) = Upy(uy + ity) = Us(uy) + Up(iy) + [Uy(uy) N Uy (i1)] has
dimension 4 and

UwNU@) = Uy(v+9) N U (v)
[Ua(uy) + Uz (ity) + Ur(u) N U (@)1 N UL (v)

= [U2(u) NUIW)] + [U2@@) N U (W] + [Ur(u) N U @) N UL (),

we have U (u)) N U, (i) N U (v) = {0}.
Since Up(v + V) N U (v) = [Ug(v) N Up(MIN U (v) = {0}, we have by (29) and (30)

Ui(v) = [Ux(uy + i) NU1(0] + [Uy (g + ) O U (0] + {0}
= [Ua(uy) VU (0] + [Uz(it)) N U (v)] + {0} +
(U1 (u1) N Up(ia) N UL (] + [Ur (@) N Uo(uy) N UL (V)]
= Cuy +[U1(ur) N Up(i) N U] + City + [U (1) N Uo(ur) N UL (V)]
= Up(a) NUL) + Uo(u) N U (v) 1= Hy + Ho,

where, for example,

(44)
= Up(it)) N U1(v) = Cuy + [U1(uy) N Up(it) N UL(W)] = [Uz (1) + Ur(up)1 N U (v).

Since u; ¢ @y, in order to show that the summands are orthogonal, it suffices to show
eoe where e € Uy (u))NU())NU,(v) and €' € U, (i) N Up(uy) N U, (v) are geometric
tripotents. Since e - v would imply Uy(e) N U;(v) = {0}, we must have eTv so e and
similarly e’ are minimal geometric tripotents. Thus P,(e)e’ is a multiple of e and since
e, u; are compatible,

(45) Pa(e)e’ = Pi(u1)Pa(e)e’ = Pa(e)Pi(ur)e’ = Py(e)P1(uy)Po(ur)e’ = 0.

On the other hand, let S be the symmetry S use, which exists by completion (by

Lemma 4.15) of the geometric prequadrangle (e. v,i1;) to the geometric quadrangle
(e, v, i1y, V') and “side by side” glueing (by Lemma 4.18) of (uy, v, i1y, ¥) and (e, v, i1y, V).
By (44), we have #| = §*(#) = [Uz(e)+U,(e)]NU;(v). Therefore, since e is compatible
with v, Pi(e)e’ € Ui(v)NU(e) C H; C Ua(uy) + Uy(uy), so

(46)  Pi(e)e’ = (Py(ur) + Pi(u1))Pi(e)e’ = Py(e)[Pa(ur) + Py (up)1Po(ur)e’ = 0.

From (45) and (46), we have e ¢ ¢’. Thus #; © #, and each is of rank 1, hence a Hilbert
space by [16, Corollary 2.11]. n
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CONSTRUCTION 5.3. Let Z satisfy Assumption 5.1. Define u;; = vand by Lemma 5.2,
let {u A } be any orthonormal basis, including u;, of the Hilbert space Uy(it;) N
Ui(v), where J is an index set not containing 1. Similarly, let {u,; : i € I} be any
orthonormal basis, including i1;, of the Hilbert space Uy(u;) N U;(v), where [ is an index
set not containing 1. Note that uy, Tuy, forj # 1 since u; Tvand uy, u , can be exchanged
by a symmetry sending v to —v, namely S«~. Thus for (i, j) € I X J, by Lemma 4.15,
there exist u, such that "

47) U1y uyyy ty, ty)
is a geometric quadrangle.

REMARK 5.4. Let Z satisfy Assumption 5.1 and let {u, } be given by Construction 5.3.
For fixed p € IU {1}, {uy,},c;uq1} is a maximal family of mutually colinear geometric
tripotents. Similarly, for fixed ¢ € JU {1}, {u,g },¢;1} is @ maximal family of mutually
colinear geometric tripotents.

PROOF. Let S = Su;+, . By Corollary 4.16, for j # 1, S*uy; = —u,. Since isometries

%
preserve colinearity, thé first statement follows. Similar proof holds for the second
statement. .

LEMMA 5.5. Let Z satisfy Assumption 5.1 and let {u, } be given by Construction 5.3.
Then with § = Sp¢™ {uy heruqiyjessity

U=sa' s
The family {i,} is norm total in S,, the predual of S, and Z = 5. &' (S.)°.

PROOF. By the proof of Remark 5.4, for (i, j) € I X J, Uj(uy,) C S and U;(u,1) C .
Moreover,

Uo(u11) = Uz(uyy) N Uo(urr) + Ur(uyy) OV Uouyy) + Uouyy) M Up(uyy)

C S+ Up(uyy) N Uo(ur1)
S+ Up(uyy) N Up(ury) N Ur(uir) + Up(ury) M Upugr) N Up(uy1)
C S+ Uo(uyy) N Uo(urr) N Up(un).

Thus, for finitesets A C I, B C J

U=S+Upu)N () [Uo(ury) N Up(u)].
1€A,JEB

Let Qap = Po(u11)* I,es Po(uy)”" Tliea Po(u,1)*. The net Q4 p converges strongly to a
contractive projection Q with range V := Up(u11) N [N,ey UoCu1))1 N [Nier Uo(ui1)]. Thus
U = S+ V, and these last two summands are orthogonal. To prove the orthogonality it
suffices to show that zoup, for each (p, g) € IxJ and each z in the intersection. For such z,
we have zou,) and zouy, and since (up1 +u1g) - Upg, we have u,, € Us(up+uig) and z €
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Uo(up1) N Up(u1g) = Up(up1 +u1g), i.e., 20 tpg. Since {u,1, urr, uyy, uy} = {u, un, uy, }°,

we have V = §°.
The proof of the second statement is exactly like the proof of the corresponding
statement in Proposition 3.12. [

DEFINITION 5.6. A geometric rectangular grid is a family of minimal geometric
tripotents {up, }(p.5)cpx s such that

(tps, Ugs, Ugr, Upr) 1S @ geometric quadrangle
whenever p,q € P, s,r € Ssatisfyp # g and r # s.

PROPOSITION 5.7. Let Z satisfy Assumption 5.1 and let {u,} be given by Construc-
tion 5.3. Then {u,} is a geometric rectangular grid.

PROOE. First apply Lemma 4.18 to the geometric quadrangles
(ulh Uy, Uy, ull) and (ulh Ui, Uy, u]l)

to obtain the geometric quadrangle (u,, u,1, u;1, u;). Schematically,

Uil Uy
Ul Uy
Uy Uy = .
U uy
W Uy

Next apply Lemma 4.18 to the geometric quadrangles
(115 Uiky Upkes Uy1) and 1y, Uk, Uy, Uy1)

to obtain the geometric quadrangle (uy, .1, 41, Uy). Schematically,

U Uy
Ul U
Uy Uy = .
U Uk
Lz

Then apply Lemma 4.18 to the geometric quadrangles
(u117 U, Uy, ull) and (ul[7 W1, Uy, ulk)
to obtain the geometric quadrangle (u;, uy, t, uy). Schematically,

Uyl Uy Uy - Uy Uik )
W Uy Uy Wy U
In the last application of Lemma 4.18 we used the fact that, by Remark 5.4, u,, Tu,. »

DEFINITION 5.8. Let Z satisfy Assumption 5.1 and let {u, } be a geometric rectangular
grid. The coordinates {x,} C C of an element a € U are defined by

xy = (a, ity),
and the coordinates {x,} C C of an element f € Z are defined by
xy = (f, uy).
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Note that if f is an extreme point of the unit ball of Z, with coordinates x,, then
v(f) has coordinates X,,, and if v € M has coordinates x,, then ¥ has coordinates X,,.
Also, for arbitrary a € S, a = weak™-lim ¥ x,u,, and for arbitrary f € Z, f = norm-
lim " x, &t,,. Note that, as in Definition 3.8, we are using the same notation, namely x;,
for the coordinates of an a € U and for an f € Z.

LEMMA 5.9. Let Z satisfy Assumption 5.1 and let {u,} be the geometric rectangular
grid given by Construction 5.3. Then for each extreme point f of the unit ball of S, with
coordinates x,, we have

(48)

> ll? = 1and det[j‘; ﬂ =0fori.l € IU{1}, i#1; jke JU{1}, j#k.
y i Mk

Conversely, if S is of finite rank, i.e., if one or both of the index sets 1, J are finite, and if

an element f € S, with ||f|| = 1 satisfies (48), then f is an extreme point of the unit ball
of Sx.

PROOF. If i # [ andj # k, then u, © uy so u, + uy is a geometric tripotent. By ERP,
Py(u,; + uy)f is a multiple of an extreme point of the unit ball of Z(u, + uy). Since
M (C) = Uz(uy + uy) = sp{uy, uye, ug. uy} canonically, the determinant is 0. Also,

(f, () = <2xu“u2xv“v> =3 1xu|2'

Conversely, suppose that § is of finite rank, say J = {1. .. .n}, let f be an element of
(8x)1 of norm 1 satisfying (48) and let x,, be the coordinates of f with respect to {u,j}.
Symbolically, we shall write

Xip X2t X1y ottt Xin
X21 X2 vt Xyt X
X1 Xp ...xU ce ot X

There exist p, g such that x,, # 0. Let R; = Su,+, . The action of Ry on the (dual)
7

geometric rectangular grid {&,} is given by

1211 i:llZ i‘{]q aln apl '*’:‘pZ _apq —“’tlpn

oy By -+ fog -+ Ty —lpy By - Dy - B
Rl e

apl Upd =" Upg *~* Upp uy —up e _alq _"i'\‘]n
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Let fi = Ryf have coordinates x}j, so that x}q # 0. With Ry = Su,+, it is clear
e

that o := Rafi has coordinates x} with xj; # 0 and f, satisfies (48). We now apply

Corollary 4.17 to the geometric quadrangle (u;1, u;,, U, u,1) and the element g, = x2” U+

2 i + X% 0, + X% ;1. We obtain a symmetry Rj, independent of i such that

)\xﬂ _sz _x%.n—l Y
—AG x5 o G, 0
Rifp= : N
—/\szl szz xinil 0

We note that Rf; also satisfies (48), and we repeat this process a finite number of times
to obtain an isometry 7 such that

i10---0
}210...0
Tf= @ @ .
2110"'0

This is an extreme point of the unit ball of Z, since it is a unit vector in the Hilbert space
9. It follows that f = T~!(Tf) is an extreme point. [

THEOREM 5.10. Let Z be an atomic neutral SFS space of spin degree 4 which satisfies
FE, STP, ERP, and IP. Then Z has an L-summand which is linearly isometric to the
predual of a Cartan factor of type 1. In particular, if Z is irreducible, then Z* is isometric
to a Cartan factor of type 1.

PROOF. Let {u,} be the geometric rectangular grid given by Construction 5.3 from
an arbitrary geometric quadrangle. Let {v, } be the rectangular grid over the same index
sets which is known to exist in a Cartan factor V of type 1. Then Y := V, satisfies
Assumption 5.1 and {v, } can be chosen to be the geometric rectangular grid obtained by
Construction 5.3 from the quadrangle (vy1, vi2, V22, v21). The correspondence i, +— ¥,
extends to a linear map « of a norm dense subset of .§ onto a norm dense subset of Y.

Suppose first that the space S is of finite rank. Then, by Lemma 5.9, extreme points
are mapped to extreme points by x, so x is contractive. By symmetry so is £~ !. Therefore
Kk is isometric, proving the theorem in this case.

Suppose now that S is of arbitrary dimension and infinite rank. In this case, any
element ¢ in the span of the dual rectangular grid {&,} belongs to a finite dimensional
subspace of the form sp{i, }.ca, s for suitable finite subsets A C I, B C J of the same
finite cardinality. Since this subspace is of the form Z;(u;; +- - - u,,) and satisfies the four
PSP’s, it follows from the finite dimensional case just proved that ||s(¢)|| = || #]|. By the
density of this span, the proof is completed. [
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6. The type 2 case. In this section we consider facially symmetric spaces of spin
degree 6. We will show that, under appropriate hypotheses, such a space is isometric to
a neutral strongly facially symmetric space containing the predual of a Cartan factor of
type 2 as an L-summand.

For a suitable minimal geometric tripotent v, we shall show that U;(v) is a Cartan
factor of type 1 and rank 2, and using a rectangular grid in U;(v), we construct a family
of geometric tripotents which we show to be a geometric symplectic grid. Finally, we
show that the natural map from the span of the dual of this grid to the span of the dual
of a concrete symplectic grid is isometric so extends linearly to an isometry onto the
predual of a Cartan factor of type 2.

ASSUMPTION 6.1. Z is an atomic neutral strongly facially symmetric space of spin
degree 6 which satisfies FE, STP, ERP, and JP, and v, V are a pair of orthogonal minimal
geometric tripotents for which U,(v + V) is of dimension 6 and Uy (v + ) # {0}.

LEMMA 6.2. Let Z satisfy Assumption 6.1. Then U, (v) is isometric to a Cartan factor
of type 1 and rank 2.

PROOE. By Proposition4.8, U;(v) hasrank < 2, and by Proposition 4.20, v can be cho-
sen such that Z) (v) has spin degree 4. Let vy, 72, v3, ¥3 be chosen such that v, ¥, vo, ¥y, v3, 73
is a spin grid for U,(v + V). Since v,, ¥, v3, 73 belong to U, (v) and their span is isometric
to M;(C), the space U;(v) is of rank 2. By Corollary 4.12, Remark 4.6, and Lemma 2.8,
Z)(v) satisfies the hypotheses of Theorem 5.10. Thus U (v) has an M-summand isometric
to a Cartan factor of type 1. This Cartan factor is of rank at least 2 since it contains a
geometric quadrangle. Therefore the above mentioned M-summand coincides with U, (v)
and the lemma follows. m

CONSTRUCTION 6.3. Let Z satisfy Assumption 6.1 and define u;; = v. Using
Lemma 6.2, let {uy;,uz : j € J} be a (geometric) rectangular grid for U,(v), where
J is an index set not containing 1 or 2. Let u;1 := —uy, and up := —uy, for j € J. For
i, j € J,i#j, apply Lemma 4.15 to u,p, up2, uy, to obtain u, such that

(49) (u127 U2, Uyy, ulj)

is a geometric quadrangle.

Schematically,
Uiy Uy
up (= —uz) Uy.

Note that, since (—uy;, U12, U1, 4,) is a (geometric) quadrangle, (u2,, u12, Uy, Uy) is an
odd (geometric) quadrangle. The odd quadrangles (which are obtained from quadrangles
by a single sign change) are the appropriate building blocks for spin factors (cf. [8,
Corollary, p. 313]). Note also that {u,} c; and {uy},; are each an orthonormal basis
for a Hilbert space, by well-known properties of Cartan factors of type 1 and rank 2.
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DEFINITION 6.4. A geometric symplectic grid is a family of minimal geometric tripo-
tents {u, }, ., where J = {1,2}UJ and J does not contain 1 or 2, such that u,, = —u,
foralli, j € Jand

(1)1, wy, Uy, uyg) i a geometric quadrangle

whenever i, j, k, [ are all distinct.

Note that if some pair of indices are equal, then either one of u,, is not defined, being
of the form up,, or the elements coincide in pairs.

In the following proposition we shall use the fact that for a spin grid u,, ty; u, it2; . . .,
(u,, u;, t,, —ity) is a quadrangle for i # j ([8, Corollary, p. 313]).

PROPOSITION 6.5. Let Z satisfy Assumption 6.1 and let {u,} be given by Construc-
tion 6.3. Then {u,} is a geometric symplectic grid.

PROOF. We first show that whenever i, j, k, [ are all distinct,
(50) (U1, ey Wk, 1y) 1s @ geometric quadrangle.
First apply Lemma 4.18 to the geometric quadrangles
(12, Uy, Uy, up) and (uyo, uyg, wy,y up)
to obtain the geometric quadrangle (u,;, u.2, u;2, u,;). Schematically,
U2 Uy
up u
Upy Uy = 2
Up uﬂ
Up uﬂ
Next apply Lemma 4.18 to the geometric quadrangles
(12, Uy Wik, ui2) and (U2, Uk, Uy, Up2)

to obtain the geometric quadrangle (i, 2, U2, uy). Schematically,

U2 U

U Uy
Up U =

Up Uy
Up ujk

Note that u, Tuy,. To see this, let § := 5’%‘# Since uy Tup we have Suy T(—uy).
But uy © uyz and uy © uyy, so Suy, = uy,. Hence we may again apply Lemma 4.18 to the
geometric quadrangles

(uugy w2, Up, u]/) and (uy, Uz, up, ujk)
to obtain the geometric quadrangle (i, u,, Uy, ). This proves (50). Schematically,

U Uy Uy s Uy Uy
Up Uy U u]l ujk
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We next show thatu,, = —u,, fori, j € J. By Corollary 2.7, Us(uiy+up) = Us(uin+uy)
and thus

Us(uy, +u) = Us(uiz + uy) = Cupp + Cuy + Uy (u12) N U (uy)
C Cupy + Cuy + Uy (ui2) N U (uyy + up) C Ua(uy, + up),

so equality holds.

By [11, Remark 1.1] there is an isometry of U;(u12) which is a finite product of
symmetries and scalar multiplications, taking u;3 into uj, and u4 into u, respectively
(for details of this, see step 2 of the proof of Lemma 6.9). Therefore, Us(uy, + uy,) has
dimension 6 and hence Uj(ui2) N Ux(uy, + u;2) is four dimensional. Since Uj(u;») is
spanned by the rectangular grid {uy, us : k € J}, Uy (u12) N Ua(uy, + upp) is spanned by
the elements of the geometric quadrangle (uy), uy;, u1,, 4,). Indeed, it obviously contains
uy; and uy, and by JP, Usx(uy, + uz) D Ui(uy) N Ui(uy2) so it also contains u;, and
uy,. Since Us(uy; + u2) is isometric to a spin factor, with quadrangles corresponding to
geometric quadrangles, we can apply [8, Lemma 1.8] to the pair of concrete quadrangles
(see the diagram below)

(ugy, uyy, uyy, up) and (upo, wyy, —uy, —u2) = (U12, Uy, —Uy, U2,),

in which uy, Tuy,, to obtain a geometric quadrangle (u2j, Uy, Uy, —(—u,,)).

On the other hand, by definition, u, is the completion of the geometric prequadrangle
(up2, w12, u,). Thus (uy;, ui2, u1,, —u,) is a geometric quadrangle. Thus u, = —u,,. n

LEMMA 6.6. Let Z satisfy Assumption 6.1 and let {u,} be the geometric symplectic
grid given by Construction 6.3. Then with S = 3pe<™ {u, }, el we have

U=sa'™ s°.
The family {iv,} is norm total in S,, the predual of S, and Z = 5, a! (5.°.

PROOF. We first show that for p # 2, Ui(up) C S. Indeed, with S; = Supw,,
v

St(u12) = uip and Sj(uy,) = —uy, for j # 2, j # p. Moreover, Sj(uxy) = —uy, for k #p-by
Corollary 4.16, and S} (u2,) = —uz, since uy, Tuip and uzp Tuyo.
Thus

Ui (u1p) = S U1 (u12) = STEP{ 1k ik ber) = SPE ik Fre oy (o3 Y {tip Feer)-
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Similarly, we use Sy := Sujp+, to show that Ui(uzg) C S. Asin the proof of Lemma55.5,
-

2
we have, for any finite set B C J

U =5+ Up(uiz) N () Uo(uyy),
JEB

and for any finite subset A C J

U=5+U(up)N (ﬂ Uo(ulj)) N (g UO(“21))-

JEB

Let Q4 = Po(u12)* [Lep Po(uy)* Il,ea Po(u2,)*. The net Q4 p converges strongly to a
contractive projection Q with range V := Up(u;2) N [njei Uo(u1))1 N [N,e7 Uo(uz,)1. Thus
U = S+ V, and these last two summands are orthogonal. To prove this orthogonality
it suffices to show that z ¢ uy, for each p,gq € J and each z € V. For such z, we have
zouip and 20 uyg and since (up + ug2) b tpg, We have z 0 u,g. Since {uz, uiz, uyy, uy}° =
{uz,, Uiz, u1j}°, we have V = 50

The proof of the second statement is exactly like the proof of the corresponding
statement in Proposition 3.12. L]

LEMMA 6.7. Let Z satisfy Assumption 6.1 and let {u,} be the geometric symplectic
grid given by Construction 6.3. Then for each extreme point f of the unit ball of S, with
coordinates x, = (f, u,), we have 3, , |x,|* = 1 and for distinct {i, j, k, I},

(&2)) XXk + XXy + x4 = 0.

PROOF. By ERP, Py(u, + uy)f is a multiple of an extreme point of Z;. Since U, (u, +
u) = Sp{uty, e, Uk, wy, Uy, uy} is isometric to a spin factor, the determinant in that spin
factor is zero (cf. [8, Proposition 3.3]). Since u,, uy; uk, —uy; uy, —iy is a spin grid for
that spin factor, (51) holds. Also,

{f,m(f)) = <qu“t/zxu”y> = letjlz-

In the proof of the following theorem, #; denotes the Hilbert space which is the
completion of S, with respect to the norm given by the symmetric sesquilinear form
(- | -) defined in [16, Proposition 2.9]. By Lemma 6.6, this form is positive definite, and
SO H 7 exists.

THEOREM 6.8. Let Z be an atomic neutral SFS space of spin degree 6 which satisfies
FE, STP, ERP, and JP. Then Z has an L-summand which is linearly isometric to the
predual of a Cartan factor of type 2. In particular, if Z is irreducible, then Z* is isometric
to a Cartan factor of type 2.
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PROOF. Let {u,} be the geometric symplectic grid given by Construction 6.3. Let
{v, } be the symplectic grid over the same index sets which is known to exist in a Cartan
factor V of type 2. Then Y := V, also satisfies Assumption 6.1 and {v, } can be chosen
to be the geometric symplectic grid given by Construction 6.3. The correspondence
it — ¥y extends to a linear map x of a dense subset of S, onto a dense subset of ¥ and
to a unitary map & of the Hilbert space # 7 onto #y.

We shall use the following lemma to complete the proof of the theorem.

LEMMA 6.9. Iff is an extreme point of the unit ball of S., then R(f), which is a priori
an element of Hy, actually belongs to Y and is an extreme point of Y.

PROOF. Let f be an extreme point of (S.); and let x, be the coordinates of f with
respect to {u, }.

STEP 1. If x12 = 0, then there exist p, g such that x,, # 0. Let R| = Sup+. . As in the

7

proof of Lemma 6.6 for Su,+, , the action of R} on the (dual) geometric symplectic grid
7

{i1, } is the following:

Rty = —ity Riiiy,=—ity;, (G#2) Ribg=—b (k#p)
Rlaxj=ﬁtj (i?{PvJ'#P) Rli‘p]=_i‘l} Rlatp=iilt~

Since this amounts to a permutation with some changes of sign, it is clear that if we set

Tl = S"lz*v,,z N then
Vi

(52) TioRoR; =R on #H3.
If fi := R\f has coordinates x,l, then x{q # 0. With Ry = Supeu, , and Ty = Svipey,, it is
7 Vz
also clear that
(53) T20R0R2=f§30nﬂz,

and that f, := Ryfi has coordinates x; with xj, # 0.
If xi2 # 0, define f; := f and X} := x,.

STEP 2. Let

Py(u2)fs = s1it13 + s2ito4

be the spectral decomposition of P;(u12)f, in the rank 2 Cartan factor U;(u;7) of type 1.
By [11, Remark 1.1], there is a geometric tripotent w; and a complex number A\; such
that, with R3 := A\ S,,, we have Rju 3 = it)3. Let u), = Rjup4. Again choose a geometric
tripotent w, and complex number A, such that, with R4 := A,S,,,, we have R;{u’2 4 = Hoa.
Note that Rjii13 = A2il3. Let fa := RsRsf> and denote the coordinates of f4 by xg. Then
x},=0forj >4, xj; =0,and x, =0 forj > 5.
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STEP 3. Since f; is an extreme point, by Lemma 6.7, forall 2 < i < j, j > 5, we
have
4 4, 4.4 4 4 _
XiaXy + XpXi, + X)Xy, = 0,

which implies x; = 0 in this case. Thus
4 4 4 4
f4 = XU + X[3U 3 + XpqlUog + X34U34.

Let T3 and T4 be the symmetries on Y which are constructed in the same way as R3
and R4. We shall show below that

(54) T3 o & o R3(f2) = R (f2),
and
(55) Ty 0 R o Ry(f3) = R(f3).

We can now complete the proof of the lemma assuming (54) and (55). The element
k(fs) belongs to Y,(vi2 + v34), which is isometric to the predual of a (six dimensional)
spin factor. Since its (spin) determinant is 0, k(f4) is extremal in Y2(vi2 + v34), and by
neutrality, it is extremal in the unit ball of Y. By (52)—(55), &(f) = TWT2T3T4ik(fs) is
extremal, completing the proof of the lemma under the assumptions (54) and (55).

STEP 4. We return to the proofs of (54) and (55). We shall prove (54), the proof of
(55) being similar. For this, consider a symmetry R = §,, with ¢ a minimal geometric
tripotent of Uj(u;;). For example, R = R3 or R = R4 above. The symmetry R has the
following properties, for suitable scalars ar;;:

® Riijp = —iyy (since uyp 1t)

e Forj#2, Rit; = i k=12 Qyuitts (since R(Zy(u12) = Z1(ur2))

e Forj# 1, Rity) = 0 j=1,2 Qi (since R(Zy(u12) = Zy(u12))

e Fori>3,j >4, Rity, = Y4 Ayuity (since u, o uj; and u, © 5°).

Fori#j,i #2,j#2,p:= %(1212+121,+12,2 +ii,) is an extreme point of Z;. Symbolically,
if we write

x12x13 ...xlj-'.
X3 Xy e
f= : ;
. ‘xlj
then
=l ayz—ay3 - agy—ayy -
Q23 — 0223 -0 Qy — Q1 -
dy34

2R(p) =

Akt
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From Lemma 6.7, fori > 3, j > 4, we have

(=Dt + (ayor — (@i — ) + (@i — o) — o) =0,

ie.,
(56) = (g pr — o)y — o) + (a1 — (@ — aon))-

The element s in V;(v},) with the same coordinates (obvious definition) with respect
to v, as t has with respect to u,, determines a symmetry T (for example T =Tz or T = T}
above) on Y and numbers (3, which satisfy

&) Byt = B2k — B2 By — Baind) + Bk — BBzt — Baan)-

Since & is an isometry of the Cartan factor U;(u;,) of type 1 onto the Cartan factor
Vilviz) of type 1,
(58) Qpgrs = Bpqrs Whenever r € {1,2}.

From (58), (56) and (57) it follows that

(59) Oy = By forall i, j, k, 1.
We now prove (54), which is to say

(60) (T3RR3(f2), vy) = (f2, uy)-

We have, with R = Ry and T = T3,

(61) I‘%R:;(fz) = Z(Z Xiauk,)ou
k! 1y
and
(62) Ti() = T3 (28, ) = (20w )
] kil Mg

By (59), (61) and (62), we have (60), and hence (54). The proof of (55) uses R= Ry, T =
T4. This completes the proof of the lemma. [

We now complete the proof of the theorem. Suppose first that the space S is finite
dimensional. Then since extreme points are mapped to extreme points by s, by finite
dimensionality, x is contractive. By symmetry so is ~!. Therefore & is isometric, proving
the theorem.

Suppose now that § is of arbitrary dimension. Since any element ¢ in the span of i,
belongs to a neutral SFS subspace of the form Uj(u12 + - - - + u2,—1 20), and since by the
neutrality of P(u12+ - - - + Upp—120), the PSP’s are satisfied in Z(uj2 + - - - + U241 24), by
the finite dimensional case just proved ||k(¢)|| = ||¢|l. By the density of this span, the
proof is completed. u
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7. The type 5 and 6 cases. In this section we consider facially symmetric spaces of
spin degree 8 (resp. 10). We will show that, under the usual hypotheses, the dual of such
a space has an M-summand which is isometric to a Cartan factor of type 5 (resp. 6). In §8
we shall see that there are no neutral strongly facially symmetric spaces of spin degree
greater than 10 which have no L-summands of type I, thereby enabling the completion
of the classification of atomic facially symmetric spaces.

7.1. The type 5 case. In this subsection, we shall prove the following theorem.

THEOREM 7.1. Let Z be an atomic neutral SFS space which satisfies FE, STP, ERP,
and JP, and let v, v be orthogonal minimal geometric tripotents in U := Z* such that
the dimension of Up(v + 7) is 8 and U (v + V) # {0}. Then there is an L-summand of Z
which is isometric to the predual of a Cartan factor of type 5, i.e., the 16 dimensional
IBW*-triple of I by 2 matrices over the Octonions. In particular, if Z is irreducible, then
Z* is isometric to the Cartan factor of type 5.

PROOF. By Proposition 4.20, v can be chosen in such a way that U;(v) is of spin
degree 6 and is not of type I,. Thus, by Theorem 6.8, U;(v) has an M-summand § which
is isometric to a Cartan factor of type 2. Because U;(v) has rank at most 2 and § contains
a geometric quadrangle, U;(v) is a Cartan factor of type 2 and rank 2. Since U;(v) is not
of type I, it must be isometric to A5(C), the JBW*-triple of all 5 by 5 anti-symmetric
complex matrices. Let ® = {1,2,3,4,5} and {u, },4, ,co be a symplectic grid for U, (v).
For each m € @, there is, by Lemma 4.15, a unique minimal geometric tripotent v,, such
that, with @ = {m, i, j, k, [},

(63) Vo Vs Uyy Uik Wyky Wiy Uik Uyl

is, up to signs, a spin grid for U(uy + uy).

PROPOSITION 7.2. For each m € @, the following is, up to signs, a spin grid:
(64) Vis Wims Vi Wms Viy Ugms Vi, Uim-

PROOF. This follows from an application of Lemma 4.18 to the geometric quadran-
gles (v, uy, =V, Uym) and (v, uy, v;, u;,). Schematically,

Um V Um
—V; U Vi

We remark that the linear span of each of the spin grids (63) and (64) is an 8-
dimensional complex spin factor and is therefore isometric with the Cayley algebra, or
Octonions, in the spectral norm (cf. [17]).

Note that since the four digits occurring in a geometric quadrangle are distinct, each
quadrangle from the symplectic grid {u,, } is determined uniquely, up to equivalence (i.e.,
having the same span) by an index m € ®.
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LEMMA73. U = S & &, where S is the linear span of {uy},,co.s U
{V.V[,VQ,V3,V4,V5}.

Schematically, we can depict this basis as

U2 U1z Ui4 Uis
Uz3 Uz4 Uss

Uzgq U3s

Uas

| Vi V2 V3 V4 V5

PROOF. Suppose we have shown
(65) Ui(uy) C Sforallk,l € ®.

By the mutual compatibility of the family {u, },

U=s+UoN| N Uoluw)
kIED kA

and these two summands are orthogonal.

To show the orthogonalitylet z € Sandy € Uo(v) N[N, Uo(uw)]. If 2 = uy; or v, then
zoyistrivially true. If z = v,,, then z € U (u,+uy) andy € Up(u,)NUp(ug) = Uo(uy+uy),
proving the orthogonality.

To prove (65), note first that since v and i, belong to a spin grid, the symmetry
S = Sy exists. Since S*v = uy, it suffices to prove that S*U;(v) C S. For this it is

72
enough to show S*u, € §.
Cast 1. {i, j} N {k,1} = 0; then, by Corollary 4.16, S*u, = —v,, € S.

Case 2. {i, j} N {k,1} = {k}, say i = k; then uy, Tuy and wuy, Tv so that (L\/‘%“)Tukj
and thus S*uk] = —Uy € S.

CaSE 3. {i,j}N{k,1} = {k,I}; then S*uy =v € §.
Finally, since {v, uy, ug, Vi }° = {v, uy, us}°, we have U = S & 5°. .

LEMMA 7.4. For each extreme pointf of the unit ball of S., with coordinates

X0, X (1 <m<5), x, ()€ D,i#)),

ie.,
5
= xyiy +x00+ > x,9,

1) J=1
we have

5
(66) le]lz"'letJ‘Z =1

J=0 L]
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and for each m € @, writing ® = {m, i, j, k,l},

(67) X0Xm + €yXy X + €ruiXpXy + €ggiXpX = 0
and
(68) XiXim + €mXXm + €xmXpXkm + €EimX1 Xy = 0,

where the epy and €qrs belong to {—1, 1}.

PROOF. By ERP, P>(u, + uy)f is a multiple of an extreme point of Z;. Since U (uy, +
Uir) = SP{Vs Vimy tyg, Uiy Uiz, W, Uk, Uy y is isometric to a spin factor, the (spin) determinant
of Py(u, + uy)f in the dual of that spin factor is zero, so (67) holds. Similarly, using
P(v,+u,,) and Proposition 7.2 leads to (68). The formula (66) follows from 1 = (f, 7(f)).
| ]

Since a Cartan factor of type 5 is the dual of a neutral strongly facially symmetric
space satisfying the same assumptions as S, to prove the theorem, it suffices to prove
the following proposition.

PROPOSITION 7.5. IfZ' is another space satisfying the same assumptions as S, and if
{utj}t,jed),t#j U {v, Vi, V2, V3, V4, VS} and {u;}t,jed),t#j U {vlv V;, Vév V;lw V:h Vg} are the corre-
sponding generating sets for S and U’ (constructed in the first paragraph of the proof of
Theorem 7.1), then the map k: S. — Z' taking i, onto it; (i, j € ®,i #j), ¥ onto V/, and
Dm onto ¥, (1 < m < 5) extends to a linear isometry of S« onto Z'.

Not surprisingly, this will be accomplished with the help of the following lemma.
LEMMA 7.6. Iff is an extreme point of (S« )1, then k(f) is an extreme point of Y.
PROOF. Let xg, xm, x, be the coordinates of f. Symbolically, we shall write
X12 X13 X14 X15
X0 X23 X24 X25
(69) f = X34 X35

X45
| X1 X2 X3 X4 X5

Suppose first that P1(v)f = 0. Then either f = xod or f = >, x,9,. In the first
case, k(f) = xo?’ is extreme. In the second case, since 91, ..., Vs are mutually colin-
ear (for example, apply Lemma 4.18 to the geometric quadrangles (v, uss, vi, up3) and
(v, ugs, va, u13) to obtain (vy, u3, u13, v2) in which v; Tv,) and span the facially symmetric
space Zy(v), this space is a Hilbert space and «(f) is an extreme point of the Hilbert space

(V') spanned by the colinear family 9}, . .., ¥5. By neutrality, £(f) is extreme in Z'.

In what follows we may thus assume that P;(v)f # 0. Let

Pi(W)f = sqil12 + S20i34

be the spectral decomposition of P;(v)f in the predual of the rank 2 Cartan factor
Ui(v) ¥ As(C). By [11, Remark 1.1], there is a geometric tripotent w; and a complex
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number A; such that, with Ry := A S,,,, we have Rju» = it1o, and Rjuzs = u}, say. Again
choose a geometric tripotent w, and a complex number A, such that, with Ry := \,S,,,,
we have Rju3, = fi3q. Note that R3it1, = Aaity2. We then have

20 00
- 000
fi=RRif= %34 0
0
[ X1 Xp X3 X4 X5

We shall use (68), and we may assume that X5 # 0 (since s; > s, > 0). First, withm = 2,
we get X1 X2 = 0, so X} = 0. Then, with m = 1, we get X%, = 0, so X; = 0. Similarly,
withm = 3 and 4, we get %y = 0 = ¥;3.

We now have that
X220 0 0
000
(70) fi= %34 0
0
| 0000 x5

belongs to the spin factor Z,(v + vs), in fact to the span of a quadrangle (corresponding
to the original (v, u12, vs, u34)).
Let Ty, T, be the symmetries acting on Z’ corresponding to R}, R;. We shall now show

that
(71) Ty,okoR,=rfork=1,2.
Indeed, let R = S; with ¢+ € U;(v). Then RV = —¥ and since v, © v, we have RV, €

~ ~ ~ 5 ~ . _ A
sp{¥i, .. .,V5}, say RV, = ijl ;. Obviously, RZ;(v) = Z;(v), so we have Riy, =
Y, Qykitty. Since (v, uy, Vi, ) is a geometric quadrangle, p := R(V + it + ¥y, + fiy) is a
scalar multiple of an extreme point. Now

ay12 + Qi 03 + g3 Oyi4 + g Ayis + s

1 023 + O3 Ayog + Oppg Qs + Qs

p= Q34 + O34 035 + Qs
Oyas + Q45

l Al Amp Am3y Ama A5

By (67) the numbers «,, are expressed uniquely and universally in terms of the numbers
ayu, 1e., if T denotes the corresponding symmetry acting on Z’ and giving rise to
numbers Gy and By, then oy = By and Ay = Byy. It follows as in earlier sections,
that Tok oR = k.

We can now complete the proof of the lemma. The element x(f;) belongs to Z(v' +v%)
which is isometric to a spin factor. Since its (spin) determinant is 0, it is extremal in
Z,(V' + v5), and by neutrality, it is extremal in Z{. By (71), k(f) = T1 T»k(f}) is extremal
inZ].

This completes the proof of Lemma 7.6. The fact that f] lies in a geometric quadrangle
(cf. (70)) leads to the following Corollary.

Downloaded from https://www.cambridge.org/core. 07 Mar 2021 at 23:31:08, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

ATOMIC FACIALLY SYMMETRIC SPACES 79

COROLLARY 7.7. Any two minimal tripotents in the Cartan factor of type 5 can be
exchanged by at most three symmetries (in the sense of [11, Remark 1.1]).

We now complete the proof of Proposition 7.5 and hence of Theorem 7.1. Since ex-
treme points are mapped to extreme points by «, by finite dimensionality, x is contractive.
By symmetry so is £~ .. Therefore & is isometric. [

7.2. The type 6 case. In this subsection, we shall prove the following theorem.

THEOREM 7.8. Let Z be an atomic neutral SFS space of spin degree 10 which satisfies
FE, STP, ERP, and JP, and has no L-summand of type I,. Then Z contains an L-summand
which is isometric to the predual of a Cartan factor of type 6, i.e., the 27 dimensional
IBW*-triple of all 3 by 3 hermitian matrices over the Octonions. In particular, if Z is
irreducible, then Z* is isometric to the Cartan factor of type 6.

PROOF. Let v and v be orthogonal minimal geometric tripotents such that the dimen-
sion of U,(v + V) is 10 and U;(v + ¥) # {0}. By Proposition 4.20, v can be chosen in
such a way that U;(v) is of spin degree 8 and has no L-summand of type I,. Thus, by
Theorem 7.1, U;(v) has an M-summand S which is isometric to a Cartan factor of type S.
As in the proof of Theorem 7.1, U;(v) = S. Let us denote v by —ug and let {ug, u,, u},}
fori, jm € @ :={1,2,3,4,5} be a canonical grid for U;(v) (¢f. Lemma 7.3).

Recall that by (63) and (64), for each m € ®, we have the following two spin grids:

— +. . .
(72) Uy s Upys Uy Upls Upes Uyl Upges Uyl
and
+ L+ Lo+ L+
(73) U, s Uims u] ) ujm, Up s Ukms U s Uy«

All the elements of these spin grids are colinear to —u. Thus, for each of these spin
grids, there is a unique element which together with —uf and the spin grid forms a spin
grid with 10 elements. Denote these two elements by u,, and ug,,. Schematically, we can
depict this basis as

U2 U13 Uig Uis
u= Uz3 Uzq Us
—ug 0 U3q U3s
Ugs
uy uy uy uy ud
u; Uy uz uy us
up1 Ug2 U3 Uo4 uos

For later use we list here some relations between various pairs of elements in the
above array.
Applying “side by side” glueing to the geometric quadrangles

+ o+ +
—ut u —ut u

0% ang 0
Uy Uom U U
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yields the geometric quadrangle

uj+ i
Uom U
Therefore
- + + - 4+
(74) Uom T Uiy Uom T U]y Uom © Uy, Uy O upy Uy Tuy.

Applying “side by side” glueing to the geometric quadrangles

+ +
u, Uy u, U
7 H0m ang Ty Ok

Uy uy Uy Up,

yields the geometric quadrangle
Uom Uok
Uy Uy

Thus {ug, u;” : j € ®} is a spin grid of dimension 10. Let .S be the span of the family
(75) {uf g uy :0<k<5,0<i<j<5}

We show next that § is an M-summand in U. Since obviously, § C U (ug +u; + uoy),
it suffices to prove that
(76) U\ (u§ + uj +ugy) = {0}.

The symmetry S}, with w = (—u + uz3 + uy +uss) /2 exchanges —u with u;, leaves ug)
fixed, and maps the family (75) into multiples of elements of this family. From this it
follows that U;(u}) is mapped to U;(u;) and the geometric Peirce decomposition with
respect to u + uy + ugy is left invariant by S},. Since

a7 Ur(d) C S and Uy(ud) N Uyl + uy + ur) = {0},

we obtain

(78)  Ui(uy) C 8 C Ux(ug +uy +uor) and Uy(uy) MU (ug + uy +uoy) = {0}.
Similarly, we obtain

(79 Ui(uo1) C S C Ux(ug + uy +uor) and Uy(uo1) N U (ug +uy + ugr) = {0}.

Thus (76) holds and it now follows that U = S + Up(uf + uy + uo1), i.e., S is an
M-summand of U.

DEFINITION 7.9. The coordinates
%, 0<m<5), x (0<j<5), x(0<i<j<5),

of f € S, are defined by
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Since a Cartan factor of type 6 is the dual of a neutral strongly facially symmetric
space satisfying the same assumptions as S, to prove the theorem, it suffices to prove
the following proposition.

PROPOSITION 7.10. IfY is another space satisfying the same assumptions as Z and if

{ui Yo<kss U {uy bo<icy<s,
and
{vi Yoskes U {vy boiy<ss

are the corresponding generating sets for S and V(= Y*) (constructed in the first para-
graph of the proof of Theorem 7.8), then the map k. S, — Y taking uki ontoviE(0<k<5)
and i, onto ¥, (0 < i <j <5) extends to a linear isometry of S onto Y.

This will be accomplished with the help of the following lemma.
LEMMA 7.11. Iff is an extreme point of (S:)1, then k(f) is an extreme point of Y.

PROOF. Let x2, x, be the coordinates of f. Symbolically, we shall write

X12 X13 X14 X15
- X23 X24 X25
+ X0
X0 X34 X35
f= X45
+ A+t
.x] X2 X3 X4 x5
X, X5 X3 Xy X5
X01 X02 X03 X04 X05

Suppose first that Py (u)f = 0. Then by extremality of f, it is either a multiple of & or
in Zo(ug), which as shown above is a 10 dimensional spin factor. Therefore «(f) is either
a multiple of the extreme point ¥, or an extreme point of the 10 dimensional spin factor
Yo(v(), and by neutrality, an extreme point of Y.

In what follows, we may therefore assume that Py (u)f # 0. Let

Pi(uQ)f = s1iig + 204}

be the spectral decomposition of P;(u)f in the predual of the rank 2 Cartan factor U; (1)
of type 5. By Corollary 7.7, there is a product R; of at most three symmetries such that
Riuy =iy, and Rjuj = u}' say. Again choose a product R, of at most three symmetries
such that Ryu}" = it;. Note that R5ii, = it . We then have

0000
000
% %0 00
fi =RRif = 0
yy 0000
.o Y2 ¥i Ya s
Yol Y02 Yo3 Yo4 Yos
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The spin factor U,(u, + up,) contains {uj',u,, : 0 < i < j < 5}. By ERP, the spin
determinant of P(uy +up,)f1 is zero. But this determinant is y; yo,, and since Py (u})f # 0,
by the spectral decomposition y; = s # 0. Thus yo, = 0 for each i.

We next assume that yj # 0. For m # 1, the spin determinant of P,(uf + uy,)fi in
U, (u§ + u,,) is zero, implying, since y;, = O that y,, = 0. We now have

0000
_ 000
s 0 00
fi= 0
30000
v, 0 0 0 0
o 0 0 0 O

which lies in a geometric quadrangle in a spin factor and the proof of the lemma is
completed as in earlier cases.
We now consider the case y§ = 0. We then have

0000
000
0 Yo 00
0
¥y 0000
YioY2 ¥ Vi s
0 0 0 0 0

fi

If also yj = O, then since uy Tu,, form =1,...5, n(f) lies in the linear span of a finite
number of mutually colinear minimal geometric tripotents, each pair of which lies in
some geometric quadrangle. Under these conditions, by Lemma 4.21, 7(f}) is a minimal
geometric tripotent so that f] is an extreme point.

So we may assume that y} # 0. In this case, since the spin determinant of Py (u} +u,, )f1
is zero, we have y,, =0 form = 2,...,5. This completes the proof of Lemma 7.11.

We now complete the proof of Proposition 7.10 and hence of Theorem 7.8. Since ex-
treme points are mapped to extreme points by k, by finite dimensionality & is contractive.
By symmetry so is k. Therefore & is isometric. n

8. Structure of atomic facially symmetric spaces. Inthis section we use the results
of earlier sections to prove the main result of the paper, embodied in Theorems 8.2 and
8.3.

PROPOSITION 8.1. Let Z satisfy Assumption4.3. Let v be a minimal geometric tripotent
such that the rank of Z,(v) is one, and there is a geometric tripotent u € U\(v) such that
uTv. Then J(v) := Zy(v) + Z1(v) is an L-summand of Z containing v which is isometric to
a Hilbert space.
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PROOF. By Lemma 4.10, Z;(v) is isometric to a Hilbert space. Let {u,} be an or-
thonormal basis of U;(v) containing u. Since u is a minimal geometric tripotent by
Corollary 4.5, all 4, are minimal geometric tripotents by the same corollary, and u, Tv
forall i.

To show that J(v) is a summand, assume first that Uy(v) N U;(w,) # {0} for some i.
If wis a geometric tripotent in Uy(v) N U|(w,), then by Proposition 4.4, (v + w) F u,,
and by Corollary 2.7, there is a geometric tripotent &z € Uy(u,) N U|(v), contradicting the
assumption rank Z;(v) = 1. Thus Zy(v) = Zo(v) N Zy(u,) for all i and this shows that J(v)
is a summand.

To show that J(v) is isometric to a Hilbert space, it is enough to prove that ||f + Ag|| =
\/T+ [A|? for v(f) = v and any g € Z;(v), ||g|| = 1. Let {g} U {ga }aecn be an orthonormal
basis for the Hilbert space Z;(v). Then Y := sp{f, g} = MNuea Zi(ge) is a neutral SFS
space by Lemma 1.2. This two dimensional facially symmetric space is of rank 1 since if
it contained two orthogonal norm one elements , 1, we would have ext Y| = {£¢, £}
which does not contain f. As in Lemma 4.10, this implies that Y is a Hilbert space. =

THEOREM 8.2. Let Z be an atomic neutral strongly facially symmetric space satisfying
FE, STP, ERP, and JP. For any minimal geometric tripotent v in U, there is an L-summand
J(v) of Z isometric to the predual of a Cartan factor of one of the types 1-6 such that
Ve J).

PROOF. By Proposition 4.8, the rank of U,(v) is at most 2. If U;(v) = {0}, then
J(v) = Cv is an L-summand of Z. If the rank of U,(v) is one, choose any geometric
tripotent u in U;(v). By Proposition 2.2, either uTv in which case the theorem follows
by Proposition 8.1; or u I v, in which case the theorem follows from Corollary 4.13.
Thus we may assume that the rank of U;(v) is 2.

Choose two orthogonal geometric tripotents u;,u; in U;(v). By Proposition 4.4,
uy, uy are minimal and by Lemma 4.15 there is a ¥ completing (i, v, up) to a geometric
quadrangle. If Z;(v+ ¥) = {0}, then Z has an L-summand Z,(v + 7) isometric to a Cartan
factor of type 4 (by [16, Theorem 4.16]). Now, suppose that Z;(v + ¥) # {0}. Let m be
the spin degree of Z and suppose first that m is finite. By Proposition 4.20, m is even. If
m < 10, then the theorem follows from Theorems 5.10, 6.8, 7.1 and 7.8. If m is finite
and greater than 10, then by several applications of Proposition 4.20 there would be an
atomic neutral strongly facially symmetric space satisfying the PSP’s and having spin
degree 10 and rank 2. By Theorem 7.8 this space is isometric to a Cartan factor of type 6
and therefore has rank 3, a contradiction.

It remains to consider the case m = 0o. Write v = uy, ¥ = i1; and assume that U>(v+7)
is infinite dimensional with a spin grid of the form v, ¥; uy, io; . . .5 ue, ite; Uy, i)y . - -
j € J, where J is an index set not containing any of the symbols 1, 2, 3,4, 5, 6. For each
j€{2,3,4,5,6}UJ,

U = Ui(v+¥) = (Ui (u) N Uo(ity)] + (U1 (@ty) N Uo(uy)]
= Po(u))U + Pou)TU = P\ ()T + Py (u)) T,
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0

where we are now using the notation u; := u; and u} :=it,. Then

U= @ [[IPw"|o

e J—{0,1}Y€J

and
U= @ [H P! *‘(”)} b
e J—{0,1} 7€/

Pick € such that [T,¢, Pl(uj"(’))f] # {0} and set W :=T],¢, Pl(u]‘"(’))U, which is an atomic
neutral SFS space satisfying the four PSP’s by the neutrality of Po(u]‘ ). Then Wh(v+7)isa
twelve dimensional spin factor generated by v, ¥, uy, ita, . . ., ue, ite, and Wi(v+7) # {0}.
Thus implies that W;(v) has spin degree 10 leading to a contradiction as in the first part
of the proof. [

THEOREM 8.3. Let Z be an atomic neutral strongly facially symmetric space satisfying
FE, STP, ERP, and JP. Then Z = EBf;‘ Jo where each Jy is isometric to the predual of a
Cartan factor of one of the types 1-6. Thus Z* is isometric to an atomic JBW*-triple. If
Z is irreducible, then Z* is isometric to a Cartan factor.

PROOF. For each minimal geometric tripotent v we have Z = J, ot JS where J, is
isometric to the predual of a Cartan factor. For v, and v, minimal geometric tripotents, let
J, denote J,,. Then either J; = J, or J; ¢ J,. To see this, suppose that J; is the weak*-span
of a grid {u, }. We may assume that each u, is a minimal (geometric) tripotent. With
Ue = Uy, +ul, € J, +J5 we have that for each «, either uy € J, or u, € J5. If some
uq € Jo thenJy = J,. Otherwise all u, € J5 and therefore J; C J5.

LetA = @, and N = N,¢; J?, where {J, } are the distinct J, arising from all minimal
geometric tripotents. Then Z D A @' N. Let P, be the projection on Z withrange J,. Then
>, P, converges strongly and forj € Iandf € Z, P,(f — =, Pf) =Pf — X, P,Pf =050
thatf — >, Pf € NandZ=A @’ N. However, since Z is atomic, N = {0}. n

The following basic result in the theory of JBW*-triples was first proved in [11]: Let
U be a IBW*-triple. Then there exist orthogonal weak*-closed ideals A and N such that
U=A®" N, A is an atomic JBW*-triple and N is a JBW*-triple with no minimal
tripotents.
Later, proofs were given in [9],[20], and [8].

This suggests the following problem, which in view of Theorem 8.3 reduces the
complete structure of facially symmetric spaces to the “continuous” case.

PROBLEM 1 (ATOMIC DECOMPOSITION). Let Z be a neutral strongly facially symmet-
ric space satisfying FE, STP, ERP, and JP. Then Z = A EB/" N where A* is isometric to
an atomic JBW*-triple, N is a neutral SFS space whose unit ball has no extreme points.

In the following problem, for Z = the predual of a JBW™-triple, the result was proved
in [11, Proposition 5]. Although this problem would follow from the solution to the
previous problem, a direct proof would provide a useful tool.
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PROBLEM 2 (HILBERT BALL PROPERTY). Let Z be a neutral strongly facially symmet-
ric space satisfying FE, STP, ERP, and JP. Then Z satisfies the Hilbert Ball Property,
i.e., for any two extreme points f, g of the unit ball of Z, the smallest facially symmetric
space containing f, g has dimension at most 4 and is isometric to the predual of one of
the following spaces

C*, Ml.2(C)7 Ce C7 SZ(C)v MZ(C)

The following is the non-ordered analog of the main theorem of Alfsen-Shultz [4].
It is phrased in such a way that the existence of sufficiently many extreme points is
insured. Since the bidual of a JB*-triple is a JBW*-triple, the converse is known to be
true, so the solution to Problem 3 will provide a geometric characterization of the duals
of JB*-triples.

PROBLEM 3. Let Z be a Banach space with a predual. Then there exists a JB*-triple B
such that B* = Z if and only if Z is a neutral strongly facially symmetric space satisfying
FE, STP, ERP, and JP.

PROBLEM 4. Let Z be a Banach space. Find necessary and sufficient conditions in
order that there exist a JBW*-triple U such that Z* = U.

This last problem is the analog of Iochum-Shultz [18]. Its solution will require some
new ideas because of the possible lack of any extreme points.

We now give a review and a discussion of the appropriateness of the PSP’s and other
possible axioms.

The most general condition on a linear space needed to obtain an algebraic structure
based on geometric and physically significant axioms is facial linear complementation.
Recall ([15, p. 109]) that a normed space Z is said to be facially linearly complemented,
notation FLC, if the orthogonal complement F° of every norm exposed face F of the
unit ball is a linear subspace of Z. From this axiom alone, the existence of a projective
unit in Z* supporting a given element of Z can be proved ([ 15, Proposition 1.4]), thereby
suggesting the existence of a polar decomposition in this setting.

Now let F, be a norm exposed face in a FLC space and let Y := Y = span F; ot F.
Ideas from [3, Proposition 1.2] suggest the following decomposition of U := Z* which
can be called the geometric Peirce decomposition: U = U,(F) + U (F) + Uy(F), where

o Ui(F)=Y*
o Uy(F) =span** {w € U: F, C 5pan"™F,}
o Uy(F) =span** {wc u:F, C F°}.

The property WES was introduced in [15, p. 111]. It was used, together with neutral-
ity, to establish three properties: the correspondence between geometric tripotents and
symmetric faces ([15, Proposition 1.6]), uniqueness of the symmetry corresponding to a
symmetric face ([15, Theorem 2.4]), and compatibility of geometric tripotents, one of
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which lies in a geometric Peirce space of the other ([15, Theorem 3.3]). We believe it
should be possible to derive WES from FL.C and the geometric condition (akin to neutral-
ity) asserting that the subspace span(F;) has unique Hahn-Banach extensions. Moreover,
we believe that the faithfulness, uniqueness and minimality of the polar decomposition
should be derivable from neutrality and WFS.

We now discuss which axioms are needed at various steps of the classification, and
which ones we believe to be redundant. For atomic spaces, the axioms STP and PE are
needed in order to define the generalized Riesz map 7, and thereby obtain a Hilbert space
in the rank 1 case. To obtain the geometric characterization of spin factors, we found 1t
necessary to introduce the axiom FE, which we believe should follow from PE in atomic
spaces. We used FE mainly to show the existence of sufficiently many extreme points.
Now FE is known to be true in the predual of a JBW*-triple ([10]), and in that category,
atomic is equivalent to both the Krein-Milman and Radon-Nikodym properties ([7],[6]).
This is the basis for our belief in the redundancy of FE.

In order to obtain the characterization of the Cartan factor of type 3, it was necessary
to introduce the axiom ERP, and in order to complete the classification, the axiom JP
was needed. Although it is possible that ERP can be deduced from the other axioms, as
suggested by [1], we are unsure of this, although we do believe it should be possible to
remove the axiom JP.
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