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The typical vector m W 1s of the form x =(x,1.x;) with second coordinate 1. But the
particular scalar multiple 2x ={2x ,2,2x,) of such a vector has second coordmate 2 1,

and thus s notin B, Hence W is not closed under multiplication by scalars, and
therefore s not a subspace of R’ (Since 2x=x+x. Wis not closed under vector addition
either.)

The typical vector x=(x,x,x) m W has coordmate sum  x, +x, +x, equal to 1. But
then the particular scalar muluple 2x =(2x .2x,,2x, ) of such a vector has coordinate

sum
2y +2x,4+2x, = Ax+x,+x)=2l) =2 # |,

and thus s notin W, Hence W is not closed under multiplication by scalars, and

therefore is not a subspace of R'. (Since 2x=x+x. Wis not closed under vector addition
either.)

suppose x={x .x.x;,x ) and ¥ =(¥, v, v, ¥, ) are vectors in W, so
x+2x+3x,+4x, =0 and y+2y,+3p +4dy, =0

Thenthersum s = x+¥ = (& + 4.5 + WX+ w.x,+¥) = (5,5,5,5, ) satsfies the
same condition

§+28 435, +4s, = (x+ ¥+ + v )+ 3x v - +vy)
= {x+2x4+3x +4x) + (»+2pn 3y, 4y = 040 = 0,

and thusis an element of W, Similarly, the scalar multiple m = ox = (cx, ox, 0%, ,0x,) =
(i, mmy, i,y ) satisfies the condition

mo+2my 4+ 3m +dm, = o+ 2o, 4 3ex Hdexy = dx +2x 4+ 3x+H4x) = 0,
and hence is also an element of W, Therefore W isa subspace of R'.
Suppose X ={x ,X,,X,,x, ) and ¥ ={ ¥, ¥, v, ¥, ) are vectors in W, so

¥o=3x, x,=4x, and y =3y, wn=4y.

Then their sum s
same conditions

X+¥ = (X + ¥.5 + WX+ ¥.x, v ) = (5,5,.5,5, ) satisfies the

5 =x+y =3x5+3y = Hx,;+ ) = 3s,

5 = X5ty = d4x +4y, = 4x, +p,) = 45,
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and thus isan element of W. Similarly, the scalar multiple m = ox = (cx . ox, .ox 00, ) =
{mr,, pmn,, miy, iy b satisfies the condiions

m =o =o3x) = 3Hex)) = 3my, my, = ex, = ddx,) = Hex,) = dmy,

and hence is also an element of W, Therefore W isa subspace of K.

The vectors x=(L1) and ¥ =(L—1) arein W but theirsum x+vy =(2,0) is not,
because |2|-.¢|{'.1 Hence W is not asubspace of R,

W is simply the zero subspace [0} of R”.

The vector x=(L0) s m W, butits scalar multiple 2x =(2,0) is not, because
(2 +{(0)* =4# 1. Hence W is nota subspace of R

The vectors x=(L0) and v =(0.1) arein W, but ther sum s=x+¥=(L1) 5 not,
because |]|+|]|=Eﬁ]. Hence W 15 not asubslmenfﬂi.

Suppose X={x,X,,x,,x ) and ¥ ={¥, v, v, ¥ ) arevectorsin ¥, so
x+x, =x+x, ad y+y, =¥+y,.

Thenthersum s = x+¥ = (X + 3.5 + %X+ w.X,+¥ ) = (5,5,,5.5,) sabsfies the
same condition

5+5 ={(x+y)Hx+y) =3+ +)
= (n+x)Hy,+y) =g+t +y) = 5 +s,

and thus is an element of W Similarly, the scalar multiple m = ox = (cx, o, .0x;.0x,) =
{ i, pmty, iy, iy ) satisfies the condition

m4+m = oxtex, = olx+x) = ey +x) = o tex, = mm,
and hence is also an element of W, Therefore W is a subspace of R'.

The vectors x =(1,0,1,0) and ¥ =(0,2,0,3) are m W {because both products are 0 in
each case) buttheirsum s=x+y=(2,1.3) 5 not, because 5s5,=2 but 55 =3.
Hence W is not a subspace of R,
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o the lmear combmation au+ by of u and v s alsoin B Hence W 15 a subspace.
19, If Ax,=b and v= x—Xx,, then
Ay = Alx—xi) = Ax-Axs = Ax — b
Hence it is clear that Ay =10 if and only if Ax =h.

30.  Let W denote the intersection of the subspaces U7 and V. If u and v are vectors m W
then these two vectors are both in L' and m V. Hence the lmear combination au + bv 15
bothin L' and m ¥V, and hence is m the mtersection W, which therefore 15 a subspace. If
U and F are non-coincident planes through the origin if R, then their intersection W isa
lime through the ongm.

31. Let wy; and w: betwo vectors mthesum U+ F. Then wy = w+ v where w, isim IF
and v isin F (i =1,2). Then the lmear combination

aw, +bw, = afu; + v )+ blw +vi) = (au; +buy) + (av, + bvy)

15 the sum of the vectors aw +bw 1In L' and av; +bv: m L. and therefore 15 an element
of U'+ V. Thus U'+ V isa subspace. f L' and V' are noncollmear lines through the
originin R'_ then U+ V' is a plane through the origin.

SECTION 4.3

LINEAR. COMBINATIONS AND
INDEPENDENCE OF VECTORS

In this section we use two types of computational problems as aids m understanding linear
mdependence and dependence. The fist of these problems is that of expressing a vector w as a

linear combmation of & given vectors v, v,.-. v, (if possible). The second is that of
determiming whether & given vectors v, v,.-, v, are linearly independent. For vectors in R,

each of these problems reduces to solving a limear system of # eguations in & unknowns. Thus an
abstract question of linear independence or dependence becomes a concrete question of whether or
not a given linear system has a nontrivial solution.

L. ¥, = 3v¥,, sothe two vectors v, and v, are linearly dependent.

2. Evidently the two vectors v, and v, are not scalar multiples ofone another. Hence they
are lmearly dependent.

A The three vectors v, va, and v, are limearly dependent, as are any 3 vectors in R". The
reason 15 that the vector equation ¢yvi + cv: +ave = 0 reduces to a homogeneous hinear
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12.

13.

O¥, +6¥, = W

N T 1 0 2
A=|32 0|—=1|01 -3]=E
05 = o0 0

We see that the systemof 3 equations in 2 unknowns has the unique solution
c=2c=-3 s0o w=2v -3v,.

O, tGY¥, = W

-3 6 3 1 07
A=]|1 -2 1| = |01 4] = E
-2 3 =2 000

We see that the system of 3 equations in 2 unknowns has the unique solution
c=1c =4 s0 w= Ty +4v,.

oY, +taV, =W

7 3 1 10 1
63 01 =2
A =14 2 0|/ loo ol E
§ 3 il 00 0

We see that the systemof 4 equations in 2 unknowns has the unique solution
c=ke,=-2, 50 w=v—2v,.

oY ToLY, = W

7 -2 4 1 0 2
3 -2 4 a1 5
A = — = E
-1 1 3 000
|9 =3 ] 0 0 0]

We see that the systemof 4 equations in 2 unknowns has the unique solution
c=2e=5 0 w=2v+5v,.

OV, tO¥, = W

1 5 5 1 00
A=|5 3 2= 1010 =E
=3 & =2 0 01

Section 4.3

201


cmiles
Highlight


18.

19.

21.

We see that the systemof 3 equations in 3 unknowns has the unique solution
o, =c, =¢, =0, sothe vectors v, ¥,,v, are linearly mndependent.

2 4 2 1@ =3/5
A=|0 -5 1] =101 -1/5 = E
-3 -6 3 00 0

We see that the systemof 3 equations in 3 unknowns has a 1-dimensional solution space.
If we choose ¢, =5 then ¢ =3 and ¢, =1. Therefore 3v, +v,+35v, = 0.

(2 5 2 1 00
s 0 4 -1 K 01 0
F.=2 1 0 01
a1 -l 0 0 0
We see that the system of 4 equations in 3 unknowns has the unique solution
o =¢ =¢ =10, sothe vectors v, v¥,,v, are linearly mdependent.
[1 23 (1 0 0
P 010
A = — = E
-1 1 4 0 o0 1
-1 1 1 00 0

We see that the systemof 4 equations in 3 unknowns has the unique solution
o =¢ =¢ =10, sothe vectors v, v,,v, are linearly mdependent.

3 1 1 1 0 1
=12 01 -2
1 0 1 o0 0
2 1 0 o0 0
We see that the systemof 4 equations 1n 3 unknowns has a 1-dimensional solution space.
If we choose c,=-1 then ¢, =1 and ¢, =2 Therefore v, -2v,—-v, = 0.
3 3 5 1 0 /9
9 a 7 0 1 5/9
A= = E
09 5| " loo o
§a=1 d 00 0

We see that the system of 4 equations in 3 unknowns has a 1-dimensional solution space.
Ifwe choose ¢, =-9 then ¢, =7 and ¢, =5 Therefore 7w, +5v,-9¥, = 0.
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The three given vectors v, v,, v, all lie in the 2-dimensional subspace x =0 of R,
Therefore they are linearly dependent., and hence do not form a basis for R

Det([v, ¥ w¥]}=—1#0, sothethree vectors are linearly independent, and hence do

form a basis for R,

Det([v, ¥, w¥])=1#0, so the three vectors are linearly independent. and hence do
form a basis for R

[:m{ [?, v, ¥, ¥, ]} =66 #0, sothe four vectors are linearly independent, and hence

do form a basis for R

The single equatton x—2y+5z = 0 s already a system i reduced echelon fomm, with
free vanables v and z. With v =5, z=1, x=25-51 we get the solution vector

(x,v.z) = (2851, 51) = (21, 0)+1{-50.1)

Hence the plane x—2y+35z = 0 isa 2-dimensional subspace of R with basis consisting
of the vectors v, =(2,1,0) and v, ={-5,0,1).

The single equation y—=z = 0 15 already a system in reduced echelon form, with free
variables x and z. With x=35, y=z=r we get the solution vector

(x,v.2) = (540 = s(LO,0)+£{0, L1).

Hence the plane v—z = 0 is a 2-dimensional subspace of R with basis consisting of the
vectors v, =(1,0,0) and v, =(0.L1).

The line of mtersection ofthe planes in Problems 9 and 11 is the solution space of the
system

r
Il

x=2y+5 ]
- 0.

-1..

This system 15 m echelon form with free variable z =1 With v =1 and x=-31 we have
the solution vector (=31, 1.¢) = t{—=3.L1}. Thus the lme s a l-dimensional subspace of R

with basis consisting of the vector v =(-3,1.1).

The typical vector in R of the form (a, b,c, d) with a =h+c+4d can be written as

v = (b+e+d be.d) = B(LLO,0)+c(l,0,1,0)+4d(1,0,0,1).
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Thus the solution space of the given system 15 2-dmmensional with basis consistimg of the
vectors v, =(—11.-3.1.0) and w,=(-11-5,0.1).

L:% % 5 1 3 0 25
A = —r = E

2.6 9 5 0 01 -
With free vanables x,=s, x, =¢ and with x, =-35-25%, x, =5 we pet the solution
vector

X = (=35—251,5501) = s{=3,L0,0) + 1{—25,0,5.1).

Thus the solution space of the given system s 2-dimensional with basis consisting of the
vectors v, =(-3,1.0,0) and v, =(-25.0,5.1).

R e 1 0 -3 4
A=1]2 1 4 11|l =101 2 3|=E
1 3 3 13 00 0 0

With free vanables x, =5, x;, =t andwith x, =3s—4¢, x, =25 -3¢ we petthe
solution vector

X = (35—4t—25—3,50) = §(L-2.1,0) + #{—4,-3,0,1).

Thus the solution space of the given system 15 2-dimensional with basis consisting of the
vectors v, =(3,—-2.1.0) and v, =(—4,-3.0.1).

1 -3 -10 5 l ==l 2
A=1|1 4 11 2l =101 3 -1| =E
1 3 B =l o0 0 0

With free vanables x, =5, x, = andwith x, =s-2, x, =—35+1 we get the soluton
vector

X = (§=2f, 35+ 80 = s{(L=3.L0)} + t{=2,1.0.1)}.

Thus the solution space of the given system 15 2-dimensional with basis consisting of the
vectors v, =({1,-3.1L0) and v, =(-2,1,0,1).

Looelh =3=) 1 0 1.5
A=|2-11 7|=(011 3] =E
1 2 3 1 0000
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