
3. The typical vector in W is of the fonn x =(x 1, l,xJ) with St'Cond coordinate I. Butt he 

particular scalar multiple 2x = (2,; ,2,2x, ) of such a vector has se<'Ond coordinate 2 " I, 
and thlls is not in W Hence. W i.s not closed under multiplication by scalars, and 
therefore is not a subspace of R;.. (Since 2x = x + x. Wi.s not closed w1der vector addition 
either.) 

4. The typicalvec tor x = (~. ~.x 3 )i n W hascoordinates wn x1 + x1 + xJeq ual to l. But 

tl,en the particular scalar multiple 2x = (2,; ,2x, ,2x,) of such a Vl'Ctor has coordinate 
swn 

2,; +2x, +2x , = 2(,; +x, +x, ) = 2(1) = 2 " I, 

and thlls i,; not in W Hence W i.s not closed under multiplication by .scalars, and 
therefore is not a .subspace of RJ. (Since 2x = x + x. Wi.s not closed tmder vector addition 
either.) 

5. Suppose x=(.'j.~.x 3,x~) and y =(Y1,y 2,y 3,y .. ) areve.ctorsi n W,so 

Then their .sum .s = x + y = (x, + .'i ,X:: + Y: ,x.1 + y3 .x .. + Y~) = (s1 ,s: ,s3 ,s~) sati.sfies the 
s:une condition 

s, +2s1 +3sJ +4s .. = (x1+ .\1)+2( x1 +y 2) +3(x3 +y3 )+4( x4+y 4) 

= (x, +2 x,+3x , +4x,) + (y,+2y,+3y , +4 y,) = O+O = 0, 

and thu.s isan element of W. Similarly, tl,e scalar nrultiple m =ex= (c,; ,ex, ,ex, ,ex,) = 

( m1 , ,n:, ,n 3 • ,n J ) sari sfi es die oondi tion 

and hence isal,;oan elementof W Tlierefore W i.sasubspaceof R'. 

6. Suppose x=(.'j.~.x 3,x~) and y =(Y1,y 2,y 3,y .. ) areve.ctorsi n W,so 

194 

Tlien their sum .s = x+y = (x , + .\\,~ + y 1,x 3 + .~.x 4 +y .. ) = (s1,s 1,sJ,s 4)sati.sfiesthe 

s:une co1xli tio ns 

' ' ' ( ) ' s, =x, +y, = .>X3 +.>y3 = .>X 3 + J) = .>S3, 

S: = x2 + Y: = 4..\~ + 4y .. = 4(x .. + y .. ) = 4s ... 
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and thus isan element of W Sintilarly, the scalar multiple m =ex= (a; ,a: ,C>.j ,cr4 ) = 

( m1 , m:, m 3• m 4 ) s.ati sfi es the conditions 

m, = cr, = c(3x,) = 3(cx, ) = 3m, , m, = ex, = c( 4x,) = 4(cr,) = 4m,, 

and henoe i,; al,;o an elen1ent of W Therefore W isa subspace of It'. 

7. Thevec to"' x =( l, I) and y =( l,- 1) arein W, but their sum x+y = (2,0) is not, 

b<.'Callse 121" I~ . Hence W is not a sul,space of R' . 

8. W is simply tl,e zero sub.~,ace {O} of R1. 

9. 11,e vector x =( 1,0) is in W, but its scalar multiple 2x = (2, 0) is not, becallse 

(2)' + (O)' =4 " I. Hence W is not a sub.~:,ace of R'. 

JO. 11,evecto rs x =( l,O) and y =(O, l)a rein W, but their sum s = x+y =( l, I) isnot, 

b<.'Cause Ill +Ill = 2" I. Hence W is not a sub.s1mce of R' . 

11. Suppose x ={.\j,X 1,x3,x4) and y =(y 1,Y:,Y3,y4) areve.ctorsinH.,,so 

Then their sums = x+y = (x1+ )\,X 1 + y 2,x3+. Y.i ,X 4 +.YJ) = (si,s:,s 3 ,s 4).satidiesthe 
.sa.tne condition 

s, +s, = (x,+y,)+(x,+y,) = (x,+x,)+(y,+y,) 

= (x, + x,) +(y, + y,) = (x, + y, )+ (x, + y,) = s, + s, 

and thus isan element of W: Similarly, tl,escala r multiple m =ex= (c.\j ,cr, ,ex, ,o·,) = 

(m1,m1,m3,m4)s.atisfies the condition 

andhenceisalsoanelementof W. Therefore Wisasu bspaceof R' . 

12. 11,e . vectors x =( I, 0, 1, 0) and y =(0 ,2, 0,3) are in W (because both products are O in 

each case) but their sum s = x+y = (1,2, 1,3) i,; oot, becau.se s,s: = 2 but s3s4 = 3. 
Hence W i,; not a subspace of R". 
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so the linear combination a u + IA,· of u and v is also in W Hence W is a subspace. 

29. If A,,= b and y = x - Xo, tl,en 

Ay = A(x- XO)= Ax- Axo = Ax - b. 

Hence it is clear tl,at Ay = 0 if and only if Ax = b. 

30. Let W denotethei ntersectiono f tl-.esubspaces U and V. If u and v are vectors in w: 
then these two vectors are both in U and in V. Hence tl-.e line.ar combination au + !rt· i.s 
both in U and in V, and hence i.s in the intersection W, which therefore is a subspace. If 
U and V are non..coincident planes tluough tlie oiigin if R\ then their intersection W isa 
line tiu·ou gh tlle o ti gin. 

31. Let w1 and wi be two vectors in tile sum U + V. Then w, = UJ + ,., whe.re UJ i.s in U 
and v, isin V (i = 1,2) . Then tlie linear combination 

aw, + bw1 = a(u1 + v1) + b(u, +v,) = (au, + bu,)+ (av, + bv,) 

i.s tlie sum of tl1e vectors aUJ + bU;. in U and m·1 + b,·1 in U. and tlie.refore is an element 
of U + V. Thus U + V isa subspace. If U and V are noncolli,,ear Ji,,es tlu·ough tl,e 
origin in Rl., tiien U + V is a plane through the otigin. 

SECT ION 4.3 

LINEAR COMBINATIONS AND 
INDEPENDENCE OF VECTORS 

In tl1is section ,ve u.se t,vo typesof computational proble1nsasaids in wlderstanding linear 
indepe1ldence and dependence. Tile fiist of tile.Se-ptobJems is that of expressing a vector w a.s a 
linear combination of k given vectors v,. v 1 • · • •• v 1 (if possible). 1l1e second is that of 

detenn ining whet lier k given vectors l' 1, v 1• • ... v 1 are linearly independent. For ve.ctors in R'\ 
each of tl-.ese problems reduces to solving a linear system of n equations in k wtkno\V llS. Thllsan 
abstract question of linear indepe1xlence or dependence becomes a concrete question of whetllero r 
not a given Ii near system has a nontrivial solution. 

I. V : = ~ v1, so tl1et\vovectors v1 and Vt are linearly dependent. 

2. Evidently tile t\vo vectors v1 and v1 are not scalar multiplesof one aootller. Hence they 
are Jn,earlydependent. 

3. Tile tl1ree vectors vi. "''-• and v:i. are linearly dependent, as are any 3 vectors in R1
. Tile 

reason is that tile. vector equation c 1v 1 + Cl V:2 + c v:i = 0 reduce.s to a homogeneolls linear 
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11. 

12. 

\Ve see that the system of3 equation .. c. in 2 w1knowtl'i has the unique solutton 
c1 = 2,c1 =- 3, so w = 2v, -3 v1• 

A = r~3 
~2 ~I] .... r~ ~ :J = E 

- 2 3 -2 0 0 0 

We see that the system of3 equatio11.c. in 2 w1knowt\.'i has the unique solution 
c1 = 1,c: = 4, so w = 7v1 +4v : · 

c,v1 +c1v: = \\' 

7 ' , I I 0 I 

-6 ' 0 0 I - 2 -, 
A = .... = E 

4 2 0 0 0 0 

5 ' , - I 0 0 0 

\Ve see that the system of 4 equatio1\.,; in 2 w1knowt\.c. has the unique solution 
C1 = l,C: =- 2, so W = v1 - 2v1 . 

C
1

V
1 

+c
2
v

2 
= \\' 

7 - 2 4 I 0 2 

' -2 -4 0 I 5 , 
A = .... = E 

- I 3 0 0 0 

9 ' -, 3 0 0 0 

We see that the system of 4 equatio1\.c. in 2 w1know11 .. c. has the. unique solution 
c1 = 2,c 2 =5, so w = 2v1+5v 2 • 
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19. 

20. 

21. 

22. 

\Ve see that the system of3 equation.,; in 3 wtknowns has the unique solution 
c1 = C: = c3 = 0, so the voctors v 1, v:, v 3 are linearly independent. 

\Ve see that the system of 3 equation.s in 3 w1known.s has a 1-dimen.sional solution space. 
If we choo.,;e c3 = 5 then lj = 3 and C: = I. Therefore 3v1 + v1 + S,·3 = 0. 

2 5 2 I 0 0 

0 4 - I 0 I 0 
E A = -, = • -2 0 0 I , 

0 - I 0 0 0 

\Ve see that the system of 4 equation .. s in 3 w1knowtl'i has the unique solutton 
c1 =C: =c 3 = 0, so the voctors v 1, v 1 , v 3 are linearly independent 

2 • , I 0 0 

0 I 0 
E A = -, = 

- I 4 0 0 I 

0 0 0 

\Ve see that the system of 4 equation .. ,; in 3 w1know11.s has the unique solution 
c, = c: = c, = 0, so the vectors v,. v:, v 3 are linearly independent. 

• , I I 0 I 

0 - I 2 0 I -2 
E A = -, = I 0 I 0 0 0 

2 0 0 0 0 

We see that the system of 4 equatio11.s in 3 w1kt1ow11.s has a l-<li1ne11.,;ional solution space. 
lfwe . choo.,;e c3 = - I then c1 = I and c2 =- 2. Therefore v1 -2 v1 - v3 = 0. 

A = 

3 

9 
0 

3 

0 
9 

5 

7 
5 

5 -7 0 

-, 

I O 7/ 9 

0 I 5/ 9 
0 0 0 

0 0 0 

= E 

\Ve see that the system of 4 equatio,i.s in 3 w1know11.s has a 1-dime,i.sional solution space. 
Jf,vec hoo.,;e c3 =- 9 d1en c,=7 and c1 =5. Therefore 7v1 +5v 1 - 9v3 = 0. 
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5. The three given vectors ,·,. v1 , vJ all lie in the 2.dime11.sional subspace x1 = 0 of R•. 
Therefore they are linearly dependent, and hence do not fonn a basis for RJ. 

6. De l ( [ v, v1 v3]) =-I ;t 0, so the three vectors are linearly indepe.ndem, and hence do 

fonn a basis for R.:.. 

7. De t (I v1 v2 vJ]) = I '# 0, so the three vectors are linearly independent, and hence do 

fonn a basis for RJ. 

8. De l ([ v, v1 v3 v ~ ]) =66 ;t 0, so the fow· vectors are linearly independent. and hence 
do fonn a ha.sis for R'. 

9. The.single equation x- 2y +5z = O isal readyasy stem in reducedechelon fonn,wi th 
freev ariablesy and z. With y=s. z=I, x= 2s- 51 wegett be solution vector 

(x,y ,=) = (2s- 5r,s,r) = s( 2,l,O) +l (- 5,0,I) . 

Hence ~le plane x- 2 y + 5z = O isa 2-<lime11.sional subspace of RJ with basis co11.sisting 
of the vectors ,·, =( 2, 1,0) and ,·, =(-5, 0, 1). 

I 0. 1l1e single equation y- z = O is already a system in reduced echek>n form, with free 
variables x and z. \Vith x= s, y = z = 1 we get the solution vector 

(x,y ,=) = (s.1,1) = s(l,0,0) +1 (0,1,1). 

Hence ~le plane y- z = O is a 2-<limensional subspace of RJ with basis 0011.sisting of the 

vectors v, =( 1, 0,0) and v, =( 0, 1, 1). 

11. Tlie li11e of intersection of t lie pl mies in ProbJenLs 9 and I I is the solution space of the 
S)Stem 

x- 2y +5z = O 

y - z = 0 . 

l hissystem isin eclie.lon fonn withfr rev ariable ==1. Withy=, and x= - 31 ,vehave 
tl,e solution vector (-3r, 1.1) = 1 (-3,1,1). Thu., tl,e Jn,e i, a I-dimensional snbspace of R' 
with basis co11.~isting of the vector ,. = (- 3, 1, I). 

12. ll ie typical vector in R4 of the form (a, h,c,d) with a = b+c +d can be written as 

v = (b +c+d,b,c,d) = b (l,l ,O,O)+c(l,O ,l,O)+d(l , 0,0,1). 
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5. The three given vectors ,·,. v1 , vJ all lie in the 2.dime11.sional subspace x1 = 0 of R•. 
Therefore they are linearly dependent, and hence do not fonn a basis for RJ. 

6. De l ( [ v, v1 v3]) =-I ;t 0, so the three vectors are linearly indepe.ndem, and hence do 

fonn a basis for R.:.. 

7. De t (I v1 v2 vJ]) = I '# 0, so the three vectors are linearly independent, and hence do 

fonn a basis for RJ. 

8. De l ([ v, v1 v3 v ~ ]) =66 ;t 0, so the fow· vectors are linearly independent. and hence 
do fonn a ha.sis for R'. 

9. The.single equation x- 2y +5z = O isal readyasy stem in reducedechelon fonn,wi th 
freev ariablesy and z. With y=s. z=I, x= 2s- 51 wegett be solution vector 

(x,y ,=) = (2s- 5r,s,r) = s( 2,l,O) +l (- 5,0,I) . 

Hence ~le plane x- 2 y + 5z = O isa 2-<lime11.sional subspace of RJ with basis co11.sisting 
of the vectors ,·, =( 2, 1,0) and ,·, =(-5, 0, 1). 

I 0. 1l1e single equation y- z = O is already a system in reduced echek>n form, with free 
variables x and z. \Vith x= s, y = z = 1 we get the solution vector 

(x,y ,=) = (s.1,1) = s(l,0,0) +1 (0,1,1). 

Hence ~le plane y- z = O is a 2-<limensional subspace of RJ with basis 0011.sisting of the 

vectors v, =( 1, 0,0) and v, =( 0, 1, 1). 

11. Tlie li11e of intersection of t lie pl mies in ProbJenLs 9 and I I is the solution space of the 
S)Stem 

x- 2y +5z = O 

y - z = 0 . 

l hissystem isin eclie.lon fonn withfr rev ariable ==1. Withy=, and x= - 31 ,vehave 
tl,e solution vector (-3r, 1.1) = 1 (-3,1,1). Thu., tl,e Jn,e i, a I-dimensional snbspace of R' 
with basis co11.~isting of the vector ,. = (- 3, 1, I). 

12. ll ie typical vector in R4 of the form (a, h,c,d) with a = b+c +d can be written as 

v = (b +c+d,b,c,d) = b (l,l ,O,O)+c(l,O ,l,O)+d(l , 0,0,1). 
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Thus the solution space oft he given system is 2-dimensional with basis consisting of the 
vectors v, =(- 11,-3, 1,0) and v,=(- 11,-5,0, 1). 

IS. A = [ I 3 4 5] _, [ I 3 0 25] = E 
2 6 9 5 0 0 I -5 

\Vithfr eevaiiables x1 =s, x~ =I and with x1 =-3s-25t, x3 = 51 \Ve get the.solution 
vector 

x = (-3s-251,s ,S1,1) = s(-3,1,0,0) + r(-25,0,5,1) . 

Thus tl-.e solution spaceof the given system is 2-dimensional with basi.c; consic;ting of the 
vectors v, =(-3, 1,0,0) and v, =(-25,0,5, 1). 

19. A = r~ ~3 ~ ~~J .... r~ ~ ~3 ~J = E 
I 3 3 13 0 0 0 0 

Withfreevaiia bles x3 =s, x~=t andwith x,=3s- 4t, x1 =-2r-3t \Vege tth e 
solution vector 

x = (3s-4t, -2s- JI, s, 1) = s(3, -2,1, 0) + t(-4, -3,0, I). 

Thus tlie solution space of the given system is 2-<limensional with basic; co11.c;Lc;ting of the 
vectors v, =( 3,-2, 1,0) and v, =(-4,-3,0, 1). 

20. A = r: ~3 

-ii° ~] -, r~ ~ ~I ~I] = E 
I 3 8 - I O O O 0 

21. 

\Vithfreev ai·iables x3 =s, x~ =t andwi tl1 x, =s-21, x1 =- 3s+1 \Ve get the solution 
vector 

x = (s- 2t . -3S+l,S .1) = s(l . -3 .1.0) + / (- 2. 1.0,1). 

Thus tl1e solut·ion space oft he given system is 2-dimensional with basis co11.c;ic;ting of tl1e 
vectors v, =( 1,-3, 1,0) and v, =(-2, 1,0, 1). 

A = [~ 
~ -3 -:J .... r~ ~ 
2 3 II O 0 

: !] = E 
0 0 
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