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Fast multigrid solvers are considered for the linear systems arising from the bilinear finite element discretizations of second order elliptic equations with anisotropic diffusion. Optimal convergence of V-cycle multigrid method in the semi-coarsening case and nearly optimal convergence of V-cycle multigrid method with line smoothing in the uniformly coarsening case are established using the XZ identity. Since the “regularity assumption” is not used in the analysis, the result can be extended to general domains consisting of rectangles.
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1. Introduction

As one of the most efficient methods for obtaining approximations to solutions of partial differential equations, multigrid methods have been used extensively (see (1)-(15) and the references therein). This paper will present convergence analysis of multigrid methods for second order elliptic equations with anisotropic diffusion.

One of the standard multigrid analysis, proposed by Hackbusch (15) and later extended by Bramble and Pasciak (7), imposes the “regularity and approximation” assumption. This hypothesis can be verified by using the regularity theory of elliptic equations with isotropic diffusion and the approximation properties of multilevel discrete spaces. Along this approach, for anisotropic diffusion elliptic equations, Stevenson (19; 20) proved the uniform convergence of the W-cycle and V-cycle multigrid methods. Bramble and Zhang (4) extended the results to anisotropic problems with variable coefficients on a rectangular domain. Another framework of multigrid analysis was propose by Bramble, Pasciak, Wang and Xu (8; 5); see also Xu (24) and Yserentant (26). Using this framework, Neuss (17) gave an analysis for anisotropic elliptic equations. In all of these works, the regularity assumption is critical in the analysis.

We shall use a new framework of multigrid analysis developed recently by Xu and Zikatanov (22). By using the XZ identity (22), we are able to prove uniform or nearly uniform convergence of two variants of V-cycle multigrid methods for anisotropic diffusion elliptic equations without any regularity
assumption. For simplicity of exposition, we mainly present our analysis in the unit square domain and briefly mention the generalization to domains which can be decomposed into rectangles. Note that for those domains the full regularity, in general, does not hold and thus cannot be covered by most existing work; see Section 5. It should be pointed out that, for the semi-coarsening mesh, Griebel and Oswald (14) obtained an optimal multilevel additive preconditioners without regularity assumption. But the result is restricted on tensor product-type grids. And Stevenson (19) proved the uniform convergence of W-cycle multigrid methods with sufficiently large number of smoothing on a L-shape domain for anisotropic elliptic problem using a refined regularity result.

The two variants of V-cycle multigrid methods considered in this paper include one with standard Gauss-Seidel smoothers on meshes obtained by semi-coarsening, and another with line Gauss-Seidel smoothers on meshes by the standard uniformly coarsening. For the semi-coarsening case, we define an interpolation operator in one direction only and prove its stability in the corresponding $H^1$-norm in that direction. For the uniformly coarsening with line smoothers case, we define a new quasi-interpolation and prove its stability in the energy norm. These two interpolations play an important role in the analysis.

The rest of this paper is organized as follows. In §2 we introduce the symmetric V-cycle multigrid algorithm following Bramble, Pasciak, Wang and Xu (5). In §3 we obtain convergence of the algorithm in the semi-coarsening case. In §4 we prove convergence of the algorithm in the uniformly coarsening case. In §5 we extend our results to more general domains.

Following Xu (23), we use notation $a \lesssim b$ to denote there exists a positive constant $C$ independent of $\varepsilon$, $h_k$, $h^*_k$, $h_0$ and $J$, such that $a \leq Cb$, and $a \equiv b$ to denote $a \lesssim b \lesssim a$.

2. Multigrid Algorithms

In this section we present a model problem, describe multigrid algorithms and derive identities on the corresponding error operators.

2.1 Problem

Let $\Omega = (0, 1)^2$ be the unit square. We consider the anisotropic diffusion equation

$$
\begin{aligned}
-\partial_{xx} u - \varepsilon \partial_{yy} u &= f & \text{in} & \Omega, \\
u &= 0 & \text{on} & \partial \Omega,
\end{aligned}
$$

where $\varepsilon > 0$ is a constant and $f \in L^2(\Omega)$. We are interested in the case that $\varepsilon \ll 1$. The weak form of (2.1) is: Find $u \in H^1_0(\Omega)$ such that

$$
a(u, v) = (f, v) \quad \text{for all } v \in H^1_0(\Omega),
$$

where

$$
a(u, v) = \int_{\Omega} (\partial_x u \partial_x v + \varepsilon \partial_y u \partial_y v) \, dx \, dy,
$$

and $(f, v) = \int_{\Omega} f v \, dx \, dy$,

define two inner products on $H^1_0(\Omega)$. We define $\| \cdot \|^2 = a(\cdot, \cdot)$ the energy norm on $H^1_0(\Omega)$.

Assume that

$$\mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_J$$

is a sequence of nested rectangular partitions of $\Omega$, and let $h^*_k$ denote the mesh size in the x-direction and $h^*_k$ the mesh size in the y-direction on the $k$th level mesh $\mathcal{F}_k$, $0 \leq k \leq J$. The finest mesh $\mathcal{F}_J$ is a uniform mesh by dividing $\Omega$ into $2^{J+1} \times 2^{J+1}$ small squares with equal size, and $\mathcal{F}_k$ for $0 \leq k \leq J - 1$ is obtained by either
• semi-coarsening of $T_{k+1}$ in the x-direction only (Fig. 1). Let $h_y = h^y_j$. The semi-coarsening should stop at the $k_0$th level when $k_0 = 0$ or $\frac{h^y_y}{h^x_x} \leq \frac{1}{\sqrt{\varepsilon}}$ and $\frac{2h^y_y}{h^x_x} > \frac{1}{\sqrt{\varepsilon}}$ and then continue with uniformly coarsening. By this semi-coarsening criterion, we always have

$$\frac{h^x_x}{h^y_y} \leq \frac{1}{\sqrt{\varepsilon}}, \quad \text{for } 0 \leq k \leq J, \quad \text{and} \quad \frac{h^x_x}{h^y_y} \approx \frac{1}{\sqrt{\varepsilon}}, \quad \text{for } 0 \leq k \leq k_0.$$  

(2.2)

• uniformly coarsening of $T_{k+1}$ (Fig. 2). In this case, $h^x_x = h^y_y$ for $0 \leq k \leq J$. Therefore we use $h_k$ to denote the mesh size on the $k$th level mesh.

Let $M_k$ be the bilinear finite element space of $H^1_0(\Omega)$ associated to $T_k$. We then obtain a sequence of nested spaces

$$M_0 \subset M_1 \subset \cdots \subset M_J.$$

We shall develop multigrid algorithms for solving the problem on the finest grid: Given $f \in M_J$, find $u \in M_J$ satisfying

$$a(u,v) = (f,v) \quad \text{for all } v \in M_J.$$
2.2 Multigrid Algorithms

To describe multigrid algorithms, we introduce the following auxiliary operators. For \( k = 0, 1, 2, \cdots, J \), define the operators \( A_k : M_k \mapsto M_k \) by

\[
(A_k w, \phi) = a(w, \phi) \quad \text{for all } \phi \in M_k.
\]

The operator \( A_k \) is symmetric and positive definite with respect to the \( L^2 \)-inner product. We define the projection operator \( P_k : M_j \mapsto M_k \) in \( a(\cdot, \cdot) \)-inner product as

\[
a(P_k w, \phi) = a(w, \phi) \quad \text{for all } \phi \in M_k
\]

and the \( L^2 \) projection \( Q_{k+1}^k : M_{k+1} \mapsto M_k \)

\[
(Q_{k+1}^k w, \phi) = (w, \phi) \quad \text{for all } \phi \in M_k.
\]

To define the smoother, we introduce subspaces \( M_{k,j} \) as follows:

- **The semi-coarsening case.** For \( 1 \leq k \leq J \), let \( N_k \) denote the number of interior nodes in the \( k \)th mesh \( \mathcal{T}_k \). Let \( M_k \) be spanned by the basis \( \{ \varphi^k_j(x, y) \}_{j=1}^{N_k} \). We define the one dimensional subspace \( M_{k,j} = \text{span}\{ \varphi^k_j \} \) and the subdomain \( \Omega_{k,j} = \text{supp}\{ \varphi^k_j \} \), \( 1 \leq j \leq N_k \). For \( k = 0 \), to unify the notation of summation for all levels, we let \( N_0 = 1, M_{0,1} = M_0 \). Note that the dimension of \( M_0 \) may be bigger than one.

- **The uniformly coarsening case.** For \( 1 \leq k \leq J \), let \( N_k \) be the integer such that \( \mathcal{T}_k \) partition \( \Omega \) into \( (N_k + 1) \times (N_k + 1) \) small squares. Define \( \Omega_{k,j} = \{(x, y) \in \Omega : (j-1)h_k < y < (j+1)h_k\} \) for \( 2 \leq j \leq N_k \). Namely \( \Omega_{k,j} \) is a horizontal strip with width \( 2h_k \). We define

\[
M_{k,j} = \{ v \in M_k : v = 0 \text{ in } \Omega \setminus \Omega_{k,j} \} \quad \text{for } j = 1, \cdots, N_k.
\]

Namely the space \( M_{k,j} \) is spanned by basis functions along the \( j \)-th horizontal line. The dimension of \( M_{k,j} \) is \( N_k \). Similarly for \( k = 0 \), let \( N_0 = 1, M_{0,1} = M_0 \).

Let \( P_{k,j} : M_k \mapsto M_{k,j} \) and \( Q_{k,j} : M_k \mapsto M_{k,j} \) be the projections with respect to the inner product \( a(\cdot, \cdot) \) and to the \( L^2 \) inner product \( \langle \cdot, \cdot \rangle \), respectively. Let \( A_{k,j} : M_{k,j} \mapsto M_{k,j} \) be the operator satisfying

\[
a(w, v) = (A_{k,j} w, v) \quad \text{for all } w, v \in M_{k,j},
\]

which can be regarded as the restriction of \( A_k \) to \( M_{k,j} \). It is easily to verify the following important relations

\[
A_{k,j} P_{k,j} = Q_{k,j} A_k.
\]  \hspace{1cm} (2.3)

We define V-cycle multigrid algorithm as follows.
Algorithm 1. (Symmetric V-cycle multigrid)
Set \( B_0^S = A_0^{-1} \).
For \( k = 1, 2, \cdots, J \), define \( B_k^S r \) for \( r \in M_k \) as follows:

1) Pre-smoothing
Set \( u^0 = 0 \).
Define \( u^l \) for \( l = 1, \cdots, m \) by
\[
 v \leftarrow u^{l-1};
\]
for \( i = 1 : N_k \), \( v \leftarrow v + A_{k,i}^{-1} Q_{k,i} (r - A_k v) \), endfor;
\( u^l \leftarrow v \).

2) Coarse grid correction
Define \( u^{m+1} = u^m + B_{k-1}^S Q_{k-1} (r - A_k u^m) \).

3) Post-smoothing
Define \( u^l \) for \( l = m+2, \cdots, 2m+1 \) by
\[
 v \leftarrow u^{l-1};
\]
for \( i = N_k : 1 \), \( v \leftarrow v + A_{k,i}^{-1} Q_{k,i} (r - A_k v) \), endfor;
\( u^l \leftarrow v \).

4) Let \( B_k^S r = u^{2m+1} \).

2.3 Convergence analysis

We now derive formulae for error operators on the multigrid algorithm. Let
\[
 K_k = (I - A_{k,N_k}^{-1} Q_{k,N_k} A_k) \cdots (I - A_{k,i}^{-1} Q_{k,i} A_k) = (I - P_{k,N_k}) \cdots (I - P_{k,1}),
\]
\[
 T_k = (I - K_k^m) P_k, \quad k = 1, 2, \cdots, J, \quad T_0 = P_0,
\]
and define \( B_j^N \) such that
\[
 I - B_j^N A_J = (I - T_0)(I - T_1) \cdots (I - T_J).
\]

We then get
\[
 I - B^S_j A_J = (I - B^N_j A_J)^*(I - B^N_j A_J),
\]
where the \((\cdot)^*\) is the adjoint in the inner product \( a(\cdot, \cdot) \). Since \( \| I - (I - K_k^m) P_k \|_A \leq \| I - (I - K_k) P_k \|_A \),
we only need to consider the case \( m = 1 \). In this case, by using \( P_{k,i} P_k = P_{k,i} \), we have
\[
 I - T_k = \prod_{i=1}^{N_k} (I - P_{k,i}),
\]
where
\[
 \| I - B^S_j A_J \|_A = \| I - B^N_j A_J \|_A^2 = \prod_{i=1}^{N_k} \prod_{k=0}^{J} (I - P_{k,i}) \|_A^2.
\]

Our analysis relies on the following fundamental identity developed by Xu and Zikatanov (22) for
the multiplication of operators; see also (21; 12; 13) for alternative proofs.
Theorem 2.1 (XZ Identity) Assume that \( V \) is a Hilbert space with \( A \)-inner product and \( V_i \subset V \) \((i = 1, \ldots, J)\) are closed subspaces satisfying \( V = \sum_{i=1}^{J} V_i \). Let \( P_i : V \to V_i \) be the orthogonal projection in the \( A \)-inner product. Then the following identity holds:

\[
\| (I - P_J)(I - P_{J-1}) \cdots (I - P_1) \|_A^2 = 1 - \frac{1}{1 + c_0},
\]

where \( c_0 = \sup_{\|v\|_A = 1} \inf_{i} \sum_{j=1}^{J} \| P_i \sum_{j=1}^{J} v_j \|_A^2. \)

In the following sections, we shall show the constant \( c_0 \) for Algorithm 1 is uniformly bounded with respect to \( \varepsilon \) and depends on \( h \) in a very weak way.

3. Convergence of Algorithm with Semi-coarsening

In this section, we give convergence analysis for the semi-coarsening case. We first introduce a transformation, define a nodal interpolation in the \( x \)-direction and then use the XZ identity to estimate the rate of convergence.

3.1 Transformation to the isotropic case

For \( 0 \leq k \leq k_0 \), let \( \hat{\Omega} = (0, \sqrt{\varepsilon}) \times (0, 1) \) and the mapping \( F : \Omega \to \hat{\Omega} \) be defined as

\[
F : \begin{cases} 
\hat{x} = \sqrt{\varepsilon}x \\
\hat{y} = y
\end{cases}.
\]

Then by using (2.2), we have \( \mathcal{R}_k = \{ \hat{K} = F(K) : \text{for all } K \in \mathcal{R} \}, 0 \leq k \leq k_0 \), are quasi-uniform partitions of \( \hat{\Omega} \) with mesh size \( h_{\varepsilon}^y \). The differential operator \( -\varepsilon \partial_x \varepsilon - \varepsilon \partial_y \) is transformed to \( -\varepsilon \partial_{\varepsilon x} - \varepsilon \partial_{\varepsilon y} \). We thus return to the territory of classic multigrid theories and shall outline the proof and present the main ingredients below.

First we denoted by

\[
\langle \hat{u}, \hat{v} \rangle = \int_{\hat{\Omega}} \hat{u} \hat{v} d\hat{x} = \varepsilon \langle u, v \rangle, \quad \hat{a}(\hat{u}, \hat{v}) := a(u, v) = \sqrt{\varepsilon} \langle \nabla \hat{u}, \nabla \hat{v} \rangle.
\]

Let \( \hat{M}_k = \{ \hat{\nu}(\hat{x}, \hat{y}) = v(x, y) : \text{for all } v \in M_k \} \) be the bilinear finite element space on \( \mathcal{R}_k, 0 \leq k \leq k_0 \). We can define the \( L^2 \) projection \( \hat{Q}_k : L^2(\hat{\Omega}) \to \hat{M}_k, 0 \leq k \leq k_0 \) as

\[
\langle \hat{Q}_k \hat{u}, \hat{v} \rangle = \langle \hat{u}, \hat{v} \rangle, \quad \text{for all } \hat{u} \in L^2(\hat{\Omega}), \text{ and } \hat{v} \in \hat{M}_k.
\]

and the \( H^1 \) projection \( \hat{P}_k : H^1(\hat{\Omega}) \to \hat{M}_k, 0 \leq k \leq k_0 \) as

\[
\hat{a}(\hat{P}_k \hat{u}, \hat{v}) = \hat{a}(\hat{u}, \hat{v}) \quad \text{for all } \hat{u} \in H^1(\hat{\Omega}), \text{ and } \hat{v} \in \hat{M}_k.
\]

It is easy to verify that for any \( u \in H^1(\Omega) \), we have

\[
\hat{Q}_k u = \hat{Q}_k \hat{u}, \quad \text{and} \quad \hat{P}_k u = \hat{P}_k \hat{u}.
\]

We now recall the following important ingredients in the classic multigrid convergence theory; see, for example, (25).
**Lemma 3.1** 1. (Stable decomposition). For any $\hat{v} \in \hat{M}_{k_0}$, it holds

$$
\sum_{k=0}^{k_0} \epsilon_k^2 \|(\hat{Q}_k - \hat{Q}_{k-1})\hat{v}\|^2 \lesssim |\hat{v}|^2_1,
$$

(3.3)

where for convenience of notation $\hat{Q}_{-1} := 0$.

2. (Strengthened Cauchy-Schwarz inequality). For any $\hat{u}_l \in \hat{M}_l$ and $\hat{w}_k \in \hat{M}_k$, $0 \leq l \leq k \leq k_0$, it holds

$$
\langle \nabla \hat{u}_l, \nabla \hat{w}_k \rangle \lesssim \left( \frac{1}{\sqrt{2}} \right)^{k-l} (\epsilon_k^2)^{-1} \|\nabla \hat{u}_l\| \|\hat{w}_k\|.
$$

(3.4)

With these two ingredients, we have the following estimate.

**Lemma 3.2** For any $v \in M_{k_0}$, it holds

$$
\sum_{k=0}^{k_0} |(P_k - \hat{Q}_k)v|^2_1 \lesssim \sum_{k=0}^{k_0} (\epsilon_k^2)^{-2} \|(Q_k - \hat{Q}_{k-1})v\|^2 \lesssim |v|^2_1.
$$

(3.5)

**Proof.** Note that for $v \in M_{k_0}$, $\hat{v} \in \hat{M}_{k_0}$. Then

$$
|(P_k - \hat{Q}_k)v|^2_1 = \langle \nabla (P_k - \hat{Q}_k)v, \nabla (I - \hat{Q}_k)v \rangle = \sum_{l=k+1}^{k_0} \langle \nabla (P_k - \hat{Q}_k)v, \nabla (\hat{Q}_l - \hat{Q}_{l-1})v \rangle
$$

$$
\lesssim \sum_{l=k+1}^{k_0} \left( \frac{1}{\sqrt{2}} \right)^{l-k} (\epsilon_k^2)^{-1} \|\nabla (P_k - \hat{Q}_k)v\| \|\nabla (\hat{Q}_l - \hat{Q}_{l-1})v\|.
$$

Therefore

$$
\sum_{k=0}^{k_0} |(P_k - \hat{Q}_k)v|^2_1 \lesssim \sum_{k=0}^{k_0} \left( \frac{1}{\sqrt{2}} \right)^{l-k} (\epsilon_k^2)^{-1} \|\nabla (P_k - \hat{Q}_k)v\| \|\nabla (\hat{Q}_l - \hat{Q}_{l-1})v\|
$$

$$
\lesssim \left( \sum_{k=0}^{k_0} |(P_k - \hat{Q}_k)v|^2_1 \right)^{1/2} \left( \sum_{k=0}^{k_0} (\epsilon_k^2)^{-2} \|(Q_k - \hat{Q}_{k-1})v\|^2 \right)^{1/2}.
$$

Hence it follows (3.5).

By the relation of inner products (3.2), we can easily get the stable decomposition up to level $k_0$.

**Lemma 3.3** For any $v \in M_{k_0}$, it holds

$$
\sum_{k=0}^{k_0} \|P_k - Q_k\|_A^2 \lesssim \epsilon \sum_{k=1}^{k_0} (\epsilon_k^2)^{-2} \|Q_k - Q_{k-1}\|^2 \lesssim \|v\|^2_A,
$$

(3.6)

where again $Q_{-1} := 0$.

The main difficulty in the anisotropic case is to establish the stable decomposition and Strengthened Cauchy-Schwarz inequality.
3.2 A One Dimensional Interpolation

In this subsection, we use $i$ and $j$ as global indices of interior nodes and $r$ and $c$ as row and column indices. We use $n_x^k$ ($n_y^k$) to denote the number of grid points in the $x-$direction ($y-$direction) on the $k$th level mesh. Notice that when $k_0 \leq k \leq J$ the coarsening is applied to the $x-$direction only, $n_x^k$ is independent of $k$. We thus simplify the notation to $n_y^k$. Also the range for $i$ and $j$ is from 1 to $N_k$ while $r$ is from 1 to $n_x^k$, and $c$ is from 1 to $n_y^k$. The indices $i$ and $j$ can be treated as functions of $r$ and $c$, i.e., $i = i(r,c)$, $j = j(r,c)$.

Let \( \{\phi_k^r(x)\}_{r=1}^{n_x^k} \) be the linear nodal basis in the $x-$direction on the $k$th level mesh $T_k$ ($k_0 \leq k \leq J$), and \( \{\phi_c(y)\}_{c=1}^{n_y^k} \) be the linear nodal basis in the $y-$direction. We define \( I_k : M_J \mapsto M_k, k_0 \leq k \leq J \) as the nodal interpolation operator in the $x$-direction only

\[
(I_k v)(x,y) = \sum_{r=1}^{n_x^k} v(x_k^r, y) \phi_k^r(x).
\]

**Lemma 3.4** For any $v \in M_J$, it holds

\[
\sum_{k=k_0+1}^{J} (h_k^*)^{-2} \|(I_k - I_{k-1})v\|^2 \lesssim \|v\|^2_{A}.
\] (3.7)

**Proof.** For a fixed $y \in (0,1)$, the stability

\[
\sum_{k=k_0+1}^{J} (h_k^*)^{-2} \int_0^1 |(I_k - I_{k-1})v(x,y)|^2 \, dx \lesssim \int_0^1 |\partial_y v(x,y)|^2 \, dx,
\]

can be found in (25). Integrating over $y$ and using Fubini’s theorem for double integrals, we obtained the desirable inequality (3.7). \qed

3.3 Strengthened Cauchy-Schwarz Inequality (SCS)

To establish the SCS, we need a refined trace theorem.

\[
\text{(a) Rectangular } \tau \text{ and its four edges.}
\]
\[
\text{(b) An element } K \in \mathcal{T}_l \text{ and its four edges.}
\]

**Fig. 3.** A typical rectangle $\tau$ and element $K \in \mathcal{T}_l$.
LEMMA 3.5 (Trace Theorem). Let \( \tau \) (Fig. 3(a)) be a rectangle with width \( t \), length \( h \) and with edges parallel to the \( x-\) and \( y-\)axis. For any \( v \in H^1(\tau) \), it holds
\[
\|v\|_{0,\tau}^2 \lesssim t^{-1}\|v\|_{0,\tau}^2 + t\|\partial_x v\|_{0,\tau}^2, \quad i = 1, 3, \tag{3.8}
\]
\[
\|v\|_{0,\tau}^2 \lesssim h^{-1}\|v\|_{0,\tau}^2 + h\|\partial_y v\|_{0,\tau}^2, \quad i = 2, 4. \tag{3.9}
\]

Proof. By density argument it suffices to prove the two estimates for \( v \in C(\bar{\tau}) \). Note that for \( v \in C(\bar{\tau}) \)
\[
|v(x,y)|^2 = |v(x,0)|^2 + \int_0^y \frac{\partial (v(x,\eta))}{\partial \eta} d\eta
\]
\[
= |v(x,0)|^2 + 2 \int_0^y v(x,\eta) \frac{\partial v(x,\eta)}{\partial \eta} d\eta.
\]
Then
\[
|v(x,0)|^2 \leq |v(x,y)|^2 + 2 \int_0^y |v(x,\eta)| \left| \frac{\partial v(x,\eta)}{\partial \eta} \right| d\eta.
\]
Integrating on \( \tau \) and using Cauchy-Schwarz inequality, we get (3.8). Similarly, we can prove (3.9). \( \square \)

LEMMA 3.6 (Strengthened Cauchy-Schwarz Inequality). For any \( u_l \in M_l \) and \( w_k \in M_k \), \( k \geq l \geq k_0 \), it holds
\[
a(u_l,w_k) \lesssim \left(\frac{1}{\sqrt{2}}\right)^{k-l} (h_{k}^{2})^{-1} \|u_l\|_A \|w_k\|. \tag{3.10}
\]

Proof. For any \( K \in \mathcal{T}_l \) (Fig. 3(b)), let \( n = (n_1, n_2) \) be the outward normal vector of \( \partial K \). By the integration by part and Lemma 3.5, we have
\[
\int_K \partial_x u_l \partial_x w_k dx dy = \int_{\partial K} \partial_x u_l n_1 w_k ds = \int_{e_2} \partial_x u_l w_k ds - \int_{e_4} \partial_x u_l w_k ds
\]
\[
\lesssim \|\partial_x u_l\|_{0,e_2} \|w_k\|_{0,e_2} + \|\partial_x u_l\|_{0,e_4} \|w_k\|_{0,e_4}
\]
\[
\lesssim (h_{k}^{2})^{-1/2} \|\partial_x u_l\|_{0,K} (h_{k}^{2})^{-1/2} \|w_k\|_{0,K}
\]
\[
\lesssim \left(\frac{1}{\sqrt{2}}\right)^{k-l} (h_{k}^{2})^{-1} \|\partial_x u_l\|_{0,K} \|w_k\|_{0,K}.
\]
Similarly
\[
\int_K \partial_y u_l \partial_y w_k dx dy = \int_{\partial K} \partial_y u_l n_2 w_k ds = \int_{e_1} \partial_y u_l w_k ds - \int_{e_3} \partial_y u_l w_k ds
\]
\[
\lesssim \|\partial_y u_l\|_{0,e_1} \|w_k\|_{0,e_1} + \|\partial_y u_l\|_{0,e_3} \|w_k\|_{0,e_3}
\]
\[
\lesssim (h_{k}^{2})^{-1/2} \|\partial_y u_l\|_{0,K} (h_{k}^{2})^{-1/2} \|w_k\|_{0,K}.
\]
Combine the above inequalities and the relation that \( \frac{\sqrt{2}}{4} \leq \frac{1}{h_{l}^{2}} \leq \frac{1}{h_{k}^{2}} \), we then get our desired inequality on each element \( K \). Summing over all \( K \) leads to (3.10). \( \square \)

Using the above strengthened Cauchy-Schwarz inequality, we have
LEMMA 3.7 For any \( v \in M_J \), it holds
\[
\sum_{k=k_0}^{J} \|(P_k - I_k) v\|_A^2 \lesssim \sum_{k=k_0+1}^{J} (h_k^{-2}) \|(I_k - I_{k-1}) v\|_A^2 \lesssim \|v\|_A^2. 
\] (3.11)

Proof. For any \( v \in M_J \), we have
\[
\|(P_k - I_k) v\|_A^2 = a((P_k - I_k) v, (I_k - I_{k-1}) v) = \sum_{l=k+1}^{J} a((P_k - I_k) v, (I_l - I_{l-1}) v) 
\lesssim \sum_{l=k+1}^{J} \left( \frac{1}{\sqrt{l}} \right)^{l-k} (h_l^{-2}) \|(I_l - I_{l-1}) v\|_A \|(P_k - I_k) v\|_A. 
\]
Then
\[
\sum_{k=k_0}^{J} \|(P_k - I_k) v\|_A^2 \lesssim \sum_{k=k_0}^{J} \sum_{l=k+1}^{J} \left( \frac{1}{\sqrt{l}} \right)^{l-k} \|(P_k - I_k) v\|_A (h_l^{-2})^{-1} \|(I_l - I_{l-1}) v\|_A \|(P_k - I_k) v\|_A 
\lesssim \left( \sum_{k=k_0}^{J} \|(P_k - I_k) v\|_A^2 \right)^{1/2} \left( \sum_{k=k_0+1}^{J} (h_k^{-2}) \|(I_l - I_{l-1}) v\|_A^2 \right)^{1/2}. 
\]
Hence it follows (3.11). \( \square \)

3.4 Convergence Analysis

THEOREM 3.1 Algorithm 1 with semi-coarsening meshes is convergent with a rate
\[
\delta \leq 1 - \frac{1}{1+C}, 
\]
where \( C > 0 \) is independent of \( \varepsilon \) and \( h \).

Proof. By the XZ identity, we only need to estimate the constant
\[
c_0 = \sup_{\|v\|_A=1} \inf_{\sum_{k=0}^{J} v_{k,l} = v} \sum_{k=0}^{J} \sum_{l=1}^{N_k} \|(P_{k,l}) v\|_A^2, 
\]
where the ordering \((l, j) > (k, i)\) is defined by
\[
(l, j) > (k, i) \quad \text{if} \quad \begin{cases} l = k & \text{but} \quad j > i; \vspace{1em} \cr l > k. \end{cases} 
\]

For any \( v \in M_J \), we define \( v_k = (I_k - I_{k-1})(v - I_{k_0}v) \) for \( k_0 + 1 \leq k \leq J \) and \( v_k = (Q_k - Q_{k-1})I_{k_0}v \) for \( 0 \leq k \leq k_0 \), where for convenience of notation we define \( Q_{-1} = 0 \). We further decompose as \( v_k = \sum_{i=1}^{N_k} v_{k,i} \) with \( v_{k,i} = v_k(x_i, y_i, \phi^k(x, y) \phi_k(y) \in M_{k,i} \) for \( i = i(r, c) \) and \( k_0 \leq k \leq J \) and \( v_{k,i} = v_k(x_i, y_i, \phi^k(x, y) \) for
For convenience of notation, we use $S_k$ to denote $I_k$ for $k_0 \leq k \leq J$ or $Q_k$ for $0 \leq k \leq k_0 - 1$. Then we have

$$\sum_{(l,j) \neq (k,i)} v_{l,j} = \sum_{i=k+1}^{J} \sum_{l=k+1}^{N_k} v_{l,j} + \sum_{j=i+1}^{N_k} v_{k,j} = \sum_{l=k+1}^{J} v_{l} + \sum_{j=i+1}^{N_k} v_{k,j} = v - S_k v + \sum_{j=i+1}^{N_k} v_{k,j}. $$

Consequently we have

$$\sum_{i=1}^{N_k} \|P_{k,i} \sum_{(l,j) \neq (k,i)} v_{l,j}\|_A^2 \lesssim \sum_{i=1}^{N_k} \|P_{k,i}(P_{k,i} - S_k) v\|_A^2 + \|P_{k,i} \sum_{j=i+1}^{N_k} v_{k,j}\|_A^2 \lesssim \sum_{i=1}^{N_k} \|P_{k,i} v - S_k v\|_A^2 + \sum_{i=1}^{N_k} \|v_{k,i}\|_A^2.$$ 

Here $\|v\|_A^2 = \int_{\Omega_k} (\partial_x v)^2 + \varepsilon (\partial_y v)^2 \, dx dy.$

For $k_0 + 1 \leq k \leq J$, in the $x$-direction, by the inverse inequality and stability of $L^2$ decomposition, we get

$$\sum_{i=1}^{N_k} \|\partial_x v_{k,i}\|_A^2 \lesssim \sum_{i=1}^{N_k} (h_k^i)^{-2} \|v_{k,i}\|_A^2 \lesssim (h_k^i)^{-2} \|v_k\|^2. $$

For the $y$-direction, we have

$$\varepsilon \sum_{i=1}^{N_k} \|\partial_y v_{k,i}\|_A^2 \lesssim \varepsilon h_k^{-2} \sum_{i=1}^{N_k} \|v_{k,i}\|_A^2 \lesssim \varepsilon h_k^{-2} \|v_k\|^2 \lesssim (h_k^i)^{-2} \|v_k\|^2.$$ 

where in the last inequality, we have used the inequality (2.2) to bound $\varepsilon h_k^{-2}$ by $(h_k^i)^{-2}$. Therefore we obtain

$$\sum_{i=1}^{N_k} \|v_{k,i}\|^2 \lesssim \sum_{i=1}^{N_k} (h_k^i)^{-2} \|v_k\|^2 \lesssim (h_k^i)^{-2} \|v_k\|^2, \quad \text{for } k_0 + 1 \leq k \leq J. $$

Then, by Lemma 3.4, we have

$$\sum_{k=k_0+1}^{J} \sum_{i=1}^{N_k} \|P_{k,i} \sum_{(l,j) \neq (k,i)} v_{l,j}\|_A^2 \lesssim \sum_{k=k_0+1}^{J} \|P_{k,i}(P_{k,i} - I_k) v\|_A^2 + \sum_{k=k_0+1}^{J} (h_k^i)^{-2} \|v_k\|^2 \lesssim \|v\|_A^2.$$ 

For $0 \leq k \leq k_0$, using the mapping (3.1), the inequality (2.2) and (3.3), we easily obtain

$$\sum_{i=1}^{N_k} \|v_{k,i}\|^2 = \sqrt{\varepsilon} \sum_{i=1}^{N_k} \|v_{k,i}\|_{A,\Omega_k}^2 \lesssim \sqrt{\varepsilon} (h_k^i)^{-2} \sum_{i=1}^{N_k} \|v_{k,i}\|_{0,\Omega_k}^2 \lesssim \sqrt{\varepsilon} (h_k^i)^{-2} \|v_k\|_{0,\Omega_k}^2 = \varepsilon (h_k^i)^{-2} \|v_k\|^2.$$
From Lemma 3.2 and inequality (3.6), we have
\[ \sum_{k=0}^{h_0} \sum_{i=1}^{N_k} \| P_{k,i} \sum_{(l,j)>(k,i)} v_{l,j} \|_A^2 \lesssim \sum_{k=0}^{h_0} \| (P_k - Q_k) v \|_A^2 + \varepsilon \sum_{k=0}^{h_0} (h_k^2)^{-2} \| v_k \|_A^2 \lesssim \| I_{h_0} v \|_A^2. \]

Since
\[ \varepsilon \| \partial_y (I - I_{h_0}) v \|_A^2 \lesssim \varepsilon (h_{h_0})^{-2} \| (I - I_k) v \|_A^2 \lesssim \varepsilon (h_k^2)^{-2} \| \partial_y v \|_A^2 \lesssim \| \partial_y v \|_A^2, \]
and
\[ \| \partial_x (I - I_{h_0}) v \|_A^2 \lesssim \| \partial_x v \|_A^2, \]
we have
\[ \| I_{h_0} v \|_A^2 \leq \| v \|_A^2 + \| (I - I_{h_0}) v \|_A^2 \lesssim \| v \|_A^2. \]

Combine the above estimates, we then get
\[ \sum_{k=0}^{h_0} \sum_{i=1}^{N_k} \| P_{k,i} \sum_{(l,j)>(k,i)} v_{l,j} \|_A^2 \leq C \| v \|_A^2, \]
which implies \( c_0 \leq C \), and the desired estimate of convergence rate follows from the XZ identity.

\[ \blacksquare \]

4. Convergence of Algorithm with Line Smoother

In this section, we give convergence analysis for the multigrid algorithm using the uniformly coarsening with the line smoothers. We first give a property of the line smoothers, then define a stable quasi-interpolation operator, and finally use the XZ identity to estimate the rate of convergence.

4.1 The Line Gauss-Seidel Smoother

Since uniformly coarsening is applied, we use one mesh parameter \( h_k \). We first prove the following property for the line Gauss-Seidel smoother.

**Lemma 4.1** For \( v_k \in M_k \), let \( v_k = \sum_{i=1}^{N_k} v_{k,i} \), \( v_{k,i} \in M_{k,i}, i = 1, \ldots, N_k \). Then we have
\[ \sum_{i=1}^{N_k} \| v_{k,i} \|_A^2 \lesssim \| v_k \|_A^2 + \varepsilon \frac{1}{h_k^2} \| v_k \|_A^2. \]

**Proof.** Note that we do not decompose in the \( x \)-direction and thus the summation is for the \( y \)-direction only. Therefore by the stability of the decomposition in \( L^2 \)-norm, we have
\[ \sum_{i=1}^{N_k} \| \partial_x v_{k,i} \|_A^2 \lesssim \sum_{i=1}^{N_k} \| \partial_x v_{k,i} \|_A^2 = \| \partial_x v_k \|_A^2. \]

For the \( y \)-direction, we use inverse inequality to get
\[ \sum_{i=1}^{N_k} \| \partial_y v_{k,i} \|_A^2 \lesssim \frac{1}{h_k^2} \sum_{i=1}^{N_k} \| v_{k,i} \|_A^2 \lesssim \frac{1}{h_k^2} \| v_k \|_A^2. \]

Linear combination of (4.2) and (4.3) leads to the desirable estimate (4.1).

\[ \blacksquare \]
4.2 A Stable Quasi-Interpolation Operator

On the edge \((x_i^k, x_{i+1}^k)\), we choose \(\theta^k_i = h_i^{-1}(4\phi^k_i - 2\phi^{k+1}_i) \in \mathcal{P}_1(x_i^k, x_{i+1}^k)\). Direct computation shows

\[
\int_{x_i^k}^{x_{i+1}^k} \theta^k_i \phi^k_i = 1, \quad \int_{x_i^k}^{x_{i+1}^k} \theta^k_i \phi^{k+1}_i = 0,
\]

where \(\mathcal{P}_1(x_i^k, x_{i+1}^k)\) is the space of linear polynomial on the edge \((x_i^k, x_{i+1}^k)\). Similar definition applies to \(\theta^j_j(y)\) for the edge \((y_j^n, y_{j+1}^n)\).

For a function \(v \in H^1(\Omega)\), we define \(\mathcal{S}_k^x\) and \(\mathcal{S}_k^y\) as follows:

\[
(\mathcal{S}_k^x v)(x,y) = \sum_{i=1}^{N_k} v_i^x(y) \phi^x_i(x), \quad (\mathcal{S}_k^y v)(x,y) = \sum_{j=1}^{N_k} v_j^y(x) \phi^y_j(y),
\]

where

\[
v_i^x(y) = \int_{x_i^k}^{x_{i+1}^k} \theta_i^x(x)v(x,y)dx, \quad v_j^y(x) = \int_{y_j^n}^{y_{j+1}^n} \theta_j^y(y)v(x,y)dy.
\]

We then introduce a quasi-interpolation \(\mathcal{I}_k^x: H^1_0(\Omega) \to M_k\) by

\[
\mathcal{I}_k^x v = \sum_{i=1}^{N_k} \sum_{j=1}^{N_k} v_{i,j} \phi^x_i(x) \phi^y_j(y),
\]

where

\[
v_{i,j} = \int_{x_i^k}^{x_{i+1}^k} \int_{y_j^n}^{y_{j+1}^n} \theta_i^x(x) \theta_j^y(y) v(x,y) dx dy.
\]

In this definition, since the boundary nodes are not included, we can easily see that \(\mathcal{I}_k^x v|_{\partial \Omega} = 0\).

**Lemma 4.2** The following properties hold for the interpolation \(\mathcal{S}_k^x, \mathcal{S}_k^y\), and \(\mathcal{I}_k^x\):

1. Preservation of bilinear finite element functions: \(\mathcal{S}_k^x v_k = v_k\) for \(v_k \in M_k\).
2. Approximation property: \(\|v - \mathcal{S}_k^x v\| \lesssim h_k |\nabla v|_1\) for \(v \in H^1_0(\Omega)\).
3. Operators \(\mathcal{S}_k^x\) and \(\mathcal{S}_k^y\) are interchangeable and \(\mathcal{I}_k^x = \mathcal{S}_k^x \mathcal{S}_k^y = \mathcal{S}_k^y \mathcal{S}_k^x\).
4. \(\mathcal{S}_k^x\) and \(\mathcal{S}_k^y\) are stable in both \(L^2\)-norm and corresponding one dimensional \(H^1\)-norm. Namely, for all \(v \in H^1\), we have

\[
\|\mathcal{S}_k^x v\| \lesssim |\nabla v|, \quad \|\mathcal{S}_k^y v\| \lesssim |\nabla v|, \quad \|
\partial_v \mathcal{S}_k^x v\| \lesssim |\nabla v|, \quad \|
\partial_y \mathcal{S}_k^x v\| \lesssim |\nabla v|.
\]

5. For \(v \in M_J\),

\[
\|\partial_v \mathcal{S}_k^x v\| \lesssim |\nabla v|, \quad \|\partial_y \mathcal{S}_k^x v\| \lesssim |\nabla v|.
\]

**Proof.** The properties (1) and (3) can be easily verified by the definition and (2) and (4) can be found in (18).
We now prove (5). First by the definition, we have, for $x \neq x^k_j$, $j = 1, \ldots, N_k$,

$$(\partial_\vphi \mathcal{S}_k^e v)(x, y) = \sum_{j=1}^{N_k} \partial_\vphi \vphi_j^k(x) \phi_j^k(y) = \sum_{j=1}^{N_k} \left( I_{j+1}^{j} \theta_j^k(y) \partial_\vphi v(x, y) \right) \phi_j^k(y) = (\mathcal{S}_k^e \partial_\vphi v)(x, y).$$

Therefore

$$\|\partial_\vphi \mathcal{S}_k^e v\|^2 = \sum_{j=1}^{N_k} \|\partial_\vphi \mathcal{S}_k^e v\|^2_{(x^j_i, x^{j+1}_i) \times (0, 1)} = \sum_{j=1}^{N_k} \|\mathcal{S}_k^e \partial_\vphi v\|^2_{(x^j_i, x^{j+1}_i) \times (0, 1)} \lesssim \sum_{j=1}^{N_k} \|\partial_\vphi v\|^2_{(x^j_i, x^{j+1}_i) \times (0, 1)} = \|\partial_\vphi v\|^2.$$

The second inequality in (4.5) can be proved similarly. □

Using these properties, we prove $\mathcal{S}_k$ is stable in the energy norm.

**Lemma 4.3** There is a positive constant $C$ independent of $\vphi$, $h_k$ and $J$ such that

$$\|\mathcal{S}_k v\|_A \lesssim \|v\|_A \quad \text{for all } v \in M_J. \quad (4.6)$$

**Proof.** For any $v \in M_J$, using the stability results (4) and (5) in Lemma 4.2, we get

$$\|\partial_\vphi (\mathcal{S}_k v)\|^2 = \|\partial_\vphi \mathcal{S}_k^e (\mathcal{S}_k^e v)\|^2 \lesssim \|\partial_\vphi \mathcal{S}_k^e v\|^2 \lesssim \|\partial_\vphi v\|^2.$$

The estimate $\|\partial_\vphi (\mathcal{S}_k v)\| \lesssim \|\partial_\vphi v\|$ is proved similarly. The stability (4.6) then follows. □

### 4.3 Convergence Analysis

**Theorem 4.1** Algorithm 1 applied to uniformly coarsening meshes with line Gauss-Seidel smoothers is convergent with rate

$$\delta \leq 1 - \frac{1}{1 + C \log h},$$

where $C$ is a positive constant independent of $h$ and $\vphi$.

**Proof.** For any $v \in M_J$, let $v_k = (\mathcal{S}_k - \mathcal{S}_{k-1}) v$, $k = 0, 1, \ldots, J$, where $\mathcal{S}_{-1} = 0$. It is obvious that $v = \sum_{k=0}^J v_k$. Let $v_k = \sum_{i=1}^{N_k} v_{k,i}$ with $v_{k,i} \in M_{k,i}$, $i = 1, \ldots, N_k$. Following the same line as in the proof of Theorem 3.1, we have

$$\sum_{(l,j) > (k,i)} v_{l,j} = v - \mathcal{S}_k v + \sum_{j=i+1}^{N_k} v_{k,j},$$

and

$$\sum_{i=1}^{N_k} \|P_{k,i} \sum_{(l,j) > (k,i)} v_{l,j}\|^2_A \leq \|v - \mathcal{S}_k v\|^2_A + \sum_{i=1}^{N_k} \|v_{k,i}\|^2_A.$$
By the stability of $\mathcal{S}_k$, the first term is bounded by $\|v\|_A^2$. For the second term, when $1 \leq k \leq J$, by using Lemma 4.1, we have
\[
\sum_{i=1}^{N_k} \|v_{k,i}\|_A^2 \lesssim \|v_k\|_A^2 + \frac{\varepsilon}{h_k^2} \|v_k\|^2 \\
\lesssim \|v\|_A^2 + \frac{\varepsilon}{h_k^2} (\|v - \mathcal{S}_k v\|^2 + \|v - \mathcal{S}_{k-1} v\|^2) \\
\lesssim \|v\|_A^2 + \varepsilon \|v\|^2 \lesssim \|v\|_A^2.
\]
For $k = 0$, we have
\[
\sum_{i=1}^{N_0} \|v_{0,i}\|_A^2 = \|v_0\|_A^2 = \|\mathcal{S}_0 v\|_A^2 \lesssim \|v\|_A^2.
\]
Using the XZ identity, we can estimate $c_0$ as
\[
c_0 \leq \sup_{v \in \mathcal{M}_f: \|v\|_A = 1} \sum_{k=0}^{J} \sum_{(i,j) \neq (k,j)} \|v_{i,j}\|_A^2 \leq C(J+1),
\]
which implies the desirable rate by noting that $J \approx \lfloor \log h \rfloor$. \qed

5. Convergence analysis for more general domains

In the previous sections, we give the convergence analysis of Algorithm 1 in both the semi-coarsening and the uniformly coarsening with line smoothers on the unite square. In this section, we will extend our results to more general domains consisting of rectangles.

Assume the boundaries of $\Omega$ in equation (2.1) are parallel to $x-$ or $y-$axis and $\Omega$ can be partitioned into rectangles with $O(1)$ size and this partition is denoted by $\mathcal{T}_\Omega$. We then uniformly refine these rectangles $J$ times to get the finest grid $\mathcal{T}_J$.

To simplify the notation, we find a rectangle $R$ with the smallest diameter such that $\Omega \subset R$ and extend $\mathcal{T}_J$ to $\mathcal{T}_0$ by uniformly refined rectangles in $R \setminus \Omega$ $J$ times. For the rectangle $R$ and corresponding grids $\mathcal{T}_J$, we can apply the coarsening process in Section 2.2 to get a sequence of meshes $\mathcal{T}_k$, $0 \leq k \leq J-1$ and obtain $\mathcal{T}_k$ by the restriction of $\mathcal{T}_k$ to $\Omega$. Note that the coarsening should stop at a level such that the geometry of $\Omega$ can be seen in $\mathcal{T}_0$, i.e., $\mathcal{T}_\Omega \subset \mathcal{T}_0$. To illustrate the idea, in Fig. 4, we give the rectangle $R$ and meshes $\mathcal{T}_k$, $\mathcal{T}_J$ of a square domain with a small square hole.

For semi-coarsening with point-wise smoother, once the sequence of meshes $\mathcal{T}_0 \subset \mathcal{T}_1 \subset \ldots \subset \mathcal{T}_J$ is given, we can define $M_k$, the bilinear finite element space of $H_0^1(\Omega)$ and $M_{k,j}$ the one dimensional subspace spanned by one basis of $M_k$ as before. Consequently the multigrid algorithm Algorithm 1 is well defined.

For uniformly coarsening, we need to specify the line smoother. For $1 \leq k \leq J$, let $N_k$ be the integer such that $\mathcal{T}_k$ partition $R$ into $(N_k + 1) \times (N_k + 1)$ small squares. Define $R_{k,j} = \{(x,y) \in R: (j-1)h_k < y < (j+1)h_k\}$ for $2 \leq j \leq N_k$ as a horizontal strip. We define
\[
M_{k,j} = \{v \in M_k : v = 0 \text{ in } \Omega \setminus R_{k,j}\} \text{ for } j = 1, \ldots, N_k.
\]
Note that the line corresponding to $M_{k,j}$ could be broken; see, for example, the middle horizontal line in Fig 4 (a). Based on $M_k$ and $M_{k,j}$, the Algorithm 1 is then well defined.
THEOREM 5.1 For general domains $\Omega$ with boundaries parallel to $x$- or $y$-axis and a fine grid $\mathcal{T}_j$ defined as above, Algorithm 1 is convergent with rate

$$\delta \leq 1 - \frac{1}{1 + C}$$

when applied to semi-coarsening meshes, and with rate

$$\delta \leq 1 - \frac{1}{1 + C |\log h|}$$

when applied to uniformly coarsening meshes with line Gauss-Seidel smoothers, where $C$ is a positive constant independent of $h$ and $\epsilon$.

Proof. For functions $v \in H^1_0(\Omega)$, we use zero extension to get $\tilde{v} \in H^1_0(R)$, i.e., $\tilde{v}|_\Omega = v$ and $\tilde{v}|_{R \setminus \Omega} = 0$. Denote this zero extension operator by $E$. Note that for $v \in H^1_0(\Omega)$, this extension will preserve both the $L^2$ and energy norm.

For the semi-coarsening case, by following the same line in subsection 3.2, we can prove the desirable results. When $0 \leq k \leq k_0$, we use $L^2$ projection in the decomposition. By mapping the anisotropic problem to an isotropic problem, we can establish Lemmas 3.2-3.3 on the domain $\Omega$ since the proof holds for quasi-uniform grids on general domains. For $k_0 \leq k \leq J$, we can define nodal interpolation operators $I_k : M_J \mapsto M_k$, in the $x$-direction through the extension operator $E$: for $v \in \mathcal{M}_J$,

$$I_k v = I_k(E(v)).$$

Note that $I_k(E(v)) \in M_k$ since the zero extension and point-wise interpolation. Lemmas 3.4-3.7 can be obtained by simple changing of notation. With these ingredients, the desired result follows from the the same line as in the proof of Theorem 3.1.

For the case of uniformly coarsening with line Gauss-Seidel smoothers, let us examine the ingredients in the proof. First Lemma 4.1 holds for $\tilde{v}_k \in \tilde{M}_k$ which is the rectangular case. Note that for $v_k \in M_k$, if $v_k = \sum_{i=1}^{N_k} v_{k,i}$, then $E(v_k) = \sum_{i=1}^{N_k} E(v_{k,i})$. We apply Lemma 4.1 to $E(v_k) \in \tilde{M}_k$ and use the fact

\[ \]
the extension will preserve the norm to get
\[
\sum_{i=1}^{N_k} \|v_k,i\|^2_{A,\Omega} = \sum_{i=1}^{N_k} \|E(v_k,i)\|^2_{A,R} \lesssim \|E(v_k)\|^2_{A,R} + \frac{\epsilon}{h_k^2} \|E(v_k)\|^2_R = \|v_k\|^2_{A,\Omega} + \frac{\epsilon}{h_k^2} \|v_k\|^2_{\Omega}.
\]

To define the quasi-interpolation operator \(\mathcal{I}_k\), for a vertex on the boundary of \(\Omega\), we modify the choice of the edges such that they are on the boundary \(\Omega\). This will ensure \(\mathcal{I}_k E(v)\big|_{\partial \Omega} = 0\) for \(v \in H^1_0(\Omega)\) and thus \(\mathcal{I}_k v = \mathcal{I}_k E(v) \in M_k\). Now Lemma 4.2 and 4.3 holds for \(E(v)\). The stability follows from the preservation of norms
\[
\|\mathcal{I}_k v\|_{A,\Omega} = \|\mathcal{I}_k E(v)\|_{A,R} \lesssim \|E(v)\|_{A,R} = \|v\|_{A,\Omega}, \quad \text{for all } v \in M_J.
\]

Then the desired result follows from the same line as in the proof of Theorem 4.1.

\[\square\]
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