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Abstract
The standard Adaptive Edge Finite Element Method (AEFEM), using first/second

family Nédélec edge elements with any order, for the three dimensional H(curl)−elliptic

problems with variable coefficients is shown to be convergent for the sum of the energy

error and the scaled error estimator. The special treatment of the data oscillation and

the interior node property are removed from the proof. Numerical experiments indicate

that the adaptive meshes and the associated numerical complexity are quasi-optimal.

Keywords: adaptive edge finite element method, convergence, H(curl)−elliptic problems

1 Introduction

In this paper, we consider an adaptive edge finite element methods (AEFEMs) for solving
the H(curl)−elliptic problems: Find u ∈ H0(curl;Ω), such that

a(u,v) = (g,v) for all v ∈ H0(curl;Ω), (1.1)

where
a(u,v) = (α∇× u,∇× v) + (βu,v), (1.2)

and (·, ·) denotes the inner product in L
2(Ω). The domain Ω ⊂ R3 is a simply connected

polyhedron and partitioned into non-overlapping subdomains Ωi, 1 ≤ i ≤ m. We assume the
modified material parameters α, β ∈ L

∞(Ω) ∩
�

m

i=1 W
1,∞(Ωi), and α ≥ α0 > 0,β ≥ β0 > 0

for some constants α0,β0, and g ∈
�

m

i=1 H(div; Ωi).
Variational problems of the form (1.1) arises in many simulations of electromagnetic

fields. For instance, it describes the eddy current model [6], and it is a core task in the time-
domain simulation of electromagnetic fields if implicit time stepping is employed [14]. When
variational problems of the form (1.1) describes the eddy current model, the parameter β

is related to the conductivity, and β = 0 in the insulating regions. The assumption of β in
this paper excludes the above case.

The edge finite element methods using Nédélec edge finite elements [19, 20] for solving
(1.1) is: Find uT ∈ V(T ), such that

a(uT ,vT ) = (g,vT ), for all vT ∈ V(T ), (1.3)
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where V(T ) is the first or second types Nédélec element space (see §2 for details).
A broad class of problems in the form of (1.1) can cause strong singularities in the

solution, for example, physical domains with non-trivial geometries, discontinuous material
coefficients, and non-smooth source terms result in considerable computational problems.
The singularity can be resolved by refine the mesh uniformly. The uniform refinement,
however, will dramatically increase the computational effort including the physical memory
as well as CPU time since the number of unknowns grows exponentially. On the other
hand, local mesh refinement can also resolve the singularity by putting denser grids in
where the function changes dramatically. The adaptive finite element method (AFEM) is
such a methodology to distribute the grid points to optimize the relation between accuracy
and computational labor (degrees of freedom).

In most of the existing work of adaptivity for computational electromagnetic fields [13,
26, 17, 25, 1], researchers focus on the engineering simulations. We are interested in the
theoretical understanding of the adaptive edge finite element methods for solving (1.3).
We shall prove the convergence of the following procedure of adaptive edge finite element
methods (AEFEM)

SOLVE → ESTIMATE → MARK → REFINE. (1.4)

There are only few research results for the convergence of the adaptive procedure for
Maxwell’s type equations. In [7] and [16], the authors prove the convergence for the two- and
three-dimensional eddy currents equations, respectively. In these work, the so-called interior
node property and marking for oscillation are imposed as technical assumptions while they
are not required in the practical computation. In addition only the first family of Nédélec
linear edge elements is considered in these work. Compared with existing work [7, 16], our
contributions in this paper are to

• prove the convergence without the restrictive interior node property and the extra
marking of data oscillation;

• generalize to high order and two types of Nédélec edge elements.

We summarize our main result in the following theorem.

Theorem 1.1 (Convergence) Let {Tk, V(Tk),uk, ηk} be the sequence of meshes, finite

element spaces, discrete solutions and error estimators produced by AEFEM. Then there

exist constants ρ > 0 and δ ∈ (0, 1), depending only on marking parameter, the shape

regularity of the initial mesh, the coefficients α and β, such that

�u− uk+1�2A + ρη
2
k+1 ≤ δ

�
�u− uk�2A + ρη

2
k

�
.

As a consequence, AEFEM will converge in finite steps for a given tolerance.
To avoid the repeated use of generic but unspecified constants, following [27], we shall

use the following short-hand notation: x � y means x ≤ Cy, where constant C is a generic
positive constant independent of the variables that appear in the inequalities and especially
the mesh parameters. The notation Ci, with subscript, denotes specific important constants.

The remainder of the article is organized as follows. In the next section, we introduce
some preliminaries about Sobolev spaces, finite element spaces, and the bilinear form a(·, ·).
We present the adaptive algorithm and describe each procedure of (1.4) in §3. We prove the
convergence of AEFEM in §4 and report some numerical results in support of theoretical
ones in §5.
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2 Prelimimaries

Let Ω ⊆ R3 be a simply connected polyhedron with boundary ∂Ω and unit outward normal
n∂Ω. For any set G ⊂ R3 with nonempty interior, L

2(G) (resp. L
2(G)) stands for the

Hilbert space of square integrable functions (resp. vector fields) on G with inner product
(·, ·)G, and H

1(G) := {v ∈ L
2(G) : ∇v ∈ L

2(G)}. We also define the spaces

H(curl;G) =
�
v ∈ L

2(G)
�� ∇× v ∈ L

2(G)
�

,

H(div;G) =
�
v ∈ L

2(G)
�� ∇ · v ∈ L

2(G)
�

,

equipped with norms

�v�curl;G =
�
�v�20;G + �∇ × v�20;G

�1/2
, for v ∈ H(curl;G),

�v�div;G =
�
�v�20;G + �∇ · v�20;G

�1/2
, for v ∈ H(div;G),

respectively, where � · �0;G := (·, ·)1/2
G

denotes the norm of the space L
2(G) or L

2(G). Espe-
cially, we define H

1
0 (G) := {u ∈ H

1(G), u|∂G = 0} and H0(curl;G) = {u ∈ H(curl;G),n∂G×
u = 0 on ∂G} in the trace sense, where n∂G denotes the unit outward normal of the bound-
ary ∂G of domain G. We omit the subscript if G = Ω for simplicity.

We consider a shape regular tetrahedral triangulation T of Ω which is consistent with
the partition Ω̄ =

�
m

i=1 Ω̄i in the sense that each Ωi, 1 ≤ i ≤ m, inherits a shape regular
tetrahedral triangulation T (Ωi). For each integer l > 0, the l

th order element of the first
family and the second family of Nédélec elements generate the following two spaces:

Vl,1(T ) :=
�

v
l,1
h
∈ H0(curl;Ω)

��� v
l,1
h
|τ ∈ (Pl−1)3 ⊕ {p ∈ (P̃l)3 | p(x) · x = 0}

for all τ ∈ T
�

,

Vl,2(T ) :=
�

v
l,2
h
∈ H0(curl;Ω)

��� v
l,2
h
|τ ∈ (Pl)3 for all τ ∈ T

�
,

where Pl denotes the standard space of polynomials of total degree less than or equal to l,
and P̃l the space of homogeneous polynomials of degree l.

The bilinear form a(·, ·) restricted to the domain G ⊆ Ω is denoted by aG(·, ·). It is easy
to show that the bilinear fulfills the local continuity

aG(v,w) ≤ Ca;G�v�curl;G�w�curl;G, for any v,w ∈ H(curl;G), (2.5)

where constant Ca;G := max{�α�∞,G, �β�∞,G}. When G = Ω, we simply denoted by
Ca := Ca;G. Furthermore, let ca := min{α0,β0}, we have

a(v,v) ≥ ca�v�2curl;Ω, for all v ∈ H0(curl;G). (2.6)

Combing (2.6) with the symmetry of aG(·, ·), the bilinear form induces the following
energy norm

�v�2
A;G = aG(v,v), for v ∈ H0(curl;Ω). (2.7)

When G = Ω, we omit the subscript Ω, i.e., �v�A = �v�A;Ω.
To save notation, we use V(T ) for the first or second types Nédélec element space which

will be clear in the context. The lowest order element of the first family V1,1(T ) is the
simplest and thus most popular edge element space, and V1,1(T ) ⊆ V(T ) is always true.
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3 Adaptive Edge Finite Element Method

In this section, we shall present an adaptive edge finite element method for solving the
H(curl)−elliptic problems (1.1). We use local mesh refinement to resolve the possible
singularity in the solution.

Our adaptive edge finite element method is presented in the following subroutine:

[uJ , TJ ] = AEFEM (T0, g, tol, θ)

AEFEM compute an approximation uJ by adaptive edge finite element methods.
Input: T0 initial triangulation; g data; tol stopping criteria; θ between (0,1).
Output: uJ finite element approximation; TJ the finest mesh.

η = 1, k = 0;
while η ≥ tol

k = k + 1;
SOLVE equation (1.3) on Tk to get the solution uk;
ESTIMATE the error by η = η(uk, Tk);
MARK a set Mk ⊂ Tk with minimum number such that η2(uk,Mk) ≥ θ η2(uk, Tk);
REFINE element τ ∈Mk and necessary elements to get a conforming grid Tk+1;

end
uJ = uk; TJ = Tk;

The goal of this paper is to prove that the algorithm AEFEM will terminate in finite steps
for a given tolerance. Our algorithm is adapted from the algorithm for second order elliptic
PDEs in [8]. It is the simplest adaptive algorithm in the sense that no marking for oscillation
and no interior node property should be enforced in the mark and refine procedure.

In the following subsections, we shall discuss each step in AEFEM in detail.

3.1 Procedure SOLVE

For a given function g ∈
�

m

i=1 H(div; Ωi) and a given mesh T , we suppose that the module
SOLVE outputs the exact discrete solution uT ∈ V(T ) of (1.3):

uT = SOLVE(T , g).

Here, we assume that the solutions of the finite dimensional problems can be solved to any
accurately and efficiently. Examples of such optimal solvers include multigrid methods [14,
2, 3, 23]. Note that the above studies focus on quasi-uniform grids. Multigrid methods for
the H(curl) problems on adaptive grids can be found in recent work [15, 10].

3.2 Procedure ESTIMATE

For the H(curl)-system, efficient and reliable a posteriori error estimators have been widely
developed and analyzed in [3, 4, 5, 22]. A posteriori error estimators based on the separate
treatment of the kernel of the curl-operator and its orthogonal complement were presented
in [3]. A residual type and a hierarchical type a posteriori error estimator were proposed
and analyzed under certain conditions on the domain in [4, 5]. Recently, the reliability of
the residual type error estimator on Lipschitz domains was established in [22] using the
commuting quasi-interpolation operators introduced in [21].

We shall use a residual type a posterior error estimator which is similar to that in [22].
Given a conforming triangulation T , let F(T ) denote the set of the interior faces of T with a
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fixed orientation. For any face f ∈ F(T ) shared by two elements τ1 and τ2, i.e., ∂τ1∩∂τ2 = f

with the orientation of f being consistent with that of τ1, we define the interelement jumps
of a scalar function w across f as

w = w|τ1 − w|τ2 .

For τ ∈ T , f ∈ F(T ) and vT ∈ V(T ), we define the following element-wise residuals and
face-wise jump residuals associated with interior faces as

R1(vT )|τ := g|τ − (∇× (α∇× vT ) + βvT )|τ , (3.1)
R2(vT )|τ := ∇ · (g|τ − βvT |τ ), (3.2)
J1(vT )|f := (α∇× vT )× nf , (3.3)
J2(vT )|f := (g − βvT ) · nf . (3.4)

Remark 3.1 Although we include α, β, and g in the definitions of Rj and Ji(j = 1, 2), we

skip the explicit dependence in the notation since they are fixed for all triangulations.

The error estimate for vT ∈ V(T ) on τ ∈ T is given by

η
2
T (vT , τ) := h

2
τ

�
�R1(vT )�20;τ + �R2(vT )�20;τ

�

+
�

f∈τ∩F(T )

hτ

�
�J1(vT )�20,f

+ �J2(vT )�20,f

�
, (3.5)

where hτ := |τ |1/3 measures the local mesh size of the element τ .
In these element-wise or face-wise terms, a correct scaling is used to shift the norm from

L
2-norm to a correct dual norm. Note that even for jump terms across the face, the size hτ

is used. Although hτ and hf , the diameter of f , are comparable, the use of hτ is crucial for
the reduction of the error estimator, as we can see from the proof of Lemma 4.5.

For any subset M ⊆ T , we define

η
2
T (vT ,M) =

�

τ∈M
η
2
T (vT , τ). (3.6)

When M = T , we shall simplify the notation as η(vT , T ).
We assume that, given a triangulation T and the corresponding discrete solution uT ∈

V(T ) of (1.3), the module ESTIMATE outputs the estimates ηT (vT , τ) for all τ ∈ T .

3.3 Procedure MARK

In the selection of elements we rely on the Dörfler marking [12]. Given a triangulation T , a
set of estimates {ηT (uT , τ)}τ∈T , and a marking parameter θ ∈ (0, 1), we suppose that the
module MARK outputs a subset of marked elements M ⊂ T with minimal cardinality,
such that

η
2
T (uT ,M) ≥ θη

2(uT , T ). (3.7)

3.4 Procedure REFINE

Starting from an initial triangulation T0, Tk+1 is obtained from Tk by a local mesh refinement
method. We denote by

C (T0) = {T : T is conforming and refined from T0},
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and T1 ≤ T2 if T2 is a refinement of T1.
We assume that each element τ ∈Mk, the marked element set in Tk, is at least divided

into two equal volume parts and Tk+1 and Tk are nested in the sense that V(Tk) ⊂ V(Tk+1).
We also assume that the class C (T0) is uniformly shape regular in the sense of [11].

4 Convergence of AEFEM

In this section, we will prove that the algorithm AEFEM will converge by showing that the
sum of the energy error and the scaled error estimator, between two consecutive adaptive
loops, is a contraction.

4.1 Orthogonality

Theorem 4.1 For T , T∗ ∈ C (T0) with T ≤ T∗, let uT ∈ V(T ) and uT∗ ∈ V(T∗) be the

discrete solutions of (1.3). Then we have

�u− uT∗�2A = �u− uT �2A − �uT∗ − uT �2A. (4.1)

Proof. The proof of this theorem is straightforward by using the definition of the energy
norm and the following Galerkin orthogonality

a(u− uT∗ ,uT∗ − uT ) = 0. (4.2)

4.2 Residual type error estimate: upper bound

Before we prove the reliability of the residual type error estimator, we introduce a Clément-
type quasi-interpolation operator [21] and the corresponding approximation error estimate.

Theorem 4.2 (Thm 1 of [22]) There exists an operator ΠS

T : H0(curl;Ω) → V1,1(T )
with the following properties: For every v ∈ H0(curl;Ω), there exist ϕ ∈ H

1
0 (Ω) and z ∈

(H1
0 (Ω))3, such that

v −ΠS

T v = ∇ϕ + z, (4.3)

The decompositon satisfies

hτ�ϕ�0,τ + �∇ϕ�0,τ � �v�0;Ω̃τ
, (4.4)

hτ�z�0,τ + �∇z�0,τ � �∇ × v�0;Ω̃τ
, (4.5)

where the constants depend only on the shape of the elements in the enlarged element patch

Ω̃τ of element τ ( more detail of the corresponding definition can be found in [22]), but does

not depend on the global shape of the domain Ω or the size of Ω̃τ .

Combining the standard tools for the residual-type a posteriori error analysis with the
Clément-type commuting quasi-interpolation in [16], it is easy to obtain the following upper
bound. More details can be found in Corollary 2 of [22].
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Lemma 4.3 (Global a posteriori upper bound) Let u ∈ H0(curl;Ω) be the solution

of (1.1), T ∈ C (T0), and uT ∈ V(T ) be the discrete solution of (1.3). Then there exists

a constant C1 > 0 depending only on c
−1
a

= max{α−1
0 ,β

−1
0 } and the shape regularity of T ,

such that

�u− uT �2A ≤ C1η
2(uT , T ). (4.6)

Proof. The coercivity of a(·, ·) and the Galerkin orthogonality imply that

�u− uT �A ≤ sup
v∈H0(curl;Ω)

a(u− uT ,v)
�v�A

(4.7)

We apply Theorem 4.2 to decompose v − ΠS

T v = ∇ϕ + z satisfying the correspond-
ing norm estimates (4.4) and (4.5), then using the Green formula, the trace inequality
h
−1
f
�φ�20,f

� h
−2
f
�φ�20,τ

+ �∇φ�20,τ
, and shape regularity of the mesh hf � hτ . Therefore,

we have

a(u− uT ,v) = a(u− uT ,v −ΠS

T v) = a(u− uT ,z +∇ϕ)
= (g,z +∇ϕ)− a(uT ,z +∇ϕ)

=
�

τ∈T

�
(g,z +∇ϕ)0,τ − (α∇× uT ,∇× z)0,τ − (βuT ,z +∇ϕ)0,τ

�

=
�

τ∈T

�
(R1(uT ),z)0,τ − (R2(uT ),ϕ)0,τ

�

+
�

f∈F(T )

�
(J1(uT ),z)0,f + (J2(uT ),ϕ)0,f

�

=
�

τ∈T

�
�R1(uT )�0,τ�z�0,τ + �R2(uT )�0,τ�ϕ�0,τ

�

+
�

f∈F(T )

�
�J1(uT )�0,f�z�0,f + �J2(uT )�0,f�ϕ�0,f

�

� η(uT , T )c−1
a
�v�A (4.8)

The desired estimate (4.6) is a direct consequence of (4.7) and (4.8).

4.3 Contraction of the error estimator

In this subsection, we shall prove the contraction of the error estimator. To this end, we
need to define the weighted maximum-norm of the coefficients α and β as follows

η
2
T (D, τ) := h

2
τ

�
�∇α�2∞;τ + h

−2
τ
�α�2∞;Ωτ

+ �∇β�2∞;τ + h
−2
τ
�β�2∞;Ωτ

�
,

where Ωτ = {τ � ∈ T , τ
� ∩ τ �= ∅}. For any subset M ⊆ T , we define

ηT (D,M) := max
τ∈M

ηT (D, τ).

When M = T , we shall simplify the notation as η(D, T ) := ηT (D, T ).
In view of the above definitions, for T ≤ T∗ and T , T∗ ∈ C (T0), the following monotonic-

ity property holds

η(D, T∗) ≤ η(D, T ) ≤ η(D, T0). (4.9)
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Let us first consider the effect of changing the finite element function used in the esti-
mator.

Lemma 4.4 For T , T∗ ∈ C (T0) with T ≤ T∗, let vT ∈ V(T ) and vT∗ ∈ V(T∗). Then for

any � > 0, there exists a constant C� > 0, such that

η
2(vT∗ , T∗) ≤ (1 + �)η2(vT , T∗) + C�η

2(D, T0)�vT∗ − vT �2curl;Ω. (4.10)

Proof. For each τ∗ ∈ T∗, we will consider the four terms in η
2
T∗(vT∗ , τ∗) one by one.

a) We first deal with the element residuals R1(vT∗) and R2(vT∗). Using the definition
of R1(vT∗), the triangle inequality and the inverse inequality, we have

hτ∗�R1(vT∗)�0;τ∗ ≤ hτ∗ (�g − LvT �0;τ∗ + �L(vT − vT∗)�0;τ∗)

≤ hτ∗

�
�R1(vT )�0;τ∗ + �∇ × (α∇× (vT − vT∗))�0;τ∗

+�β(vT − vT∗)�0;τ∗
�
, (4.11)

where LvT := ∇× (α∇× vT ) + βvT .
Making use of the following chain rule

∇× (α∇× (vT − vT∗)) = α∇× (∇× (vT − vT∗)) + (∇α)× (∇× (vT − vT∗)),

the triangle inequality, the inverse inequality, and the discrete Hölder inequality, we have

�∇ × (α∇× (vT − vT∗))�0;τ∗ + �β(vT − vT∗)�0;τ∗
≤ �α∇× (∇× (vT − vT∗))�0;τ∗ + �(∇α)× (∇× (vT − vT∗))�0;τ∗ + �β(vT − vT∗)�0;τ∗
� �α�∞,τ∗h

−1
τ∗ �∇ × (vT − vT∗)�0;τ∗ + �∇α�∞;τ∗�∇ × (vT − vT∗)�0;τ∗

+ �β�∞,τ∗�vT − vT∗�0;τ∗
� h

−1
τ∗ ηT∗(D, τ∗)�vT∗ − vT �curl;τ∗ . (4.12)

Substituting (4.12) into (4.11), we obtain

hτ∗�R1(vT∗)�0;τ∗ � hτ∗�R1(vT )�0;τ∗ + ηT∗(D, τ∗)�vT∗ − vT �curl;τ∗ . (4.13)

For R2(vT∗), using another chain rule

∇ · [β(vT − vT∗)] = β∇ · (vT − vT∗) + (∇β) · (vT − vT∗)

and a similar method for proving (4.12), we get

hτ∗�R2(vT∗)�0;τ∗ ≤ hτ∗ (�∇ · (g − βvT )�0;τ∗ + �∇ · [β(vT − vT∗)]�0;τ∗)

≤ hτ∗

�
�R2(vT )�0;τ∗

+�β∇ · (vT − vT∗)�0;τ∗ + �(∇β) · (vT − vT∗)�0;τ∗
�

� hτ∗

�
�R2(vT )�0;τ∗ + �β�∞;τ∗h

−1
τ∗ �vT − vT∗�0;τ∗

+�∇β�∞,τ∗�vT − vT∗�0;τ∗
�

≤ hτ∗�R2(vT )�0;τ∗ + ηT∗(D, τ∗)�vT∗ − vT �0;τ∗ . (4.14)
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b) Now, we consider the jump residuals J1(vT∗) and J2(vT∗) associated with interior
faces. For each f∗ ∈ F(T∗), where f∗ = τ

1
∗ ∩ τ

2
∗ with τ

1
∗ , τ

2
∗ ∈ T∗, using the definition of

J1(vT∗) and the triangle inequality, we have

h
1/2
τ∗ �J1(vT∗)�0;f∗ ≤ h

1/2
τ∗ �J1(vT )�0;f∗ + h

1/2
τ∗ � (α∇× (vT∗ − vT ))× n �0;f∗ . (4.15)

The standard scaling argument implies

h
1/2
τ∗ � (α∇× (vT∗ − vT ))× n �0;f∗
≤ h

1/2
τ∗ �(α∇× (vT∗ − vT ))|τ1

∗
�0;f∗ + h

1/2
τ∗ �(α∇× (vT∗ − vT ))|τ2

∗
�0;f∗

≤ h
1/2
τ∗ �α�∞,τ1

∗∪τ2
∗

�
�(∇× (vT∗ − vT ))|τ1

∗
�0;f∗ + �(∇× (vT∗ − vT ))|τ2

∗
�0;f∗

�

� �α�∞,τ1
∗∪τ2

∗
�∇ × (vT∗ − vT )�0;τ1

∗∪τ2
∗
. (4.16)

Substituting (4.16) into (4.15), we obtain

h
1/2
τ∗ �J1(vT∗)�0;f∗ � h

1/2
τ∗ �J1(vT )�0;f∗ + ηT∗(D, τ∗)�∇ × (vT∗ − vT )�0;τ1

∗∪τ2
∗
. (4.17)

Using the definition of J1(vT∗) and the triangle inequality, we have

h
1/2
τ∗ �J2(vT∗)�0;f∗ ≤ h

1/2
τ∗ �J2(vT )�0;f∗ + h

1/2
τ∗ � β(vT∗ − vT ) · n �0;f∗ . (4.18)

Similar to the proof of (4.16), we obtain

h
1/2
τ∗ � β(vT∗ − vT ) · n �0;f∗
≤ h

1/2
τ∗

�
�(β(vT∗ − vT ))|τ1

∗
�0;f∗ + �(β(vT∗ − vT ))|τ2

∗
�0;f∗

�

≤ h
1/2
τ∗ �β�∞,τ1

∗∪τ2
∗

�
�(vT∗ − vT )|τ1

∗
�0;f∗ + �(vT∗ − vT )|τ2

∗
�0;f∗

�

� �β�∞,τ1
∗∪τ2

∗
�vT∗ − vT �0;τ1

∗∪τ2
∗
. (4.19)

Substituting (4.19) into (4.18) implies

h
1/2
τ∗ �J2(vT∗)�0;f∗ � h

1/2
τ∗ �J2(vT )�0;f∗ + ηT∗(D, τ∗)�vT∗ − vT �0;τ1

∗∪τ2
∗
. (4.20)

Squaring both sides of (4.13), (4.14), (4.17) and (4.20), applying Young’s inequality 2ab ≤
�a

2 + �
−1

b
2, summing all elements τ∗ and interior faces f∗ and observing the monotonicity

of local mesh sizes and the shape regularity of the mesh T and (4.9), we get the desired
inequality (4.10).

We then prove the contraction of the error estimator if the solution does not change.

Lemma 4.5 Given a θ ∈ (0, 1), let T∗ be a conforming and shape regular triangulation

which is refined from a conforming and shape regular triangulation T using the Dörfler

marking strategy (3.7). Let uT ∈ V(T ) be the discrete solution of (1.3). Then there exists

a constant γ ∈ (0, 1), such tat

η
2(uT , T∗) ≤ γη

2(uT , T ). (4.21)

Proof. We shall divide the proof into two steps. In the first step, we prove the element-wise
contraction if one element is divided into at least two parts, and in the second step, we shall
use the Dörfler marking to prove the global version.
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Step 1. Suppose τ ∈ T is bisected into τ
1
∗ ∈ T∗ and τ

2
∗ ∈ T∗. We shall prove that there

exists a number γ̄ ∈ (0, 1), such that

η
2
T∗(uT , τ

1
∗ ) + η

2
T∗(uT , τ

2
∗ ) ≤ γ̄η

2
T (uT , τ). (4.22)

In fact, by the definition of the mesh size h
3
τ1
∗

= |τ1
∗ | = |τ2

∗ | = h
3
τ2
∗

= 1
2h

3
τ
, the element

wise residual is reduced:

h
2
τ1
∗
�Rj(uT )�20,τ1

∗
+ h

2
τ2
∗
�Rj(uT )�20,τ2

∗
= 2−2/3

h
2
τ
�Rj(uT )�20,τ

, j = 1, 2. (4.23)

On the jump residual associated with faces, we note that after τ is bisected, in τ
1
∗ and

τ
2
∗ , there are three types of faces.

1. For the new face created by the bisection, which is inside the element τ , the function
uT is a polynomial and coefficients are continuous. Therefore (α∇ × uT ) × n and
(g − βuT ) · n are zero.

2. For the faces divided from τ , the jump values are invariant. But the mesh size is
decreased by 2−1/3 as in the case of element-wise residual.

3. For the faces unchanged or inherited from τ , also the jump values are invariant but
the mesh size is decreased by 2−1/3. The crucial observation is that we use the mesh
size hτ in the jump residual.

Step 2. Let M ⊂ T be the marked set by using the marking strategy (3.7). We may need to
refine more elements in order to recover the conformity of the triangulation and thus denote
the set of refined elements as RT→T∗ . Since M ⊆ RT→T∗ , we have η

2(uT ,RT→T∗) ≥
θη

2(uT , T ). We use RT→T∗ ⊂ T∗ to denote the set of new elements refined from RT→T∗ .
Obviously, T \RT→T∗ = T∗\RT→T∗ are unchanged elements.

Using (4.22) and the marking strategy (3.7), we have

η
2(uT , T∗) = η

2(uT , T∗\RT→T∗) + η
2(uT ,RT→T∗)

≤ η
2(uT , T \RT→T∗) + γ̄η

2(uT ,RT→T∗)
= η

2(uT , T ) + (γ̄ − 1)η2(uT ,RT→T∗)
≤ η

2(uT , T ) + θ(γ̄ − 1)η2(uT , T )
= γη

2(uT , T ),

with γ = 1 + θ(γ̄ − 1) ∈ (0, 1), this completes the proof of (4.21).

In the end of this subsection, we will prove the contraction of error estimator using
Lemmas 4.4 and 4.5.

Lemma 4.6 There exists ξ ∈ (0, 1) depending only on the shape regularity of Tk and the

parameter θ used in the marking strategy, such that

η
2(uk+1, Tk+1) ≤ ξη

2(uk, Tk) + Cξη
2(D, T0)�uk+1 − uk�2A, (4.24)

where the constant Cξ depends only on ξ, c
−1
a

and the shape regularity of T0.

Proof. Let T = Tk and T∗ = Tk+1 in Lemma 4.4 and Lemma 4.5, then the desired result
(4.24) follows by choosing � small enough such that ξ = (1 + �)γ < 1.
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4.4 Convergence result

Now we are in position to present and prove the contraction of the summation of the energy
error and the scaled error estimate. Similar to the elliptic equations cases, each term of the
summation may not strictly decay. The corresponding discussion for elliptic equations can
be found in [18].

Theorem 4.7 For a given θ ∈ (0, 1), let {Tk, V(Tk),uk, η(uk, Tk)}k≥0 be the sequence of

meshes, finite element spaces, discrete solutions and error estimates produced by the AE-

FEM. Then there exist constants ρ > 0, and δ ∈ (0, 1), depending only on θ, the shape

regularity of T0, the coefficients α and β, such that

�u− uk+1�2A + ρ η
2(uk+1, Tk+1) ≤ δ

�
�u− uk�2A + ρ η

2(uk, Tk)
�
.

Proof. We fix a ξ ∈ (0, 1) in Lemma 4.6 and let ρ = (Cξη
2(D, T0))−1. Suppose δ ∈ (0, 1)

which will be determined later. By adding ρ η
2(uk+1, Tk+1) to both sides of (4.1), then

splitting δ�u− uk�2A and applying Lemma 4.6 to cancel �uk+1 − uk�2A, we obtain

�u− uk+1�2A + ρ η
2(uk+1, Tk+1)

= �u− uk�2A − �uk+1 − uk�2A + ρ η
2(uk+1, Tk+1)

≤ δ�u− uk�2A + (1− δ)�u− uk�2A + ρξη
2(uk, Tk)

≤ δ

�
�u− uk�2A +

(1− δ)C1 + ρξ

δ
η
2(uk, Tk)

�
, (4.25)

In the last step, we apply Lemma 4.3 to �u− uk�2A.
This leads us to choose δ, such that

ρ =
(1− δ)C1 + ρξ

δ
. (4.26)

Namely

δ =
C1 + ρξ

C1 + ρ
< 1, (4.27)

which completes the proof.

By recursion, we get the decay of the error and the estimator.

Corollary 4.8 Under the hypotheses of Theorem 4.7, we have

�u− uk�2A + ρ η
2(uk, Tk) ≤ Ĉ0δ

k
,

where the constants ρ and δ are given in Theorem 4.7, and Ĉ0 := �u−u0�2A + ρ η
2(u0, T0).

Thus the algorithm AEFEM will terminate in finite steps.

5 Numerical Experiments

In this section, we present some numerical examples to show the efficiency and robustness
of AEFEM.
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In example 1, we choose an “L-shaped” domain Ω = (−1, 1)3/([0, 1) × [0, 1) × (−1, 1))
and get an initial mesh T0 by partitioning the x−, y− and z−axes into equally distributed 4
subintervals, and then dividing one cube into six tetrahedron; see the left of Figure 1. The
Dirichlet boundary condition and the source g are chosen such that the exact solution is
u = grad(r 2

3 sin( 2
3θ)) (in cylindrical coordinates) and the coefficients α = β = 1. The finite

element space V (Th) = V
1,1(Th). The three-dimensional local refinement is adapted from

iFEM [9].

Figure 1: The initial mesh T0 (left). An adaptively refined mesh after 17 adaptive iterations
with marking parameter θ = 0.5 (right).

The right of Figure 1 shows an adaptively refined mesh with marking parameter θ =
0.5 after k = 17 iteration steps. The mesh is locally refined in a small vicinity of the
edge singularity. Figure 2 shows the curves of ln#Tk − ln �u− uk�A for different marking
parameters θ, where #Tk is the number of elements and uk is the corresponding finite
element solution associated to the mesh Tk. These curves indicate the convergence and the
quasi-optimality of adaptive mesh refinements of the energy error �u− uk�A, i.e.

�u− uk�A ≤ C(#Tk)−1/3
.

In example 2, we consider the adaptive refinement process in the case of discontinuous
coefficients. We choose the cube Ω = (−1, 1)3 as the computational domain, and set the
homogeneous Dirichlet boundary condition n∂Ω × u = 0 on ∂Ω, the source g = 1, and the
coefficients α and β �

α = 1.0, β = 1.0 on Ω1,

α = 1.0, β = 100 on Ω \ Ω1,

where Ω1 = (−0.5, 0.5)3. The jump of the coefficient β is on the boundary of the floating
subdomains Ω1, which was reported to be problematic for geometric multigrid in [14].

We test the performance of AEFEM for different finite element spaces. Figure 3 shows
the curves of ln #Tk − ln �u− uk�A for different types Nédélec linear element spaces using
the same marking parameters θ = 0.5, respectively. Here, we use �u17−uk�A (0 ≤ k ≤ 13)
and �u16 − uk�A (0 ≤ k ≤ 12) to approxiamte �u − uk�A, since the exact solution u is
unknown. Since the finest mesh is small enough, this choice is reasonable. Figure 3 also
indicates the convergence and quasi-optimality of AEFEM.

12



5 6 7 8 9 10 11 12
−3.5

−3

−2.5

−2

−1.5

−1

−0.5

0

0.5

Number of edges

||u
−u

h|| A,
Ω

 

 
adaptive refiniment(θ=0.1)
adaptive refiniment(θ=0.3)
adaptive refiniment(θ=0.5)
uniform refiniment
a line with slope −1/3

Figure 2: Quasi optimality of the adaptive mesh refinements of the error �u− uk�A with
different marking parameters θ and V (Th) = V

1,1(Th)..
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Figure 3: V (Th) = V
1,1(Th) (left). V (Th) = V

1,2(Th) (right).

Figures 4 and 5 show the (x; y)-cross sections at the different values of z of the adaptively
refined grid after 12 refinement steps for θ = 0.5. The meshes are locally refined in the region
of singularity, which is symmetric with respect to the origin, but the region of polluted
elements for first type Nédélec linear element spaces is larger than that for second type
Nédélec linear element spaces.

We then test the performance of AEFEM for first type Nédélec quadratic element spaces
with different marking parameters θ. The left Figure 6 shows the convergence of the error
in the energy norm and its quasi-optimality �u − uk�A ≤ C(#Tk)−2/3 after several steps.
From these curves, it seems that the convergence and the convergent rate is robust for θ

changing from 0.1 to 0.5. The inflection point of curves could depend on the regularity of
the real solution. We plot several (x; y)-cross sections at the different values of z of the
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Figure 4: Cross section ((x; y)-plane) at the different values of z of the adaptively refined
grid for V (Th) = V

1,1(Th).

adaptively refined grid after 11 refinement steps for θ = 0.5 in Figure 7. It shows that the
region of polluted elements for this case is smaller than that for linear element spaces.

To show the effect from the discontinuity of the coefficients, we present the error curves
for smooth coefficients α = β = 1 and θ = 0.5 in the right of Figure 6 using the same
quadratic edge element space V

2,1(Th). In this case, since the coefficients and the source
are smooth and the domain is convex, the full regularity result holds. Therefore the error
decay in an optimal rate from the every beginning.

For any θ ∈ (0, 1), the algorithm AEFEM will converge from our theoretical results. But
according to the theoretical results of optimal rate of convergence [8, 24], to achieve optimal
convergence, the marking parameter θ should be less than θ

∗, a value depending on the
quality of the a posteriori error estimator and the degree of polynomials. In our numerical
experiments, we restrict theta to be less than or equal to 0.5. The theoretical investigation
of the optimality of AEFEM will be reported in a future work.
Acknowledgments. The authors would like to thank Chunmei Liu from Xiangtan Uni-
versity, for her help with the numerical experiments. The authors are also grateful to the
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Figure 5: Cross section ((x; y)-plane) at the different values of z of the adaptively refined
grid for V (Th) = V

1,2(Th).
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Figure 6: Numerical simulation using V (Th) = V
2,1(Th). Quasi optimality of the adaptive

mesh refinements with discontinuous coefficients and different marking parameters θ(left).
Quasi optimality of the adaptive mesh refinements with with continuous coefficients and
θ = 0.5(right).
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Figure 7: Cross section ((x; y)-plane) at the different values of z of the adaptively refined
grid after 15 refinement steps for θ = 0.5 and V (Th) = V

2,1(Th).
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