BÄCKLUND TRANSFORMATIONS, WARD SOLITONS, AND UNITONS
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Abstract. The Ward equation, also called the modified 2 + 1 chiral model, is obtained by a dimension reduction and a gauge fixing from the self-dual Yang-Mills field equation on \( \mathbb{R}^2 \). It has a Lax pair and is an integrable system. Ward constructed solitons whose extended solutions have distinct simple poles. He also used a limiting method to construct 2-solitons whose extended solutions have a double pole. Ioannidou and Zakrzewski, and Anand constructed more soliton solutions whose extended solutions have a double or triple pole. Some of the main results of this paper are: (i) We construct algebraic Bäcklund transformations (BTs) that generate new solutions of the Ward equation from a given one by an algebraic method. (ii) We use an order \( k \) limiting method and algebraic BTs to construct explicit Ward solitons, whose extended solutions have arbitrary poles and multiplicities. (iii) We prove that our construction gives all solitons of the Ward equation explicitly and the entries of Ward solitons must be rational functions in \( x, y \) and \( t \). (iv) Since stationary Ward solitons are unitons, our method also gives an explicit construction of all \( k \)-unitons from finitely many rational maps from \( \mathbb{C} \) to \( \mathbb{C}^n \).
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1. Introduction

The 2 + 1 chiral model is the Euler-Lagrange equation of the functional
\[ \mathcal{E}(J) = \int_{\mathbb{R}^3} ||J^{-1} J_x||^2 + ||J^{-1} J_y||^2 - ||J^{-1} J_t||^2 \, dx \, dy \, dt, \]
where \( ||\xi||^2 = -\text{tr}(\xi^2) \), \( x, y, t \) are the standard space-time variables, and \( J \) is a map from the Lorentz space \( \mathbb{R}^{2,1} \) to the Lie group \( SU(n) \). In other words, \( J \) is a solution of
\[ (J^{-1} J_t)_t - (J^{-1} J_x)_x - (J^{-1} J_y)_y = 0. \] (1.1)

The Ward equation (or the modified 2 + 1 chiral model) is the following equation for \( J : \mathbb{R}^{2,1} \to SU(n) \):
\[ (J^{-1} J_t)_t - (J^{-1} J_x)_x - (J^{-1} J_y)_y - [J^{-1} J_t, J^{-1} J_y] = 0. \] (1.2)
This equation is obtained from a dimension reduction and a gauge fixing of the self-dual Yang-Mills equation on \( \mathbb{R}^{2,2} \) (cf. [12]). We call a solution of the Ward equation a Ward map.

A Ward map that is independent of \( t \) is a harmonic map from \( \mathbb{R}^2 \) to \( SU(n) \). If the harmonic map has finite energy, then it extends to a harmonic map from \( S^2 \) to \( SU(n) \). Such harmonic maps were called unitons, and were studied by Uhlenbeck in [10], Wood in [15], Burstall-Guest in [4] and others.

The Ward equation has a Lax pair, i.e., it can be written as the compatibility condition for a system of linear equations involving a spectral parameter \( \lambda \in \mathbb{C} \). We explain this next. Let
\[ u = \frac{1}{2}(t + y), \quad v = \frac{1}{2}(t - y). \] (1.3)

Given smooth maps \( A, B : \mathbb{R}^{2,1} \to su(n) \), consider the following linear system for \( \psi : \mathbb{R}^{2,1} \times \mathbb{C} \to GL(n, \mathbb{C}) \):
\[ \left\{ \begin{array}{l}
(\lambda \partial_x - \partial_u)\psi = A\psi, \\
(\lambda \partial_v - \partial_x)\psi = B\psi.
\end{array} \right. \] (1.4)
System (1.4) is overdetermined. Its compatibility condition is
\[ [\lambda \partial_x - \partial_u - A, \lambda \partial_v - \partial_x - B] = 0. \]
Equate the coefficient of \( \lambda^j \) in the above equation to get
\[ \left\{ \begin{array}{l}
B_x = A_v, \\
A_x - B_u - [A, B] = 0.
\end{array} \right. \] (1.5)
Suppose \( \psi : \mathbb{R}^{2,1} \times \Omega \to GL(n, \mathbb{C}) \) is a smooth solution of (1.4) and satisfies the \( U(n) \)-reality condition in \( \lambda \):
\[ \psi(x, u, v, \lambda)^*\psi(x, u, v, \lambda) = I, \] (1.6)
(i.e., \( \psi^* = \overline{\psi^T} \)), where \( \Omega \) is an open subset of 0 in \( \mathbb{C} \). Let
\[ J(x, u, v) = \psi(x, u, v, 0)^{-1}. \]
Then
\[ A = J^{-1}J_u, \quad B = J^{-1}J_x. \]
Thus the compatibility condition (1.5) implies that
\[ \partial_v(J^{-1}J_u) = \partial_x(J^{-1}J_x). \quad (1.7) \]
Change back to the standard variables \((x, y, t)\) to see that \( J \) is a solution to the Ward equation.

A solution \( \psi \) to the linear system (1.4) that satisfies the \( U(n) \)-reality condition is called an extended solution of the Ward equation or extended Ward map, and \( J = \psi(\cdots, 0)^{-1} \) is the corresponding Ward map. The reality condition for \( \psi \) implies that \( J \) is unitary. In other words, if we find a \( \psi(x, y, t, \lambda) \) so that \( \psi \) satisfies the \( U(n) \)-reality condition and \( (\lambda \psi_x - \psi_u)^{-1} \) and \( (\lambda \psi_y - \psi_x)^{-1} \) are independent of \( \lambda \), then \( J(x, y, t) = \psi(x, y, t, 0)^{-1} \) is a Ward map.

The Ward equation has an infinite number of conservation laws [7]. In particular, the energy functional
\[
E(J) = \frac{1}{2} \int\int_{\{t=\text{const}\}} \|J^{-1}J_t\|^2 + \|J^{-1}J_x\|^2 + \|J^{-1}J_y\|^2 \, dxdy,
\]
is a conserved quantity. To ensure finite energy, Ward imposed the following boundary condition
\[
J = J_0 + J_1(\theta)r^{-1} + O(r^{-2}) \quad \text{as } r \to \infty, \quad (1.8)
\]
where \( x + iy = re^{i\theta}, \ J_0 \) is a constant matrix, and \( J_1 \) is independent of \( t \).

A Ward map \( J \) is called a Ward soliton if \( J \)

1. has finite energy on \( \mathbb{R}^2 \), or equivalently satisfies the boundary condition (1.8),
2. has an extended solution \( \psi \) such that \( \psi(x, y, t, \lambda) \) is rational in \( \lambda \) and
   \[
   \lim_{|\lambda| \to \infty} \psi(x, y, t, \lambda) = I
   \]
   for all \((x, y, t)\).

If \( \psi \) is an extended solution of the Ward equation with poles at \( \lambda = z_1, \ldots, z_r \) of multiplicities \( n_1, \ldots, n_r \) respectively, then \((z_1, \ldots, z_r, n_1, \ldots, n_r)\) is called the pole data of \( \psi \) and \( \sum_{j=1}^r n_j \) is called the degree of \( \psi \). A Ward soliton \( J \) is called a \( k \)-soliton if \( k \) is the minimum of
\[
\{ \text{deg}(\psi) \mid \psi \text{ is an extended solution of } J \}.
\]

Let \( z \in \mathbb{C} \setminus \mathbb{R} \), \( \pi \) a Hermitian projection of \( \mathbb{C}^n \), and
\[
g_{z,\pi}(\lambda) = \pi + \frac{\lambda - \bar{z}}{\lambda - z} \pi^\perp = \pi + \frac{z - \bar{z}}{\lambda - z} \pi^\perp.
\]
A direct computation shows that \( g_{z,\pi} \) satisfies the \( U(n) \)-reality condition (1.6). Such \( g_{z,\pi} \) is called a simple element.

Let \( z \in \mathbb{C} \setminus \mathbb{R} \) be a fixed constant, \( \mathcal{M}^0_{n \times k} \) the space of rank \( k \) complex \( n \times k \) matrices, and \( V = (v_{ij}) : \mathbb{C} \to \mathcal{M}^0_{n \times k} \) a meromorphic map. Let \( \pi \)
denote the map from $\mathbb{R}^{2,1}$ to the space of rank $k$ Hermitian projections of $\mathbb{C}^n$ such that $\text{Im}(\pi(x, y, t))$ is the complex linear subspace of $\mathbb{C}^n$ spanned by columns of 

$$V(x + zu + z^{-1}v),$$

and $\pi^\perp = I - \pi$. Ward (cf. [12]) noted that

$$g_{z, \pi}(x, y, t) = I + \frac{\bar{z} - z}{\lambda - z}\pi^\perp(x, y, t),$$

(1.9) is an extended solution, i.e., a solution of (1.4) with

$$A = (\bar{z} - z)\pi_x, \quad B = (\bar{z} - z)\pi_v.$$

The associated Ward map is

$$J_{z, V}(x, y, t) = g_{z, V}(x, y, t, 0)^{-1} = \pi(x, y, t) + \frac{z}{\bar{z}}\pi^\perp(x, y, t).$$

Ward proved that $J_{z, V}$ satisfies the boundary condition (1.8) if and only if each $v_{ij}$ is a rational function (cf. [12]). Hence $J_{z, V}$ is a Ward 1-soliton if each entry of $V$ is a rational function. Note $J_{i, V}$ is a stationary Ward map, i.e., a harmonic map from $\mathbb{C}$ to $U(n)$.

There are several methods for constructing exact Ward multi-solitons: Ward used the method of Riemann-Hilbert problem with zeros in [12] to construct $k$-soliton solutions whose extended solutions have $k$ simple poles. Such solutions have trivial scattering in the sense that the $k$ one-solitons preserve their travelling directions and shapes after the interaction. Taking the limit of an extended 2-soliton with poles at $i + \epsilon$ and $i - \epsilon$ as $\epsilon \to 0$, Ward and Ioannidou found extended 2-solitons with a double pole at $\lambda = i$ (cf. [14, 6, 8]). Ioannidou also constructed some extended 3-solitons with a triple pole at $\lambda = 1$. These limiting solutions have non-trivial scattering, i.e., the travelling directions of interacting localized lumps change after the interaction. For example, Ioannidou give examples of extended 2-solitons with a double pole at $\lambda = i$ and with scattering angle $\pi/k$. Anand constructed more solitons with non-trivial scattering in [1, 2]. Ioannidou and Zakrzewski generalized Uhlenbeck’s method of adding unitons for harmonic map equation to Ward equation in [8] by writing down an analytic Bäcklund transformation. Vilarroel, Fokas and Ioannidou studied the inverse scattering of the Ward equation in [11, 5]. Zhou gave Darboux transformations in [16].

The standard analytic Bäcklund transformations (BT) goes as follows: Given an extended solution $\psi$ of (1.4), if we want to find a projection map $\tilde{\pi}$ so that $\psi_1 = g_{z, \tilde{\pi}}\psi$ is again an extended solution, then the condition that $\psi_1$ satisfies (1.4) for some $\tilde{A}(x, y, t)$ and $\tilde{B}(x, y, t)$ is equivalent to the condition that $\tilde{\pi}$ is a solution of the following system of first order partial differential equations:

$$\begin{cases}
\tilde{\pi}^\perp(z\tilde{\pi}_x - \tilde{\pi}_u - A\tilde{\pi}) = 0, \\
\tilde{\pi}^\perp(z\tilde{\pi}_v - \tilde{\pi}_x - B\tilde{\pi}) = 0.
\end{cases}$$

(BT$_{z, \psi}$)
where $A = (\lambda \psi_x - \psi_y)\psi^{-1}$ and $B = (\lambda \psi_y - \psi_x)\psi^{-1}$. A solution of $\text{BT}_{z,\psi}$ gives rise to an explicit extended Ward map with one extra pole at $\lambda = z$. Although this first order PDE is solvable, general solutions have not been fully understood. One result of this paper is an explicit construction of all solutions of $\text{BT}_{z,\psi}$ when $\psi$ is an extended Ward soliton.

Another result of this paper is to construct an algebraic BT for the Ward equation. This is a transformation that generates a new extended solution $\psi_1$ by an algebraic formula in terms of a given extended solution $\psi$ and an extended 1-soliton $g_{z,\pi}$. In fact, if $\psi$ is holomorphic and non-degenerate at $\lambda = z$, then

$$
\psi_1(x, y, t, \lambda) = g_{z,\tilde{\pi}(x,y,t)} \psi(x, y, t, \lambda) = \left( I + \frac{z - \bar{z}}{\lambda - z} \tilde{\pi}^\perp(x, y, t) \right) \psi(x, y, t, \lambda)
$$

is also an extended solution of the Ward equation, where $\tilde{\pi}(x, y, t)$ is the Hermitian projection onto $\psi(x, y, t, z) \Im(\pi(x, y, t))$. In other words, $\tilde{\pi}$ is a solution of $\text{BT}_{z,\psi}$. Note that the algebraic BT only works if the given extended solution $\psi$ is holomorphic and non-degenerate at $\lambda = z$. In this case, the new extended solution $\psi_1$ has one more pole at $\lambda = z$ than $\psi$. We apply algebraic BTs repeatedly to an extended 1-soliton to get Ward’s multi-solitons, whose extended solutions have distinct poles. We use algebraic BTs $k$ times and a delicate limiting method to construct multi-solitons, whose extended solutions have general pole data $(z_1, \ldots, z_r, n_1, \ldots, n_r)$.

There are also analytic and algebraic BTs for harmonic maps from $\mathbb{R}^2$ to $U(n)$ ([10, 3]). But the algebraic BT of a finite energy harmonic map has infinite energy. Hence we cannot produce new harmonic maps on $S^2$ using algebraic BTs. Although Uhlenbeck’s adding uniton method can be viewed as the limiting case of algebraic BTs as the pole goes to $i$, the limit of these BTs of a harmonic map $s$ gives the same $s$ (for more detail, cf. [10, 3]). However, if we apply algebraic BTs of the Ward equation with pole at $i + \epsilon$ to a 1-uniton and choose the projection $\pi_\epsilon$ of the Ward 1-soliton $g_{i,\epsilon,\pi_\epsilon}$ carefully, then as $\epsilon \to 0$ the limiting solution can be a 2-uniton. We show in this paper that this limiting method for the Ward equation can produce all unitons into $U(n)$. In fact, we give an explicit construction of $k$-unitons from $k$ rational maps from $\mathbb{C}$ to $\mathbb{C}^n$. Our construction of unitons is different from the ones given by Wood in [15] and by Burstall-Guest in [4].

This paper is organized as follows: We give a quick review of unitons and Ward 1-solitons in section 2, give algebraic Bäcklund transformations for the Ward equation in section 3. Uhlenbeck proved that a rational map $f : S^2 \to GL(n, \mathbb{C})$ satisfying the $U(n)$-reality condition (1.6) and $f(\infty) = I$ can be factored as a product of simple elements. But such factorization in general is not unique. We give a refinement of this factorization so that it is unique in section 4. We apply Bäcklund transformations and a careful limiting method to construct Ward solitons that satisfy the boundary condition (1.8) and their extended solutions have pole data $(z, k)$ in section 5. We construct multi-solitons whose extended solutions have pole
data \((z_1, \ldots, z_r, n_1, \ldots, n_r)\) in section 6. We show in section 7 that the first equation of \(BT_{z,\psi}\) defines a natural complex structure on the trivial bundle \(S^2 \times \mathbb{C}^n\) over \(S^2\), and a solution of \(BT_{z,\psi}\) corresponds to a holomorphic subbundle of the trivial bundle that satisfies certain first order PDE constraint. In section 8, we use the holomorphic vector bundle formulation of section 7 to prove that algebraic BTs and the limiting method of section 5 produce all solutions of \(BT_{z,\psi}\) for any extended Ward-soliton \(\psi\), hence we can construct all Ward solitons explicitly. In section 9, we give an explicit construction of all unitons using the limiting method of section 5. Finally in section 10, we graphically give the wave profiles of some Ward \(k\)-solitons by showing the graph of their energy density \(E(x, y, t_i)\) for a sequence of increasing \(t_i\). Results in section 6 tell us that a soliton with general pole data \((z_1, \ldots, z_r, n_1, \ldots, n_r)\) can be constructed by simple algebraic methods from the \(n_i\)-solitons with pole data \((z_i, n_i)\). The graphics in the last section indicate that a Ward soliton with pole data \((z_1, \ldots, z_k, n_1, \ldots, n_k)\) is the interaction of \(k\) Ward solitons with pole data \((z_1, n_1), \ldots, (z_k, n_k)\) respectively and these \(k\) solitons keep their shapes after interaction. But the dynamics of solitons with pole data \((z, k)\) are intriguing, quite complicated, and deserve further investigation.

The reader can play the Quick Time movies for the Figures given in the last section by going to
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2. 1-unitons and 1-soliton Ward maps

A stationary solution of the Ward equation is a harmonic map from \(\mathbb{R}^2\) to \(U(n)\). If in addition it has finite energy then it is a harmonic map from \(S^2\). All such harmonic maps are called unitons, which are studied by Uhlenbeck [10], Wood [15], Burstall-Guest [4] and others.

The harmonic map equation is integrable in the sense that there is an associated linear system with a complex parameter \(\xi \in \mathbb{C} \setminus \{0\}\). Namely, if \(s\) is a harmonic map from \(\mathbb{C}\) to \(U(n)\), then the following linear system is compatible:

\[
\begin{align}
E_Z &= (1 - \xi^{-1})EP, \\
E_{\bar{Z}} &= -(1 - \xi)EP^*,
\end{align}
\]
where $P = \frac{1}{2} s^{-1} s_z$. Note that the compatibility condition of system (2.1) is the harmonic map equation,

$$P_z = -[P, P^*].$$

Conversely, if $E(x, y, \xi)$ is a solution of (2.1) and satisfies the $U(n)$-reality condition (1.6), then $s(x, y) = E(x, y, -1)$ is a harmonic map. Such $E$ is called an extended solution of the harmonic map equation. A direct computation implies that if $E(x, y, \xi)$ is an extended solution of the harmonic map equation, then

$$\psi(x, y, t, \lambda) = E \left( x, y, \frac{\lambda - i}{\lambda + i} \right)^{-1}$$

is an extended solution of the Ward equation, i.e., $\psi$ is a solution of (1.4) and $\psi(x, y, t, 0)^{-1} = s(x, y)$ is a stationary Ward map.

Let $V = (v_{ij}) : \mathbb{C} \to \mathcal{M}_n^{0k}(\mathbb{C})$ be a rational map, $\pi$ the projection of $\mathbb{C}^n$ onto the subspace spanned by the $k$ columns of $V$, and $\pi^\perp = I - \pi$. Then $s = \pi - \pi^\perp$ is a 1-uniton. Moreover, all 1-unitons are of this form. The 1-uniton $\pi - \pi^\perp$ has an extended solution:

$$E(x, y, \xi) = \pi(x, y) + \xi \pi(x, y)^\perp. \quad (2.2)$$

Uhlenbeck proved in [10] that given a harmonic map $s : S^2 \to U(n)$, there exists an extended solution $E(x, y, \xi)$ of the form

$$E(x, y, \xi) = (\pi_1 + \xi \pi_1^\perp) \cdots (\pi_k + \xi \pi_k^\perp), \quad (2.3)$$

where each $\pi_i(x, y)$ is a projection onto some $k_i$-dimensional linear subspace $V_i(x, y)$ of $\mathbb{C}^n$ and $k \leq (n - 1)$. Such solutions are called $k$-unitons.

Substitute $\xi = \frac{\lambda + i}{\lambda - i}$ into (2.3) to get an extended Ward $k$-soliton with pole data $(i, k)$. In particular,

$$\psi(x, y, t, \lambda) = E(x, y, \frac{\lambda + i}{\lambda - i}) = \pi(x, y) + \frac{\lambda + i}{\lambda - i} \pi^\perp(x, y) = g_i, \pi(x, y)(\lambda), \quad (2.4)$$

is an extended Ward 1-soliton with a simple pole at $\lambda = i$.

A general extended Ward 1-soliton (1.9) is obtained by replacing $i$ by a non-real complex constant $z$ and $x + iy$ by $w = x + zu + z^{-1}v$. The associated Ward map is

$$\hat{J}_{z,V}(x, y, t) = \psi(x, y, t, 0)^{-1} = \pi + \frac{z}{\pi} \pi^\perp. \quad$$

Note that $\hat{J}_{z,V}$ has constant determinant $(z/\bar{z})^{n-k}$. So we can normalize it to get a Ward map into $SU(n)$:

$$J_{z,V}(x, y, t) = \left( \frac{z}{\bar{z}} \right)^{\frac{n-k}{n}} \left( \pi + \frac{z}{\bar{z}} \pi^\perp \right) = \left( \frac{z}{\bar{z}} \right)^{\frac{k}{n}} \left( \frac{\pi}{\bar{z}} \pi + \pi^\perp \right).$$

The 1-soliton $J_{z,V}$ is a travelling wave. To see this, write $z = re^{i\theta}$ and compute directly to get

$$w = x + zu + z^{-1}v = (x - v_1 t) + k_1(y - v_2 t) + ik_2(y - v_2 t),$$
where \( v_1 = -\frac{2r \cos \theta}{1+r^2} \), \( v_2 = \frac{1-r^2}{1+r^2} \), and \( k_1 + ik_2 = (z - z^{-1})/2 \). Thus \( J_{z,V} \) is a travelling wave with constant velocity
\[
\vec{v} = \left( -\frac{2r \cos \theta}{1+r^2}, \frac{1-r^2}{1+r^2} \right)
\] on the \( xy \)-plane.

**Example 2.1. Ward 1-solitons**

Let \( z \in \mathbb{C} \setminus \mathbb{R} \), \( f : \mathbb{C} \to \mathbb{C} \) a rational function, \( w = x + zu + z^{-1}v \), \( V(w) = \left( \frac{1}{f(w)} \right) \), and \( \pi(x,y,t) \) the projection onto \( CV(w) \). A direct computation gives
\[
J_{z,V} = \frac{1}{|z| (1 + |f(w)|^2)} \left( \bar{z} + z |f(w)|^2 (\bar{z} - z f(w)) \frac{\bar{z} |f(w)|^2 + z}{(\bar{z} - z f(w))} \right).
\]

3. **Algebraic Bäcklund transformations (BT)**

In this section, we give an algebraic BT to construct a family of explicit solutions from a given extended solution \( \psi(\lambda)(x,y,t) = \psi(x,y,t,\lambda) \) of the Ward equation.

**Theorem 3.1** (Algebraic Bäcklund transformation). Let \( \psi(x,y,t,\lambda) \) be an extended solution of the Ward equation, and \( J = \psi(\cdots,0)^{-1} \) the associated Ward map. Choose \( z \in \mathbb{C} \setminus \mathbb{R} \) such that \( \psi \) is holomorphic and non-degenerate at \( \lambda = z \). Let \( g_{z,\pi}(x,y,t)(\lambda) \) be an extended 1-soliton, and \( \tilde{\pi}(x,y,t) \) the Hermitian projection of \( \mathbb{C}^n \) onto \( \psi(x,y,t,z) (\text{Im}(\pi(x,y,t))) \).

Then

(1) \( \tilde{\psi}(x,y,t,\lambda) = g_{z,\tilde{\pi}(x,y,t)}(\lambda) \psi(x,y,t,\lambda) g_{z,\pi}(x,y,t)(\lambda)^{-1} \) is holomorphic and non-degenerate at \( \lambda = z, \bar{z} \).

(2) \( \psi_1 = g_{z,\tilde{\pi}} \psi = \tilde{\psi} g_{z,\pi} \) is a new extended solution to the linear system
\[
(A, B) \to (A + (\bar{z} - z) \tilde{\pi}_x, B + (\bar{z} - z) \tilde{\pi}_y),
\]
and the new Ward map is
\[
J_1(x,y,t) = \left( \frac{z}{\bar{z}} \right)^{k/n} J(x,y,t) \left( \frac{\bar{z}}{z} \tilde{\pi}(x,y,t) + \tilde{\pi}^\perp(x,y,t) \right).
\]

**Proof.** (1) Let \( \tilde{\psi}(\lambda) = g_{z,\tilde{\pi}}(\lambda) \psi(\lambda) g_{z,\pi}(\lambda)^{-1} \). Then residue calculus implies that \( \tilde{\psi}(\lambda) \) is holomorphic at \( \lambda = z, \bar{z} \). Thus we have two factorizations of \( \psi_1 = g_{z,\tilde{\pi}} \psi = \tilde{\psi} g_{z,\pi} \).

(2) It suffices to show that
\[
A_1 := (\lambda \partial_x \psi_1 - \partial_y \psi_1) \psi_1^{-1}
\]
The new extended solution of the Ward equation is independent of $\lambda$. Using $\psi_1 = g_{z,\bar{z}}\psi$, we have

$$ A_1 = (\lambda \partial_x g_{z,\bar{z}} - \partial_u g_{z,\bar{z}}) g_{z,\bar{z}}^{-1} + g_{z,\bar{z}}(\lambda \partial_x \psi - \partial_u \psi) \psi^{-1} g_{z,\bar{z}}^{-1}. \quad (3.2) $$

Since $(\lambda \partial_x \psi - \partial_u \psi) \psi^{-1}$ is constant in $\lambda$ by assumption, $(3.2)$ is holomorphic at $\lambda \in \mathbb{C} \setminus \{z, \bar{z}\}$, and has at most a simple pole at $\lambda = \infty$. But

$$ \text{Res}_{\lambda=\infty} A_1 = (\lambda \partial_x g_{z,\bar{z}}) g_{z,\bar{z}}^{-1} \bigg|_{\lambda=\infty} = 0 $$

as $g_{z,\bar{z}}(\infty) \equiv 1$. So $A_1$ is holomorphic at $\lambda \in \mathbb{C} \cup \{\infty\} \setminus \{z, \bar{z}\}$. On the other hand, using $\psi_1 = \tilde{\psi}g_{z,\bar{z}}$,

$$ A_1 = (\lambda \partial_x \tilde{\psi} - \partial_u \tilde{\psi}) \tilde{\psi}^{-1} + \tilde{\psi}(\lambda \partial_x g_{z,\bar{z}} - \partial_u g_{z,\bar{z}}) g_{z,\bar{z}}^{-1} \tilde{\psi}^{-1}. \quad (3.3) $$

Since $(\lambda \partial_x g_{z,\bar{z}} - \partial_u g_{z,\bar{z}}) g_{z,\bar{z}}^{-1}$ is independent of $\lambda$, $A_1$ is holomorphic at $\lambda = z, \bar{z}$. Thus we see that $A_1$ is holomorphic on $\mathbb{C} \cup \{\infty\}$, hence independent of $\lambda$ by Liouville’s Theorem. Likewise $(\lambda \partial_u \psi_1 - \partial_x \psi_1) \psi_1^{-1}$ is also independent of $\lambda$. The remaining computation is straightforward. \hfill \Box

Let

$$ \psi_1 = g_{z,\bar{z}} * \psi, \quad J_1 = g_{z,\bar{z}} * J $$
denote the algebraic Bäcklund transformation generated by $g_{z,\bar{z}}$. If we apply BTs repeatedly (with distinct poles) to an extended 1-soliton solution, then we obtain Ward multi-solitons, whose extended solutions have only simple poles. Such solutions coincide with the ones obtained by Ward [12] using solutions of the Riemann-Hilbert problem.

**Example 3.2.** Ward 2-solitons with trivial scattering

Let $z_1, z_2$ be two distinct complex numbers and $z_1 \neq \bar{z}_2, f_1, f_2 : \mathbb{C} \to \mathbb{C}$ rational functions, and $\pi_i(x, y, t)$ the projection onto $\mathbb{C}\left(\frac{1}{f_i(w_i)}\right)$, where

$$ w_i = x + z_iu + z_i^{-1}v, \quad i = 1, 2. $$

Then $g_{z_1,\pi_1}$ and $g_{z_2,\pi_2}$ are extended 1-soliton solutions of the Ward equation. Apply Bäcklund transformation (Theorem 3.1) with $\psi = g_{z_1,\pi_1}$ and $g_{z,\pi} = g_{z_2,\pi_2}$. Compute directly to see that $\psi(z_2)\left(\left(\frac{1}{f_2(w_2)}\right)\right)$ is parallel to

$$ \tilde{v}_2 = A \left(\frac{1}{f_1(w_1)}\right) + B \left(\frac{f_1(w_1)}{-1}\right), \quad (3.4) $$

where

$$ A = 1 + \frac{f_1(w_1)}{f_2(w_2)}, \quad B = \frac{z_2 - \bar{z}_1}{z_2 - z_1} (f_1(w_1) - f_2(w_2)). $$

The new extended solution of the Ward equation is

$$ \tilde{\psi} = g_{z_2,\bar{\pi}_2}g_{z_1,\pi_1}, $$

where $\bar{\pi}_2$ is the projection onto $\mathbb{C}\tilde{v}_2$. The associated Ward map is

$$ J = c(\pi_1 + \frac{z_1}{\bar{z}_1}(\bar{\pi}_2) + \frac{z_2}{\bar{z}_2}(\bar{\pi}_2)). $$
where $c^2 = \frac{\bar{z}_1 z_2}{z_1 z_2}$ is a normalizing constant to make $\det(J) = 1$.

**Remark.** If $J$ is a Ward map into $SU(n)$, then the Ward map associated to $\psi_1$ in Theorem 3.1 is

$$\tilde{J}_1 = J(\bar{\pi} + \frac{z}{\bar{z}} \pi^\perp),$$

which is a Ward map into $U(n)$. But $\det(\tilde{J}_1) = (z/\bar{z})^{n-k}$ is constant. So $\tilde{J}_1 = (\bar{z}/z)^{\frac{n-k}{2}} \tilde{J}_1$ is a Ward map into $SU(n)$. This means that BTs are defined for both the $SU(n)$ and the $U(n)$ case.

4. Minimal factorization

Let $\mathcal{S}_r(S^2, GL(n))$ denote the group of rational maps $f : S^2 \to GL(n, \mathbb{C})$ that satisfies the reality condition $f(\bar{\lambda})^* f(\lambda) = I$ and $f(\infty) = I$. First we recall the factorization theorem of Uhlenbeck [10]

**Theorem 4.1.** [10] The group $\mathcal{S}_r(S^2, GL(n))$ is generated by the set of all simple elements, i.e., every $f \in \mathcal{S}_r(S^2, GL(n))$ can be factored as a product of simple elements,

$$f = g_{z_1, \pi_1} \cdots g_{z_k, \pi_k},$$

for some $z_1, \ldots, z_k$ and Hermitian projections $\pi_1, \ldots, \pi_k$.

However, the above factorization is not unique. For example, if $\text{Im} \pi_1$ is orthogonal to $\text{Im} \pi_2$ then $g_{z, \pi_1} \pi_1 g_{z, \pi_2}^\perp = g_{z, \pi_1}$, where $\pi$ is the projection onto $\text{Im} \pi_1 \oplus \text{Im} \pi_2$. Moreover, if $z_1 \neq z_2, z_2$, then $g_{z_1, \pi_1} g_{z_2, \pi_2}$ can be written as $g_{z_2, \pi_2} g_{z_1, \pi_1}$ for some projections $\tau_1, \tau_2$. This is the permutability formula for simple elements given in Theorem 6.2 of [9], which can be reformulated as follows:

**Theorem 4.2.** [9] Suppose $z_1 \neq z_2, z_2$, and $\pi_1, \pi_2$ are Hermitian projections of $\mathbb{C}^n$. Let $\tilde{\pi}_1$ be the projection onto $g_{z_2, \pi_2}(z_1)(\text{Im} \pi_1)$, and $\tilde{\pi}_2$ the projection onto $g_{z_1, \pi_1}(z_2)(\text{Im} \pi_2)$. Then

$$g_{z_1, \pi_1} g_{z_2, \pi_2} = g_{z_2, \pi_2} g_{z_1, \pi_1}.$$  

Conversely, if $\tau_i$ are projections so that $g_{z_1, \tau_1} g_{z_2, \pi_2} = g_{z_2, \tau_2} g_{z_1, \pi_1}$, then $\tau_i = \tilde{\pi}_i$ for $i = 1, 2$.

Recall that $g_{z, \pi} \ast \psi$ is the algebraic BT of $\psi$ generated by the 1-soliton $g_{z, \pi}$. As a consequence of Theorem 4.2 we have

**Corollary 4.3.** If $g_{z_i, \pi_i}$ are extended Ward 1-solitons, then $g_{z_2, \pi_2} \ast g_{z_1, \pi_1} = g_{z_1, \pi_1} \ast g_{z_2, \pi_2}$.

Note that the proof of Theorem 3.1 (1) gives a more general permutability formula:

**Proposition 4.4.** Suppose $f \in \mathcal{S}_r(S^2, GL(n))$ is holomorphic and non-degenerate at $\lambda = z$ and $g_{z, \pi}$ is a simple element. Let $\tilde{\pi}$ be the projection onto $f(z)(\text{Im} \pi)$. Then
Corollary 4.5. Let $f \in S_r(S^2, GL(n))$, and $C(f)$ the set of poles of $f$. Suppose $C(f) \subset \mathbb{C}_+ = \{ r + is \mid s > 0 \}$, $C_1, C_2$ are proper disjoint subsets of $C(f)$, and $C(f) = C_1 \cup C_2$. Then there exist unique $f_1, f_2 \in S_r(S^2, GL(n))$ so that $\psi = f_1 f_2$ and $C(f_i) = C_i$ for $i = 1, 2$.

Corollary 4.6. Let $f \in S_r(S^2, GL(n))$ with pole data $(z_1, \ldots, z_k, n_1, \ldots, n_k)$ and $z_i \in \mathbb{C}_+$ for $1 \leq i \leq k$. Then:

1. There exist unique $f_i \in S_r(S^2, GL(n))$ with pole data $(z_i, n_i)$ and $F_i \in S_r(S^2, GL(n))$ that is holomorphic and non-degenerate at $z_i, \bar{z}_i$ such that $f = F_i f_i$ for each $i$.
2. There exist $g_j \in S_r(S^2, GL(n))$ with pole data $(z_j, n_j)$ for $1 \leq j \leq k$ so that $f = g_1 \cdots g_k$.

Next we give a refinement of the factorization for elements in $S_r(S^2, GL(n))$ whose pole data is $(z, k)$. First we need a Lemma.

Lemma 4.7. Let $\pi_1$ and $\pi_2$ be two Hermitian projections of $\mathbb{C}^n$ onto $V_1, V_2$ respectively.

1. If $V_1 \perp V_2$, then
   \[ g_{z, \pi_2} g_{z, \pi_1} = \frac{\lambda - \bar{z}}{\lambda - z} g_{z, \tau}, \tag{4.1} \]
   where $\tau = \pi_2 + \pi_1$ is the projection onto $V_2 \oplus V_1$.

2. Suppose $V_2^1 := V_2 \cap V_1^\perp \neq 0$. Let $\tau_2$ and $\tau_1$ be the projections onto $V_2 \cap (V_1^\perp)^\perp$ and $V_1 \oplus V_2^1$ respectively. Then $\text{Im} \tau_2 \cap \text{Im} \tau_1^1 = 0$ and
   \[ g_{z, \pi_2} g_{z, \pi_1} = g_{z, \tau_2} g_{z, \tau_1}, \tag{4.2} \]
   Proof. A direct computation gives (4.1) and (4.2). Compute directly to see
   \[ (\text{Im} \tau_2) \cap (\text{Im} \tau_1^1) = (V_2 \cap (V_1^\perp)^\perp) \cap (V_1 \oplus V_2^1)^\perp = 0. \]

Proposition 4.8. Suppose $\pi_1, \ldots, \pi_k$ are Hermitian projections of $\mathbb{C}^n$ and $\text{Im} \pi_j \cap \text{Im} \pi_{j-1}^1 = 0$ for all $2 \leq j \leq k$. Let $n_j = \text{the rank of } \pi_j$. Then

1. $n_1 \geq n_2 \geq \cdots \geq n_k$,
2. $\text{Ker}(\pi_k^1 \cdots \pi_1^1) = \text{Im} \pi_1$,
3. $\dim(\text{Im}(\pi_k^1 \cdots \pi_1^1)) = n - n_1$.

Proof. Denote $V_j = \text{Im} \pi_j$, $1 \leq j \leq k$. The kernel of $\pi_j^1 : V_{j-1}^1 \to V_j^1$ is $V_j \cap V_{j-1}^1 = 0$. So $\pi_j^1$ is injective on $V_j^1$. \qed
Definition 4.9. Suppose $\phi \in S_r(S^2, GL(n))$ has pole data $(z, k)$. A factorization of $\phi$ is called minimal if

$$\phi = \left(\frac{\lambda - \bar{z}}{\lambda - z}\right)^{k-l} g_{z, \pi_l} \cdots g_{z, \pi_1}$$

with $\pi_j \neq 0, I,$ and $\text{Im} \pi_j \cap \text{Im} \pi_{j-1}^\perp = 0$ for $j = 2, \ldots l$.

Theorem 4.10. If $\phi \in S_r(S^2, GL(n))$ has pole data $(z, k)$, then $\phi$ has a unique minimal factorization.

Proof. By Uhlenbeck’s factorization Theorem 4.1, we can factor

$$\phi_k = g_{z, \pi_k} \cdots g_{z, \pi_1}.$$ 

We first prove the existence of minimal factorization by induction on $k$. For $k = 1, 2$, the Theorem is true. Suppose the Theorem is true for $k - 1$. Induction hypothesis implies that

$$g_{z, \pi_{k-1}} \cdots g_{z, \pi_1} = \left(\frac{\lambda - \bar{z}}{\lambda - z}\right)^m g_{z, \tau_{k-1-m}} \cdots g_{z, \tau_1}$$

so that the right hand side is a minimal factorization. If $m \geq 1$, then by induction hypothesis $g_{z, \pi_k} g_{z, \tau_{k-1-m}} \cdots g_{z, \tau_1}$ has a minimal factorization. So $\phi_k$.

If $m = 0$, then there are two cases:

1. If $\text{Im} \pi_k \cap \text{Im} \tau_{k-1}^\perp = 0$, then $g_{z, \pi_k} g_{z, \tau_{k-1}} \cdots g_{z, \tau_1}$ is a minimal factorization for $\phi_k$.

2. If $V := \text{Im} \pi_k \cap \text{Im} \tau_{k-1}^\perp \neq 0$, then by Lemma 4.7 (2) we can write

$$g_{z, \pi_k} g_{z, \tau_{k-1}} \cdots g_{z, \tau_1} = g_{z, \tilde{\pi}_k} g_{z, \tilde{\tau}_{k-1}}$$

such that $\text{Im} \tilde{\pi}_k \cap \text{Im} \tilde{\tau}_{k-1}^\perp = 0$, where $\text{Im} \tilde{\pi}_k = \text{Im} \pi_k \cap V^\perp$, and $\text{Im} \tilde{\tau}_{k-1} = \text{Im} \tau_{k-1} \cap V$. Since $V \neq 0$, $\text{rk}(\pi_k) < \text{rk}(\pi_k)$. By induction hypothesis, $g_{z, \tilde{\pi}_{k-1}} g_{z, \tilde{\tau}_{k-2}} \cdots g_{z, \tau_1}$ has a minimal factorization

$$g_{z, \tilde{\pi}_{k-1}} \cdots g_{z, \tilde{\tau}_1}.$$ 

If $\text{Im} \tilde{\pi}_k \cap \text{Im} \tilde{\tau}_{k-1}^\perp \neq 0$, then we use Lemma 4.7 again to reduce the rank of $\tilde{\pi}_k$. So after finitely many times, we can obtain a minimal factorization of $\phi_k$.

Next we use induction on $k$ to prove the uniqueness of minimal factorization. The case $k = 1$ is obvious. Suppose all $\phi$ with pole data $(z, k)$ and $k < K$ have unique minimal factorizations. Consider two minimal factorizations

$$\left(\frac{\lambda - \bar{z}}{\lambda - z}\right)^{K-l} g_{z, \pi_l} \cdots g_{z, \pi_1} = \left(\frac{\lambda - \bar{z}}{\lambda - z}\right)^{K-m} g_{z, \tau_m} \cdots g_{z, \tau_1}.$$ 

Compare the coefficients of $\frac{1}{(\lambda - z)^K}$ to get

$$(z - \bar{z})^{K-l} \pi_l^\perp \cdots \pi_1^\perp = (z - \bar{z})^{K-m} \tau_m^\perp \cdots \tau_1^\perp.$$
By Proposition 4.8 (2), the kernel of the left hand side and the right hand side operators are \( \text{Im} \pi_1 \) and \( \text{Im} \tau_1 \) respectively. Hence \( \pi_1 = \tau_1 \). Then induction hypothesis gives the uniqueness. \( \square \)

5. Ward solitons with pole data \((z, k)\)

Ward noted that the limit of extended 2-soliton solutions with poles at \( i + \epsilon \) and \( i - \epsilon \) as \( \epsilon \to 0 \) gives time dependent Ward maps, and are 2-solitons with non-trivial scattering (cf. [14, 6, 8]). In this section, we use a systematic limiting method and algebraic BTs to construct extended Ward \( k \)-solitons with pole data \((z, k)\).

First we give the Example of Ward:

**Example 5.1.** Ward 2-solitons with non-trivial scattering.

Let \( \alpha \in \mathbb{C} \setminus \mathbb{R} \), and \( f, g \) two rational functions on \( \mathbb{C} \). Choose \( z_1 = \alpha + \epsilon \), \( z_2 = \alpha - \epsilon \), \( f_1 = f + \epsilon g \), and \( f_2 = f - \epsilon g \) in Example 3.2. Expand the formula for \( \tilde{v}_2 \) given by (3.4) in \( \epsilon \) to see

\[
\tilde{v}_2 = C_1 \left( \frac{1}{f(w)} \right) + C_2 \left( \frac{f(w)}{-1} \right) + O(\epsilon),
\]

where \( w = x + \alpha u + \alpha^{-1} v \), and

\[
C_1 = (1 + |f(w)|^2), \quad C_2 = (\overline{\alpha} - \alpha)((u - \alpha^{-2} v)f'(w) + g(w)).
\]

Let \( \hat{\pi}_2 \) denote the projection onto the complex line spanned by

\[
\hat{v}_2 = C_1 \left( \frac{1}{f(w)} \right) + C_2 \left( \frac{f(w)}{-1} \right),
\]

Then as \( \epsilon \to 0 \), \( \overline{\pi}_2 \) tends to \( \hat{\pi}_2 \), the extended solution \( \tilde{\psi} \) tends to

\[
\hat{\psi} = g_{\alpha, \hat{\pi}_2} g_{\alpha, \pi_1},
\]

and the Ward 2-soliton tends to

\[
\hat{J} = b(\pi_1 + b \pi_1^\perp)(\hat{\pi}_2 + b \hat{\pi}_2^\perp),
\]

where \( b = \alpha/\bar{\alpha} \). In particular, if \( \alpha = i \), then we get an extended solution

\[
\hat{\psi}_2 = g_{i, \hat{\pi}_2} g_{i, \pi_1}, \quad (5.1)
\]

where \( \pi_1(x, y, t) \) is the projection onto \( \mathbb{C} \left( \frac{1}{f(w)} \right) \) and \( \hat{\pi}_2 \) the projection onto the complex line spanned by

\[
\hat{v}_2 = (1 + |f(w)|^2) \left( \frac{1}{f(w)} \right) + 2i(tf'(w) + g(w)) \left( \frac{f(w)}{-1} \right),
\]

and \( w = x + iy \). The limiting Ward map \( \hat{J} = -(\pi_1 - \pi_1^\perp)(\hat{\pi}_2 - \hat{\pi}_2^\perp) \) is a 2-soliton with non-trivial scattering, and the extended solution \( \hat{\psi} \) has a double pole at \( \lambda = i \).
Using similar limiting method, Ioannidou constructed extended Ward 3-solitons with a triple pole at \( \lambda = i \) (see [6]).

Below we apply algebraic BTs and an order \( k \) limiting method to construct \( k \)-solitons, whose extended solutions have pole data \((z, k)\) for any \( z \in \mathbb{C} \setminus \mathbb{R} \) and \( k \geq 2 \). To present this method more clearly, we work on the \( SU(2) \) case first. At the end of this section, we will briefly explain how to generalize this method to the \( SU(n) \) case.

Let \( z \in \mathbb{C} \setminus \mathbb{R} \) be a constant, and \( \{a_j(\omega)\}_{j=0}^{\infty} \) a sequence of rational functions in one complex variable. Assume that \( a_0(\omega) \) is not a constant function. Let \( a_j^{(i)}(w) \) denote the \( i \)-th derivative of \( a_j \) with respect to \( w \). For any \( \epsilon \in \mathbb{C} \) with \( |\epsilon| \) small, let

\[
\begin{align*}
    w &= x + zu + z^{-1}v, \quad (5.2) \\
    w_\epsilon &= x + (z + \epsilon)u + (z + \epsilon)^{-1}v,
\end{align*}
\]

and

\[
    f_{k,\epsilon} = \sum_{j=0}^{k} a_j(w_\epsilon)\epsilon^j.
\]

A direct computation gives the following Taylor expansions in \( \epsilon \):

1. \[
    w_\epsilon - w = \epsilon u + ((z + \epsilon)^{-1} - z^{-1})v
    = (u - z^{-2}v)\epsilon + \sum_{l=2}^{\infty} z^{-l-1}v(-\epsilon)^l.
\]

2. \[
    a_j(w_\epsilon) = \sum_{l=0}^{\infty} \frac{a_j^{(l)}(w)}{l!} (w_\epsilon - w)^l := \sum_{l=0}^{\infty} b_{j,l}\epsilon^l,
\]

where \( b_{j,l} = b_{j,l}(x, u, v) \) can be computed directly:

\[
\begin{align*}
    b_{j,0} &= a_j(w), \\
    b_{j,1} &= (u - z^{-2}v)a_j'(w), \\
    b_{j,2} &= \left(\frac{(u - z^{-2}v)^2}{2}\right)a_j''(w) + (z^{-3}v)a_j'(w), \\
    b_{j,3} &= \left(\frac{(u - z^{-2}v)^3}{3!}\right)a_j'''(w) + (u - z^{-2}v)(z^{-3}v)a_j''(w) - (z^{-4}v)a_j'(w), \\
    b_{j,4} &= \left(\frac{(u - z^{-2}v)^4}{4!}\right)a_j^{(4)}(w) + \frac{a_j'''(w)}{2} - (u - z^{-2}v)^2(z^{-3}v) \\
    &\quad + \frac{a_j''(w)}{2}(z^{-6}v^2 - 2(u - z^{-2}v)(z^{-4}v)) + (z^{-5}v)a_j'(w), \\
    \cdots
\end{align*}
\]
\[ f_{k,\epsilon} = \sum_{j=0}^{k} a_j(w)\epsilon^j = \sum_{j=0}^{k} \sum_{l=0}^{\infty} b_{j,l} \epsilon^{j+l} \]
\[ := c_0 + c_1 \epsilon + \cdots + c_k \epsilon^k + O(\epsilon^{k+1}), \]
where \( c_l = c_l(x, u, v) = \sum_{j=0}^l b_{j,l-j} \) are given below:

\[
\begin{align*}
    c_0 &= a_0(w), \\
    c_1 &= (u - z^{-2}v)a'_0(w) + a_1(w), \\
    c_2 &= (u - z^{-2}v)^2a''_0(w) + (z^{-3}v)a'_{0}(w) + (u - z^{-2}v)a'_1(w) + a_2(w), \\
    c_3 &= (u - z^{-2}v)^3a'''_0(w) + (u - z^{-2}v)(z^{-3}v)a''_{0}(w) - (z^{-4}v)a'_0(w) \\
        &\quad+ \frac{(u - z^{-2}v)^2}{2}a''_1(w) + (z^{-3}v)a'_1(w) + (u - z^{-2}v)a'_2(w) + a_3(w), \\
    c_4 &= (u - z^{-2}v)^4a''_1(w) + \frac{a_0''(w)}{2}(u - z^{-2}v)^2(z^{-3}v) \\
        &\quad+ \frac{(u - z^{-2}v)^3}{2}a''_2(w) + (z^{-3}v)a'_2(w) + (u - z^{-2}v)a'_3(w) + a_4(w), \\
        &\quad\ldots
\end{align*}
\]  

(3)

From the above computation, we see that \( c_j \)'s are rational functions in \( x, u, v \), hence are rational in \( x, y \) and \( t \). Singularities of \( c_j \) consist of finitely many straight lines in \( \mathbb{R}^{2,1} \) given by \( w = x + zu + z^{-1}v = p_1, p_2, \ldots \), where \( p_1, p_2, \ldots \) are the poles of the rational functions \( a_0, \cdots, a_j \).

For \( k \geq 1 \), let

\[ v_{k,\epsilon} = \begin{pmatrix} 1 \\ f_{k-1,\epsilon} \end{pmatrix}, \]

\( \pi_{k,\epsilon} \) the Hermitian projection of \( \mathbb{C}^2 \) onto \( \mathbb{C}v_{k,\epsilon} \). Define \( \psi_{k,\epsilon} \) and \( \hat{\psi}_k \) by induction as follows:

\[ \psi_{1,\epsilon} = g_{z+\epsilon, \pi_{1,\epsilon}}, \quad \text{and} \quad \hat{\psi}_1 = \lim_{\epsilon \to 0} \psi_{1,\epsilon}, \]

\[ \psi_{k,\epsilon} = g_{z+\epsilon, \pi_{k,\epsilon}} * \hat{\psi}_{k-1}, \quad \text{and} \quad \hat{\psi}_k = \lim_{\epsilon \to 0} \psi_{k,\epsilon}. \]

Let

\[ \tilde{\psi}_{k,\epsilon} = \hat{\psi}_{k-1}(z + \epsilon)(v_{k,\epsilon}), \]

By Theorem 3.1,

\[ \psi_{k,\epsilon} = g_{z+\epsilon, \pi_{k,\epsilon}} \tilde{\psi}_{k-1}, \]

where \( \pi_{k,\epsilon} \) is the projection onto \( \mathbb{C}v_{k,\epsilon} \).

**Theorem 5.2.** Let \( a_0, a_1, \ldots \) be a sequence of rational functions from \( \mathbb{C} \) to \( \mathbb{C} \), and let \( v_{k,\epsilon}, \pi_{k,\epsilon}, \psi_{k,\epsilon}, \hat{\psi}_k \) and \( \tilde{\psi}_{k,\epsilon} \) be defined as above. Then we have
(1) \( \hat{v}_{k,\epsilon} = \hat{v}_k + \epsilon y_{k,1} + \epsilon^2 y_{k,2} + \cdots \), where
\[
\hat{v}_k = \left( \frac{1}{c_0} \right) + \sum_{j=1}^{k-1} (z - \bar{z})^j P_{k-1,j} \left( \frac{0}{c_j} \right),
\]
\[
P_{l,j} = \sum_{l \geq i_1 > \cdots > i_j \geq 1} \hat{\pi}_{i_1}^\perp \cdots \hat{\pi}_{i_j}^\perp.
\]
Moreover, all entries of \( \hat{v}_k \) are rational functions in \( x, y \) and \( t \).

(2) \( \hat{\psi}_k = g_{z,\hat{\pi}_k} \cdots g_{z,\hat{\pi}_1} \) is a minimal factorization and is an extended Ward map with only a pole at \( \lambda = z \) of multiplicity \( k \), where \( \hat{\pi}_k \) is the Hermitian projection of \( \mathbb{C}^2 \) onto \( \mathbb{C}\hat{\psi}_k \). Moreover, \( \hat{\pi}_k \) is smooth, and for each fixed \( t \), \( \lim_{|x| + |y| \to \infty} \hat{\pi}_k(x, y, t) \) exists.

(3) The Ward map associated to \( \hat{\psi}_k \),
\[
J_k = \frac{1}{|z|^k} (\bar{z}\hat{\pi}_1 + z\hat{\pi}_1^\perp)(\bar{z}\hat{\pi}_2 + z\hat{\pi}_2^\perp) \cdots (\bar{z}\hat{\pi}_k + z\hat{\pi}_k^\perp),
\]
is smooth and satisfies the boundary condition (1.8), and all entries of \( J_k \) are rational functions in \( x, y \) and \( t \).

**Proof.** We prove the Theorem by induction on \( k \). For \( k = 1 \), Theorem is clearly true. Suppose the Theorem is true for \( k \). We will prove that (1)–(3) hold for \( k + 1 \).

(1) By Theorem 3.1 and induction hypothesis, we have
\[
\hat{v}_{k+1,\epsilon} = \hat{\psi}_k(z + \epsilon) \nu_{k+1,\epsilon}
= (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_k^\perp) \hat{\psi}_{k-1}(z + \epsilon) \left( \frac{1}{f_{k,\epsilon}} \right)
= (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_k^\perp) \hat{\psi}_{k-1}(z + \epsilon) \left( \frac{1}{f_{k-1,\epsilon}} + \frac{1}{a_k(w) \epsilon^k} \right)
= (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_k^\perp) \left( \hat{\psi}_{k-1}(z + \epsilon) \left( \frac{1}{f_{k-1,\epsilon}} + \hat{\psi}_{k-1}(z + \epsilon) \left( \frac{1}{a_k(w) \epsilon^k} \right) \right) \right)
= (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_k^\perp) \left( \hat{v}_k + \epsilon y_{k,1} + \epsilon(z - \bar{z})^{k-1} P_{k-1,k-1} \left( \frac{0}{a_k(w)} \right) + O(\epsilon^2) \right)
= \hat{v}_k + (z - \bar{z}) \hat{\pi}_k^\perp \left( y_{k,1} + (z - \bar{z})^{k-1} P_{k-1,k-1} \left( \frac{0}{a_k(w)} \right) \right) + O(\epsilon).
\]
In the last step we have used \( \hat{v}_k \in \text{Im} \hat{\pi}_k \). Therefore all terms of negative powers of \( \epsilon \) vanish in the Laurent series expansion of \( \hat{v}_{k+1,\epsilon} \) in \( \epsilon \).

The Laurent series expansion of \( \hat{\psi}_k(z + \epsilon) \) in \( \epsilon \) is
\[
\hat{\psi}_k(z + \epsilon) = (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_k^\perp) \cdots (I + \frac{z - \bar{z}}{\epsilon} \hat{\pi}_1^\perp)
= I + \frac{z - \bar{z}}{\epsilon} P_{k,1} + \cdots + \frac{(z - \bar{z})^k}{\epsilon^k} P_{k,k}.
\]
Substituting (5.5) to \( \tilde{v}_{k+1,\epsilon} \) and using the fact that the Laurent series expansion of \( \tilde{v}_{k+1,\epsilon} \) has no \( \epsilon^{-j} \) terms with \( j > 0 \), we have

\[
\tilde{v}_{k+1,\epsilon} = \hat{\psi}_k(z + \epsilon)v_{k+1,\epsilon} = \hat{\psi}_k(z + \epsilon) \left( \begin{array}{c} 1 \\ f_{k,\epsilon} \end{array} \right) = \hat{\psi}_k(z + \epsilon) \left( \begin{array}{c} 1 \\ c_0 \end{array} \right) + \epsilon \left( \begin{array}{c} 0 \\ c_1 \end{array} \right) + \cdots + \epsilon^k \left( \begin{array}{c} 0 \\ c_k \end{array} \right) + O(\epsilon^{k+1})
\]

\[
= \left( \begin{array}{c} 1 \\ c_0 \end{array} \right) + (z - \bar{z})P_{k,1} \left( \begin{array}{c} 0 \\ c_1 \end{array} \right) + \cdots + (z - \bar{z})^k P_{k,k} \left( \begin{array}{c} 0 \\ c_k \end{array} \right) + O(\epsilon).
\]

Therefore we obtain

\[
\hat{v}_{k+1} = \left( \begin{array}{c} 1 \\ c_0 \end{array} \right) + \sum_{j=1}^{k} (z - \bar{z})^j P_{k,j} \left( \begin{array}{c} 0 \\ c_j \end{array} \right), \tag{5.6}
\]

By induction hypothesis, \( \hat{\pi}_1, \cdots, \hat{\pi}_k \) are smooth, and all of their entries are rational in \( x, y \) and \( t \). Thus \( P_{k,1}, \cdots, P_{k,k} \) have the same analytic properties as \( \pi_j \)'s. Together with the analytic properties of \( c_j \)'s, we see that all entries of \( \hat{v}_{k+1} \) are rational in \( x, y \) and \( t \).

(2) By (1), we have

\[
\lim_{\epsilon \to 0} \bar{\pi}_{k+1,\epsilon} = \bar{\pi}_{k+1},
\]

where \( \bar{\pi}_{k+1} \) is the projection onto \( \mathbb{C}^k \). Since all entries of \( \hat{v}_{k+1} \) are rational in \( x, y \) and \( t \), \( \bar{\pi}_{k+1} \) is smooth and for each fixed \( t \), \( \lim_{(x,y)\to \infty} \bar{\pi}_{k+1}(x, y, t) \) exists.

Next we claim that \( \hat{\psi}_{k+1} \) is an extended Ward map with a pole at \( \lambda = z \) of multiplicity \( k + 1 \). To see this, first note that

\[
\hat{\psi}_{k+1} = \lim_{\epsilon \to 0} g_{z+\epsilon, \pi_{k+1,\epsilon}} \cdot \hat{\psi}_k = \lim_{\epsilon \to 0} g_{z+\epsilon, \bar{\pi}_{k+1,\epsilon}} \hat{\psi}_k
\]

\[
= g_z \hat{\pi}_{k+1} g_z \hat{\pi}_k \cdots g_z \hat{\pi}_1 = (I + z - \bar{z} \hat{\pi}_{k+1}) \cdots (I + z - \bar{z} \hat{\pi}_1)
\]

\[
= I + \sum_{j=1}^{k+1} \frac{(z - \bar{z})^j}{(\lambda - z)^j} P_{k+1,j}.
\]

By Theorem 3.1, \( g_{z+\epsilon, \pi_{k+1,\epsilon}} \cdot \hat{\psi}_k \) is an extended Ward map for small \( |\epsilon| \) > 0. By continuity, so is \( \hat{\psi}_{k+1} \). The coefficient of \( (\lambda - z)^{-k-1} \) of \( \hat{\psi}_{k+1} \) is \( (z - \bar{z})^{k+1} P_{k+1,k+1} \). To show that \( \hat{\psi}_{k+1} \) has a pole at \( \lambda = z \) of multiplicity \( k + 1 \), it suffices to show that \( P_{k+1,k+1} = \hat{\pi}_{k+1}^\perp \hat{\pi}_k^\perp \cdots \hat{\pi}_1^\perp \neq 0 \). For this purpose, we write

\[
P_{k,j} = P_{k-1,j} + \hat{\pi}_k^\perp P_{k-1,j-1}. \tag{5.7}
\]
So (5.6) for \(k + 1\) can be written as
\[
\hat{v}_{k+1} = \left(\begin{array}{c} 1 \\ c_0 \end{array}\right) + \sum_{j=1}^{k-1} (z - \bar{z})^j P_{k-1,j} \left(\begin{array}{c} 0 \\ c_j \end{array}\right) + \hat{\pi}_k \sum_{j=0}^{k-1} (z - \bar{z})^{j+1} P_{k-1,j} \left(\begin{array}{c} 0 \\ c_{j+1} \end{array}\right)
\]
(5.8)
\[
= \hat{v}_k + (z - \bar{z}) \hat{\pi}_k \sum_{j=0}^{k-1} (z - \bar{z})^j P_{k-1,j} \left(\begin{array}{c} 0 \\ c_{j+1} \end{array}\right).
\]
(5.9)

By the induction hypothesis, \(\hat{\psi}_k = g_z, \hat{\pi}_k \cdots g_z, \hat{\pi}_1\) is a minimal factorization. So (\(\Im \pi_{j+1}\)) \(\cap (\Im \pi_j^\perp) = 0\) for \(1 \leq j \leq k - 1\). By induction hypothesis \(\hat{v}_k \neq 0\). Formula (5.9) implies that \(\Im \hat{\pi}_{k+1} \cap \Im \hat{\pi}_k^\perp = 0\). Hence \(\hat{w}_{k+1}\) is a minimal factorization. By Proposition 4.8, \(\hat{\pi}_k^\perp \hat{\pi}_{k+1} \hat{\pi}_k \cdots \hat{\pi}_1^\perp \neq 0\). Thus (2) holds for \(k + 1\).

(3) The expression for \(J_{k+1} = \hat{w}_{k+1}(0)^{-1}\) is straightforward. Since all \(\pi_j\)'s are smooth, and for each fixed \(t\), \(\lim_{|x| + |y| \to \infty} \pi_j(x, y, t)\) exist, \(J_{k+1}\) is also smooth and satisfies the boundary condition (1.8). The entries of \(J_{k+1}\) are rational in \(x, y\) and \(t\) because all \(\pi_j\)'s have this property.

We give some explicit formulas for \(\hat{v}_k\) with \(k\) small:

(1) \(\hat{v}_1 = \left(\begin{array}{c} 1 \\ c_0 \end{array}\right)\).

(2) \(\hat{v}_2 = \hat{v}_1 + (z - \bar{z}) \hat{\pi}_1 \left(\begin{array}{c} 0 \\ c_1 \end{array}\right)\). The corresponding Ward map coincides with the one in Example 5.1 if \(z = \alpha\) and \((a_0, a_1) = (f, g)\).

(3) \(\hat{v}_3 = \hat{v}_2 + (z - \bar{z}) \hat{\pi}_2 \left(\begin{array}{c} 0 \\ c_1 \end{array}\right) + (z - \bar{z}) \hat{\pi}_1 \left(\begin{array}{c} 0 \\ c_2 \end{array}\right)\).

(4) \(\hat{v}_4 - \hat{v}_3\)
\[
= (z - \bar{z}) \hat{\pi}_3 \left(\begin{array}{c} 0 \\ c_1 \end{array}\right) + (z - \bar{z})(\hat{\pi}_2^\perp + \hat{\pi}_1^\perp) \left(\begin{array}{c} 0 \\ c_2 \end{array}\right) + (z - \bar{z})^2 \hat{\pi}_2^\perp \hat{\pi}_1^\perp \left(\begin{array}{c} 0 \\ c_3 \end{array}\right)\).
\]

We briefly explain how to construct Ward solitons with pole data \((z, k)\) for the \(SU(n)\) case next. Choose a sequence of rational maps \(a_j : \mathbb{C} \to \mathbb{C}^n\), \(j = 0, 1, 2, \cdots\). Let \(\pi_{j, \epsilon}\) be the Hermitian projection of \(\mathbb{C}^n\) onto \(\mathbb{C}\sum_{l=0}^{j-1} a_l(w_\epsilon)^l\), \(w_\epsilon = x + (z + \epsilon)n + (z + \epsilon)^{-1}v\), for \(1 \leq j \leq k\). Then the same computation and proof as in the \(SU(2)\) case imply that \(\hat{\psi}_k = g_z, \hat{\pi}_k, g_z, \hat{\pi}_{k-1} \cdots g_z, \hat{\pi}_1\) is a minimal factorization and is an extended Ward map with pole data \((z, k)\).

Note that all \(\hat{\pi}_j\)'s are of rank one in the above construction. But the same limiting method also produces extended Ward solitons of the form
\[
g_z, \pi_k \cdots g_z, \pi_1
\]
with \(\text{rk}(\pi_1) \geq \cdots \geq \text{rk}(\pi_k)\). To see this, let \(n - 1 \geq n_1 \geq \cdots \geq n_k \geq 1\) be integers, and \(a_{i_1}, \ldots, a_{i_m} \mathbb{C}^n\)-valued rational maps on \(\mathbb{C}\) for \(1 \leq i \leq k\).
Suppose  
\[ a_{11} \land \cdots \land a_{1n_1} \neq 0 \]
generically, and let \( \pi_1(w) \) denote the projection of \( \mathbb{C}^n \) onto the linear span of \( a_{11}(w), \ldots, a_{1n_1}(w) \). Let \( w = x + zu + z^{-1}v, \) and \( w_i = x + (z + \epsilon)u + (z+\epsilon)^{-1}v \). Then
\[
\hat{v}_{2i} := \lim_{\epsilon \to 0} g_{z,\pi_1}(z + \epsilon)(a_{11}(w_i) + \epsilon a_{2i}(w_i)) = a_{11}(w) + (z - \bar{z})\pi_1^\perp((u - z^{-2})a_{11}^j(w) + a_{2i}(w)), \quad 1 \leq i \leq n_2.
\]
Let \( \pi_2 \) denote the projection onto the linear span of \( \hat{v}_{21}(w), \ldots, \hat{v}_{2n_2}(w) \). Then \( g_{z,\pi_2}g_{z,\pi_1} \) is an extended solution, and \( \text{rk}(\pi_2) = n_2 \). It is easy to see that \( \text{Im}\pi_2 \cap \text{Im}\pi_1^\perp = 0 \). Hence \( g_{z,\pi_2}g_{z,\pi_1} \) is a minimal factorization. Similar computations give the construction of extended Ward maps with pole data \( (z, k) \) and arbitrary rank data \( (n_1, \ldots, n_k) \).

6. Ward solitons with general pole data

We associate to each extended Ward map with pole data \( (z, k) \) a generalized algebraic BT. Use these generalized BTs, we construct extended Ward maps that have general pole data \( (z_1, \ldots, z_k, n_1, \ldots, n_k) \).

We first give a more general algebraic BT (Theorem 3.1):

**Theorem 6.1.** Let \( \phi \) be an extended Ward map with pole data \( (z, k) \), and \( \psi \) an extended Ward map that is holomorphic and non-degenerate at \( \lambda = z, \bar{z} \). Then there exist unique \( \hat{\phi} \) and \( \hat{\psi} \) such that \( \hat{\phi}\hat{\psi} = \hat{\psi}\hat{\phi} \), where \( \hat{\phi} \) has pole data \( (z, k) \), and \( \hat{\psi} \) is holomorphic and non-degenerate at \( \lambda = z, \bar{z} \). Moreover,

\[ \psi_k = \hat{\phi}\psi = \hat{\psi}\phi, \]

(6.1)
is a new extended Ward map and \( \hat{\phi}, \hat{\psi} \) are constructed algebraically.

**Proof.** It follows from Theorem 4.1 that we can factor \( \phi \) as product of \( k \) simple elements:
\[
\phi = g_{z,\pi_k} \cdots g_{z,\pi_1}.
\]
Let \( \tilde{\pi}_1 \) be the projection onto \( \psi(z)\text{Im}\pi_1 \), and \( \tilde{\psi}_1 = g_{z,\tilde{\pi}_1}g_{z,\pi_1}^{-1} \). Residue calculus implies that \( \tilde{\psi}_1 \) is holomorphic at \( \lambda = z, \bar{z} \). For \( j = 2, \ldots, k \), we define \( \tilde{\pi}_j \) and \( \tilde{\psi}_j \) recursively by
\[
\text{Im}\tilde{\pi}_j = \tilde{\psi}_{j-1}(z)\text{Im}\pi_j, \quad \text{and} \quad \tilde{\psi}_j = g_{z,\tilde{\pi}_j}\tilde{\psi}_{j-1}g_{z,\pi_j}^{-1}.
\]
Again \( \tilde{\psi}_j \) is holomorphic at \( \lambda = z, \bar{z} \) for \( j = 2, \ldots, k \) by residual calculus. Let \( \hat{\phi} = g_{z,\tilde{\pi}_k} \cdots g_{z,\tilde{\pi}_1} \), and \( \hat{\psi} = \tilde{\psi}_k \). By construction, \( \hat{\phi}\hat{\psi} = \hat{\psi}\hat{\phi} \). Next we prove uniqueness. Suppose \( \hat{\phi} \) has pole data \( (z, k) \) and \( \hat{\psi} \) is holomorphic and non-degenerate at \( z, \bar{z} \) and \( \hat{\phi}\hat{\psi} = \hat{\psi}\hat{\phi} \). Then \( \hat{\phi}\hat{\psi}^{-1} = \hat{\psi}^{-1}\hat{\phi} = \hat{\psi}^{-1}\hat{\phi} \). So we have
\[
\hat{\phi}\hat{\psi}^{-1} = \hat{\phi}\hat{\phi}^{-1}.
\]
But the left hand side is holomorphic at \( z, \bar{z} \) and the right hand side is holomorphic at \( \lambda \in \mathbb{C} \setminus \{ z, \bar{z} \} \) and is equal to 1 at \( \lambda = \infty \). Hence it must be the constant identity. This proves \( \tilde{\phi} = \phi \) and \( \tilde{\psi} = \psi \).

The same proof of Theorem 3.1 implies that \( \psi_k = \tilde{\psi} \phi = \tilde{\phi} \psi \) is an extended Ward map. □

We use \( \phi \ast \psi \) to denote the new extended solution \( \psi_1 = \tilde{\phi} \psi \) constructed in the above Theorem, and call

\[ \psi \mapsto \phi \ast \psi \]

the generalized Bäcklund transformation generated by \( \phi \).

The proof of Theorem 6.1 implies that if \( \psi \) and \( \phi \) are extended Ward maps with pole data \( (z_1, n_1) \) and \( (z_2, n_2) \) respectively and \( z_1 \neq z_2, \bar{z}_2 \), then \( \phi \ast \psi = \psi \ast \phi \). Same argument gives the following Corollary:

**Corollary 6.2.** Let \( z_1, \ldots, z_r \in \mathbb{C} \setminus \mathbb{R} \) such that \( z_i \neq z_j, \bar{z}_j \) for all \( i \neq j \), and \( \phi_j \) an extended Ward map with pole data \( (z_j, n_j) \) for \( 1 \leq j \leq r \). Let \( \sigma \) be a permutation of \( \{1, \ldots, k\} \). Then

\[ \phi_{\sigma(1)} \ast (\phi_{\sigma(2)} \ast (\cdots \ast \phi_{\sigma(r)})\cdots) = \phi_1 \ast (\phi_2 \ast (\cdots \ast \phi_r)\cdots). \]

**Example 6.3.** Extended Ward 4-solitons into \( SU(2) \) with two double poles.

Choose \( z_1, z_2 \in \mathbb{C} \setminus \mathbb{R} \) with \( z_1 \neq z_2, \bar{z}_2 \), and rational functions \( a_0(w), a_1(w) \) and \( b_0(w), b_1(w) \). Let \( w_i = x + z_i u + z_i^{-1} v, i = 1, 2 \). By the construction of section 5, we have two extended Ward solitons

\[ \phi = g_{z_2, \pi_2} g_{z_2, \pi_1}, \quad \psi = g_{z_1, \tau_2} g_{z_1, \tau_1}, \]

where

\[ \text{Im} \pi_1 = \mathbb{C} v_1 = \mathbb{C} \left( \frac{1}{b_0(w_2)} \right), \quad \text{Im} \pi_2 = \mathbb{C} v_2, \]

and

\[ v_2 = \left( \frac{1}{b_0(w_2)} \right) + (z_2 - \bar{z}_2) \pi_1^\perp \left( \frac{0}{(u - z_2^{-2} v) b_0(w_2) + b_1(w_2)} \right) \]

\[ = \left( \frac{1}{b_0(w_2)} \right) - \frac{(z_2 - \bar{z}_2)((u - z_2^{-2} v) b_0(w_2) + b_1(w_2))}{1 + |b_0(w_2)|^2} \left( \frac{b_0(w_2)}{-1} \right), \]

and

\[ \text{Im} \tau_1 = \mathbb{C} q_1 = \mathbb{C} \left( \frac{1}{a_0(w_1)} \right), \quad \text{Im} \tau_2 = \mathbb{C} q_2, \]

and

\[ q_2 = \left( \frac{1}{a_0(w_1)} \right) + (z_1 - \bar{z}_1) \tau_1^\perp \left( \frac{0}{(u - z_1^{-2} v) a_0(w_1) + a_1(w_1)} \right) \]

\[ = \left( \frac{1}{a_0(w_1)} \right) - \frac{(z_1 - \bar{z}_1)((u - z_1^{-2} v) a_0(w_1) + a_1(w_1))}{1 + |a_0(w_1)|^2} \left( \frac{a_0(w_1)}{-1} \right). \]

Apply generalized Bäcklund transformation \( \phi \ast \psi \) to get an extended solution with two double poles at \( z_1, z_2 \). By Theorem 6.1,

\[ \phi \ast \psi = g_{z_2, \bar{z}_2} g_{z_2, \bar{z}_1} g_{z_1, \tau_2} g_{z_1, \tau_1}, \]
where $\text{Im}\tilde{\pi}_1 = \mathbb{C}\tilde{v}_1 = \mathbb{C}\psi(z_2)v_1$, and $\text{Im}\tilde{\pi}_2 = \mathbb{C}\tilde{v}_2 = \mathbb{C}\tilde{\psi}_1(z_2)v_2$. Compute the following limit
\[
(z_2 - \bar{z}_2)\tilde{\psi}_1(z_2) = \lim_{\lambda \to z_2} (\lambda - \bar{z}_2)g_{z_2,\tilde{\pi}_1}(\lambda)\psi(\lambda)g_{z_2,\pi_1}(\lambda)^{-1}
\]
to see
\[
\tilde{\psi}_1(z_2) = \psi(z_2)\pi_1 + \tilde{\pi}_1^\perp \left( \psi(z_2) + (z_2 - \bar{z}_2)\frac{\partial \psi(z_2)}{\partial \lambda} - \pi_1 \right).
\]
The associated Ward 4-soliton is given by
\[
J_4 = \frac{1}{|z_1z_2|^2} (\bar{z}_1\tau_1 + z_1\tau_1^\perp)(\bar{z}_1\tau_2 + z_1\tau_2^\perp)(\bar{z}_2\tilde{\tau}_1 + z_2\tilde{\tau}_1^\perp)(\bar{z}_2\tilde{\tau}_2 + z_2\tilde{\tau}_2^\perp).
\]
Let
\[
\mathbb{C}_\pm = \{a \pm ib \mid b > 0\}
\]
denote the upper and lower half plane of $\mathbb{C}$. We claim that to construct Ward solitons with general pole data, we may assume all the poles lie in the upper half plane $\mathbb{C}_+$. This claim follows from two remarks below:

1. A direct computation implies that
\[
\frac{\lambda - z}{\lambda - \bar{z}} g_{z,\pi}(\lambda) = I + \frac{\bar{z} - z}{\lambda - \bar{z}} \pi = g_{z,\pi,\perp}.
\]

2. Let $\psi$ be an extended Ward soliton. By Theorem 4.1, we can factor
\[
\psi = g_{z_1,\pi_1} \cdots g_{z_r,\pi_r}.
\]
Suppose $z_1, \ldots, z_k \in \mathbb{C}_-$ and the rest of the poles lie in $\mathbb{C}_+$. Let
\[
f(\lambda) = \prod_{j=1}^{k} \frac{\lambda - z_j}{\lambda - \bar{z}_j}.
\]
Then $f\psi$ still satisfies (1.4), hence is an extended solution. But $f\psi$ has poles at $\tilde{z}_1, \ldots, \tilde{z}_k, z_{k+1}, \ldots, z_r$, which all lie in $\mathbb{C}_+$. The Ward maps corresponding to $\psi$ and $f\psi$ are $J = \psi(0)^{-1}$ and $J_1 = \psi(0)^{-1}/f(0)$ respectively. Note $f(0)$ is a constant complex number of length 1. So we do not lose any Ward maps by assuming that all poles lie in $\mathbb{C}_+$.

**Corollary 6.4.** Given distinct $z_1, \ldots, z_r \in \mathbb{C}_+$ and positive integers $n_1, \ldots, n_r$, there is a family of Ward solitons whose extended solutions have pole data $(z_1, \ldots, z_r, n_1, \ldots, n_r)$.

**Proof.** Let $\phi_{z_j,n_j} = g_{z_j,\pi_{n_j}} \cdots g_{z_j,\pi_1}$ be an extended Ward soliton with pole data $(z_j, n_j)$ constructed in section 5. Apply Theorem 6.1 repeatedly to $\phi_{z_1,n_1}$ to get the extended solution
\[
\phi = \phi_{z_r,n_r} \ast (\cdots \ast (\phi_{z_2,n_2} \ast \phi_{z_1,n_1}) \cdots).
\]
Then $\phi$ has pole data $(z_1, \ldots, z_r, n_1, \ldots, n_r)$. $\square$

In the rest of the section, we prove that a general Ward soliton can be constructed by applying generalized Bäcklund transformations to an extended Ward soliton with pole data $(z, k)$. 

Theorem 6.5. Suppose \( \psi \) is an extended solution of the Ward equation, and \( \psi = f_1 f_2 \), such that

1. \( \lambda \mapsto f_2(x,y,t,\lambda) \) is an element of the group \( S_r(S^2,GL(n)) \) and has poles only at \( z_1, \ldots, z_k \).
2. \( f_1 \) is holomorphic and non-degenerate at \( \lambda = z_1, \ldots, z_k \) and \( \bar{z}_1, \ldots, \bar{z}_k \).

Then \( f_2 \) is also an extended solution of the Ward equation.

Proof. Let \( Pf = \lambda f_x - f_u, Qf = \lambda f_v - f_x \), and \( D = \{ z_1, \ldots, z_r, \bar{z}_1, \ldots, \bar{z}_r \} \). Use \( f_2 = f_1^{-1} \psi \) to compute directly to get

\[
A_2 := (Pf_2)f_2^{-1} = P(f_1^{-1})f_1 + f_1^{-1}(P\psi)\psi^{-1}f_1.
\]

Since \( \psi \) is an extended solution, \( A = (P\psi)\psi^{-1} \) is independent of \( \lambda \). Because \( f_1 \) is holomorphic and non-degenerate at points in \( D \), the right hand side of \( A_2 \) is holomorphic at points in \( D \). But \( f_2 \) is assumed to be holomorphic in \( \mathbb{C} \setminus D \), so \( (Pf_2)f_2^{-1} \) is holomorphic for \( \lambda \in \mathbb{C} \setminus D \). So \( A_2(x,y,t,\lambda) \) is holomorphic for all \( \lambda \in \mathbb{C} \). But \( f_2 \in S_r(S^2,GL(n)) \) implies that \( (Pf_2)f_2^{-1} \) is holomorphic at \( \lambda = \infty \). Hence \( A_2 \) is independent of \( \lambda \). Similarly, \( (Qf_2)f_2^{-1} \) is independent of \( \lambda \). This proves that \( f_2 \) is an extended solution of the Ward equation. \( \square \)

Corollary 6.6. Suppose \( \psi = \phi_1 \cdots \phi_r \) is an extended Ward soliton such that \( \phi_j \) has pole data \((z_j,n_j)\) and \( z_1, \ldots, z_r \in \mathbb{C}_+ \) are distinct. Then for \( 1 \le j \le r-1 \),

1. \( \psi_j = \phi_{j+1} \cdots \phi_r \) is also an extended Ward soliton,
2. there exists a unique extended Ward soliton \( \tilde{\phi}_j \) with pole data \((z_j,n_j)\) so that \( \psi_{j-1} = \tilde{\phi}_j \ast \psi_j \),
3. \( \psi \) can be constructed by applying the generalized algebraic Bäcklund transformations repeatedly to \( \phi_r \).

Proposition 6.7. If \( \psi \) is an extended Ward soliton with pole data \((z_1, \ldots, z_r, n_1, \ldots, n_r)\), then for \( 1 \le j \le r \), there exists a unique extended Ward soliton \( \phi_j \) with pole data \((z_j,n_j)\) so that

\[
\psi = \phi_1 \ast (\phi_2 \ast (\cdots \ast \phi_r) \cdots).
\]

Proof. By Uhlenbeck’s factorization Theorem 4.1 and the permutability Theorem 4.2, we can factor \( \psi \) as

\[
\psi = f_2 \cdots f_r f_1 = g_1(g_2 \cdots g_r)
\]

such that \( f_j, g_j \in S_r(S^2,GL(n)) \) have pole data \((z_j,n_j)\). We prove the Proposition by induction on \( r \). If \( r = 1 \), the Proposition is automatically true. Suppose the Proposition is true for \( r = n-1 \). Then by Theorem 6.5 both \( f_1 \) and \( g_2 \cdots g_r \) are extended solutions. By induction hypothesis, there exist extended Ward maps \( h_2, \ldots, h_r \) with pole data \((z_2,n_2), \ldots, (z_r,n_r)\) respectively such that

\[
g_2 \cdots g_r = h_2 \ast (h_3 \ast (\cdots \ast h_r) \cdots).
\]
Equation (6.2) implies that $\psi = f_1 \ast (g_2 \cdots g_r)$, which is equal to
\[f_1 \ast (h_2 \ast (\cdots \ast h_r) \cdots)\]

\[\square\]

7. Analytic BT and Holomorphic vector bundles

In this section, we generalize some of Uhlenbeck’s results on unitons to Ward solitons. In particular, we

1. derive the analytic Bäcklund transformation $BT_{z,\psi}$ (given in the introduction) for the Ward equation,
2. associate to each Ward soliton and complex number $z \in \mathbb{C} \setminus \mathbb{R}$ a holomorphic structure on the trivial $\mathbb{C}^n$-bundle over $S^2$,
3. prove that to find solutions $\pi$ of $BT_{z,\psi}$ is equivalent to find a one parameter family of holomorphic subbundles of the $\mathbb{C}^n$-bundle with respect to the holomorphic structure given in (2) that satisfy certain first order PDE system.

Suppose $\psi(\lambda)(x,y,t) = \psi(x,y,t,\lambda)$ is an extended solution of the Ward equation with $A = (\lambda \psi_x - \psi_u)\psi^{-1}$, and $B = (\lambda \psi_v - \psi_x)\psi^{-1}$. Motivated by the construction of Bäcklund transformations for soliton equations, we seek a new extended solution of the form $\psi_1(\lambda) = g_{z,\pi}(\lambda)\psi(\lambda)$ for some smooth map $\pi$ from $\mathbb{R}^{2,1}$ to the space of rank $k$ Hermitian projections of $\mathbb{C}^n$. The condition $\psi_1$ satisfies (1.4) implies that
\[
\begin{align*}
(\lambda g_x - g_u)g^{-1} + gAg^{-1} &= \tilde{A}, \\
(\lambda g_v - g_x)g^{-1} + gBg^{-1} &= \tilde{B},
\end{align*}
\]
(7.1)
for some $\tilde{A}$ and $\tilde{B}$ independent of $\lambda$, where $g = g_{z,\pi} = I + \frac{z - \bar{z}}{z - \bar{z}} \pi^\perp$. The reality condition implies that $g_{z,\pi}(\lambda)^{-1} = I + \frac{z - \bar{z}}{z - \bar{z}} \pi^\perp$. Since the right hand side of (7.1) is holomorphic in $\lambda \in \mathbb{C}$, the residue of the left hand side at $\lambda = z$ must be zero, which gives
\[
\begin{align*}
(z \pi_x^\perp - \pi_u^\perp)\pi + \pi^\perp A\pi &= 0, \\
(z \pi_u^\perp - \pi_x^\perp)\pi + \pi^\perp B\pi &= 0.
\end{align*}
\]
(7.2)
But $\pi^\perp \pi = 0$ implies that
\[-\pi^\perp (z \pi_x - \pi_u) = (z \pi_x^\perp - \pi_u^\perp)\pi.
\]
So we get the following system of first order partial differential equations for $\pi$:
\[
\begin{align*}
\pi^\perp (z \pi_x - \pi_u - A\pi) &= 0, \\
\pi^\perp (z \pi_u - \pi_x - B\pi) &= 0,
\end{align*}
\]
(7.2)
The residue at $\lambda = \bar{z}$ is zero gives the same system (7.2), which is the analytic Bäcklund transformation (BT) for the Ward equation. So we have proved the following:
Proposition 7.1. Let $\psi$ be an extended solution of the Ward equation, $A = (\lambda \psi_x - \psi_u)\psi^{-1}$, and $B = (\lambda \psi_v - \psi_x)\psi^{-1}$. Given a smooth map $\pi$ from $\mathbb{R}^{2,1}$ to the space of Hermitian projections, $g_{z,\pi} \psi$ is an extended solution of the Ward equation if and only if $\pi$ satisfies (7.2).

Ioannidou and Zakrzewski proved the above Proposition for $z = i$ in [8]. However, no general solutions of the system (7.2) were given.

As a consequence of Theorem 3.1 and Proposition 7.1 we have

Proposition 7.2. Suppose $\psi(x, u, v, \lambda)$ is an extended Ward map and is holomorphic and non-degenerate at $\lambda = z$, and $f_1, \ldots, f_k$ are meromorphic maps from $\mathbb{C}$ to $\mathbb{C}^n$ that are linearly independent except at finitely many points of $\mathbb{C}$. Let $w = x + zu + z^{-1}v$, $\tilde{f}_i = \psi(\cdots, z)(f_i)$, and $\tilde{\pi}$ be the Hermitian projection of $\mathbb{C}^n$ onto the span of $\tilde{f}_1, \ldots, \tilde{f}_k$. Then $\tilde{\pi}$ is a solution of $BT_{z, \psi}$, or equivalently, $g_{z, \tilde{\pi}} \psi$ is again an extended solution.

Thus if $\psi$ is holomorphic and non-degenerate at $\lambda = z$, then the above Proposition gives an algebraic method to construct solutions of $BT_{z, \psi}$.

When $z = i$, $\pi$ is independent of $t$, and $\psi$ is an extended $k$-uniton, (7.2) is the singular BT used by Uhlenbeck in [10] to add one more uniton to the given $k$-uniton. She also proved that a solution of (7.2) for a uniton can be interpreted as a holomorphic subbundle that satisfies an algebraic constraint. In this section, we show that a solution $\pi$ of the analytic BT (7.2) for Ward map can also be interpreted in terms of holomorphic subbundle, but it now must satisfy a first order PDE constraint. We explain this next.

If we make a suitable linear change of coordinates of $\mathbb{R}^{2,1}$, then the operator $z\partial_x - \partial_u$ becomes a $\bar{\partial}$ operator. To see this, let $z = \alpha + i\beta$. Then

$$w = x + zu + z^{-1}v = (x + \alpha u + \frac{\alpha v}{\alpha^2 + \beta^2}v) + i(\beta u - \frac{\beta v}{\alpha^2 + \beta^2}).$$

Make a coordinate change:

$$\begin{cases} p = x + \alpha u + \frac{\alpha v}{\alpha^2 + \beta^2}, \\ q = \beta u - \frac{\beta v}{\alpha^2 + \beta^2}, \\ r = v. \end{cases} \tag{7.3}$$

Then

$$\begin{cases} \partial_x = \partial_p, \\ \partial_u = \alpha \partial_p + \beta \partial_q, \\ \partial_v = \alpha \partial_p - \alpha \partial_q + \partial_v. \end{cases}$$
A direct computation gives
\[ z \partial_x - \partial_u = (\alpha + i\beta)\partial_p - (\alpha \partial_p + \beta \partial_q) = i\beta \partial_p - \beta \partial_q \]
\[ = i\beta(\partial_p + i\partial_q) = 2i\beta \partial_w. \]
\[ z \partial_v - \partial_x = (\alpha + i\beta)(\frac{\alpha}{\alpha^2 + \beta^2} \partial_p - \frac{\beta}{\alpha^2 + \beta^2} \partial_q) = i\beta \partial_p - \beta \partial_q = 2i\beta \partial_{\bar{w}}. \]

Use \( z = \alpha + i\beta \) and substitute the above formulas into the analytic BT (7.2) to get
\[
\begin{align*}
\pi^\perp (\partial_{\bar{w}} - A) & = 0, \\
\pi^\perp (\partial_{\bar{w}} + |\frac{z}{\bar{z}}|^2 \partial_r - \frac{z}{\bar{z}} \bar{B}) & = 0.
\end{align*}
\]
Let
\[
\begin{align*}
\mathcal{L} & = \partial_{\bar{w}} - \frac{A}{\frac{z}{\bar{z}}}, \\
\mathcal{M} & = \partial_{\bar{w}} + |\frac{z}{\bar{z}}|^2 \partial_r - \frac{z}{\bar{z}} \bar{B}.
\end{align*}
\]
Then
\[ \mathcal{M} - \mathcal{L} = \frac{|z|^2}{z - \bar{z}} \partial_r + \frac{1}{z - \bar{z}} (A - \bar{B}). \]
So system (7.4) is equivalent to
\[
\begin{align*}
\pi^\perp (\partial_{\bar{w}} - \frac{A}{\frac{z}{\bar{z}}}) & = 0, \\
\pi^\perp (\partial_r + \frac{1}{|z|^2} (A - \bar{B})) & = 0.
\end{align*}
\]
Thus we have shown

**Proposition 7.3.** Let \( \psi, A, B \) be as in Proposition 7.1. Then \( g_{z, \pi} \psi \) is an extended solution of the Ward equation if and only if \( \pi \) satisfies (7.5).

The first equation of (7.5) has an interpretation in terms of holomorphic subbundle. To explain this, we first review some notation of holomorphic vector bundles over \( S^2 \) (cf. [10], [15]). A map \( \eta \) defined and smooth on \( S^2 \) except on a finite subset \( D \) is said to be of pole type if at each \( p_0 \in D \) there exists a local complex coordinate \((O, w)\) of \( S^2 \) at \( p_0 \) with \( w(p_0) = 0 \) such that the map \( \eta(w) = w^{-m} \eta_0(w) \) for all \( w \in O \), where \( m \) is some positive integer and \( \eta_0 \) is smooth in a neighborhood of 0. Point \( p_0 \) is called a pole of \( \eta \).

Given a smooth map \( f : S^2 \rightarrow U(n) \) and a constant \( c \), let \( A = cf_{\bar{w}}f^{-1} \), then \( \partial_{\bar{w}} - A \) gives a holomorphic structure on the trivial bundle \( \mathbb{C}^n = S^2 \times \mathbb{C}^n \) over \( S^2 \). A local section \( \xi \) of \( \mathbb{C}^n \) is holomorphic in the complex structure \( \partial_{\bar{w}} - A \) if
\[
\partial_{\bar{w}} \xi - A \xi = 0. \tag{7.6}
\]

A meromorphic section of a holomorphic vector bundle is a section of pole type and is holomorphic away from the poles. It is known that the space of meromorphic sections of a rank \( k \) holomorphic vector bundle \( E \) over \( S^2 \)
is of dimension \( k \) over the field \( \mathcal{R}(S^2) \) of meromorphic functions on \( S^2 \). In other words, there exist \( k \) meromorphic sections \( \eta_1, \ldots, \eta_k \) such that if \( \eta \) is a meromorphic section of \( E \) then there exist \( f_1, \ldots, f_k \) in \( \mathcal{R}(S^2) \) so that \( \eta = \sum_{j=1}^{k} f_j \eta_j \). We call such \( \{\eta_1, \ldots, \eta_k\} \) a meromorphic frame of \( E \).

The following is known (cf. [10, 15]):

**Proposition 7.4.** Given a smooth map \( \pi : S^2 \to \text{Gr}(k, \mathbb{C}^n) \), let \( \Pi \) denote the subbundle of \( \mathbb{C}^n \) whose fiber over \( p \in S^2 \) is \( \text{Im}(\pi(p)) \). Then the following two statements are equivalent:

1. \( \pi^+(\partial_{\bar{\omega}} - A)\pi = 0 \),
2. \( \Pi \) is a rank \( k \) holomorphic subbundle of \( \mathbb{C}^n \) with respect to \( \partial_{\bar{\omega}} - A \).

Moreover, if (1) or (2) holds, then there exist maps \( \xi_1, \ldots, \xi_k : S^2 \to \mathbb{C}^n \) of pole type so that

1. \( \xi_1(p), \ldots, \xi_k(p) \) span \( \text{Im}(\pi(p)) \) for all \( p \in S^2 \) except at finitely many points,
2. each \( \xi_j \) is a solution of \( \partial_{\bar{\omega}}\eta - A\eta = 0 \),
3. every meromorphic section \( \eta \) of \( \Pi \) is of the form \( \sum_{j=1}^{k} f_j \xi_j \) for some \( f_1, \ldots, f_k \in \mathcal{R}(S^2) \).

As a consequence of the discussion above, we have

**Corollary 7.5.** Let \( \psi \) be an extended Ward soliton with \( A = (\lambda \psi_x - \psi_u)\psi^{-1} \) and \( B = (\lambda \psi_v - \psi_x)\psi^{-1} \), and \( (p, q, r) \) the coordinate system on \( \mathbb{R}^{2,1} \) defined by (7.3). Let \( \pi : \mathbb{R}^{2,1} \to \text{Gr}(k, \mathbb{C}^n) \) be a smooth map that extends to \( S^2 \times \mathbb{R} \). Then the following statements are equivalent:

1. \( \pi \) is a solution of (7.2).
2. For each fixed \( r \), the subbundle \( \Pi(r) \) associated to \( \pi(\cdot, \cdot, r) \) is a holomorphic subbundle of \( \mathbb{C}^n \) in the complex structure \( \partial_{\bar{\omega}} - \frac{A}{\bar{z} - \bar{z}} \) and satisfies \( \pi^+(\partial_r + \frac{1}{|\bar{z}|}(A - \bar{z}B))\pi = 0 \).
3. There exist maps \( \xi_1, \ldots, \xi_k : S^2 \times \mathbb{R} \to \mathbb{C}^n \) satisfying the following conditions:
   1. \( \{\xi_1(\cdot, r), \ldots, \xi_k(\cdot, r)\} \) is a meromorphic frame of \( \Pi(r) \),
   2. \( \partial_r \xi_j + \frac{1}{|\bar{z}|}(A - \bar{z}B)\xi_j \) is a section of \( \Pi \) of pole type for all \( 1 \leq j \leq k \).

8. Construction of all Ward solitons

The goal of this section is to show that all Ward solitons can be constructed by the methods given in sections 3, 5 and 6 (using algebraic BTs, limiting method, and generalized algebraic BTs). By Proposition 6.7, it suffices to show that for any given \( z \in \mathbb{C}_+ \) and \( k \in \mathbb{N} \), we can construct all extended Ward solitons of pole data \((z, k)\).

First we prove
Theorem 8.1. If $\phi_k$ is an extended solution of the Ward equation and $\phi_k = g_{z,\pi_k} \cdots g_{z,\pi_1}$ is the minimal factorization, then the tails of $\phi_k$, $\phi_l = g_{z,\pi_l} \cdots g_{z,\pi_1}$, $l = 1, \cdots, k - 1$, are also extended solutions.

Proof. We prove the theorem by induction on $l$. Since $\phi_k$ is an extended solution,
\begin{align}
A_k &= (\lambda \partial_x \phi_k - \partial_u \phi_k) \phi_k^{-1}, \\
B_k &= (\lambda \partial_v \phi_k - \partial_x \phi_k) \phi_k^{-1}, \\
\end{align}
are independent of $\lambda$. We want to prove $g_{z,\pi_1}$ is an extended solution. Compute the Laurent series expansion of $\phi_k$ at $\lambda = z$ to get
\[\phi_k = 1 + \frac{z - \bar{z}}{\lambda - z} P_1 + \cdots + \left( \frac{z - \bar{z}}{\lambda - z} \right)^k P_k,\]
where
\[P_j = \sum_{k \geq i_1 > \cdots > i_j \geq 1} \pi_{i_1}^{\perp} \cdots \pi_{i_j}^{\perp}.\]
Compute the Laurent series expansion of both sides of
\[\lambda \partial_x \phi_k - \partial_u \phi_k = A_k \phi_k\]
at $\lambda = z$, and compare the coefficients of $(\lambda - z)^{-k}$ to see
\[\left( z \partial_x - \partial_u \right) P_k = A_k P_k,\]
where $P_k = \pi_k^{\perp} \cdots \pi_1^{\perp}$. Multiply $\pi_1$ from right to both sides of (8.4) to see
\[\pi_k^{\perp} \cdots \pi_2^{\perp} ((z \partial_x - \partial_u) \pi_1^{\perp}) \pi_1 = 0.\]
But $\pi_1^{\perp} \pi_1 = 0$ implies
\[L_z (\pi_1^{\perp}) \pi_1 + \pi_1^{\perp} L_z (\pi_1) = 0,\]
where $L_z = z \partial_x - \partial_u$. So we have
\[\pi_k^{\perp} \cdots \pi_1^{\perp} L_z (\pi_1) = 0.\]
By assumption, $\phi_k = g_{z,\pi_k} \cdots g_{z,\pi_1}$ is a minimal factorization, i.e., $\text{Im} \pi_j \cap \text{Im} \pi_{j-1}^{\perp} = 0$. So by Lemma 4.8,
\[\text{Ker} (\pi_k^{\perp} \cdots \pi_1^{\perp}) = \text{Im} \pi_1.\]
Hence equation (8.5) implies that
\[\text{Im} (L_z (\pi_1)) \subset \text{Im} \pi_1.\]
So
\[\pi_1^{\perp} (z \partial_y \pi_1 - \partial_u \pi_1) = 0.\]
Use the second equation of (8.1) and similar argument to prove that
\[\pi_1^{\perp} (z \partial_v \pi_1 - \partial_x \pi_1) = 0.\]
The above two equalities imply that $\phi_1 = g_{z,\pi_1}$ is an extended solution of Ward equation.
Assume that \( \phi_l \) is an extended solution, and let
\[
A_l = (\lambda \partial_x \phi_l - \partial_u \phi_l)\phi_l^{-1}, \quad B_l = (\lambda \partial_v \phi_l - \partial_x \phi_l)\phi_l^{-1}.
\]
We want to show that \( \phi_{l+1} \) is an extended solution too. Write \( \phi_k = \psi_{k-l}\phi_l \), where \( \psi_{k-l} = g_{z, \pi_k} \cdot \cdots \cdot g_{z, \pi_{l+1}} \). Substitute \( \phi_l = \psi_{k-l}\phi_l \) to (8.3) to get
\[
(\lambda \partial_x \psi_{k-l} - \partial_u \psi_{k-l})\phi_l + \psi_{k-l}(\lambda \partial_x \phi_l - \partial_u \phi_l) = A_k \psi_{k-l}\phi_l.
\]
Multiply \( \phi_l^{-1} \) from the right to both sides and use \( \lambda \partial_x \phi_l - \partial_u \phi_l = A_l \phi_l \) to get
\[
(\lambda \partial_x \psi_{k-l} - \partial_u \psi_{k-l}) + \psi_{k-l}A_l = A_k \psi_{k-l}.
\]
Compute the Laurent series expansion of both sides at \( \lambda = \pi \), and compare the coefficients of \( (\lambda - \pi)^{-k-l} \) to get
\[
(z \partial_x - \partial_u)(\pi^\perp_k \cdots \pi^\perp_{l+1}) = (\pi^\perp_k \cdots \pi^\perp_{l+1} + 1)A_l = A_k \pi^\perp_k \cdots \pi^\perp_{l+1}.
\]
Multiply \( \pi_{l+1} \) from right to both sides to get
\[
\pi^\perp_k \cdots \pi^\perp_{l+1} (z \partial_x \pi_{l+1} - \partial_u \pi_{l+1} - A_l \pi_{l+1}) = 0.
\]
By Lemma 4.8, we have
\[
\text{Im}(z \partial_x \pi_{l+1} - \partial_u \pi_{l+1} - A_l \pi_{l+1}) \subset \text{Ker}(\pi^\perp_k \cdots \pi^\perp_{l+1}) = \text{Im}\pi_{l+1}.
\]
Thus we have
\[
\pi^\perp_{l+1} (z \partial_x \pi_{l+1} - \partial_u \pi_{l+1} - A_l \pi_{l+1}) = 0.
\]
Likewise, from \( B_k \) we can obtain
\[
\pi^\perp_{l+1} (z \partial_u \pi_{l+1} - \partial_x \pi_{l+1} - B_l \pi_{l+1}) = 0.
\]
The above two equalities imply that \( \pi_{l+1} \) is a solution of the analytic BT (7.2) with \( (A, B) = (A_l, B_l) \), hence \( \phi_{l+1} = g_{z, \pi_{l+1}} \phi_l \) is an extended solution. Thus we complete the proof by induction.

Theorem 8.1 tells us that any extended solution of pole data \( (z, k) \) is obtained by solving the analytic BT (7.2) of an extended 1-soliton, then of an extended 2-soliton, ... etc.

The following two Lemmas prove that to solve the analytic BT (7.2), which is a system of non-linear equations, it suffices to solve certain first order linear system.

**Lemma 8.2.** Let \( \psi \) be an extended solution of the Ward equation, and \( A = (\lambda \psi_x - \psi_u)\psi^{-1} \), and \( B = (\lambda \psi_v - \psi_x)\psi^{-1} \). If \( \pi \) is a local solution of (7.2), then there exists a local \( M_0^{\text{val}}(\mathbb{C}) \)-valued smooth map \( V \) so that columns of \( V \) spans \( \text{Im} \pi \) and \( V \) satisfies
\[
\begin{aligned}
zV_x - V_u - AV &= 0, \\
zV_v - V_x - BV &= 0.
\end{aligned}
\]
Conversely, if \( V \) is a solution of (8.6), then the projection \( \pi = V(V^*V)^{-1}V^* \) is a solution of (7.2).
Proof. Choose a local $\mathcal{M}_{\eta}^0(C)$-valued smooth map $V$ such that columns of $V$ span $\text{Im} \pi$. So $\pi = V(V^*V)^{-1}V^*$. Substitute this into (7.2) to see
\[
\begin{align*}
\pi^+(zV_x - V_u - AV)(V^*V)^{-1}V^* &= 0, \\
\pi^+(zV_v - V_x - BV)(V^*V)^{-1}V^* &= 0.
\end{align*}
\]
(8.7)
Multiply $V$ from the right to see
\[
\begin{align*}
\pi^+(zV_x - V_u - AV) &= 0, \\
\pi^+(zV_v - V_x - BV) &= 0.
\end{align*}
\]
(8.8)
This implies that $\text{Im}(zV_x - V_u - AV)$ and $\text{Im}(zV_v - V_x - BV)$ lie in $\text{Im} \pi$. So
\[
\begin{align*}
zV_x - V_u - AV &= Vh, \\
zV_v - V_x - BV &= Vk,
\end{align*}
\]
for some $r \times r$ matrix-valued maps $h, k$.

Claim that there exists a smooth $GL(r, C)$-valued map $\phi$ so that $\tilde{V} = V\phi$ satisfies (8.6). To see this, let
\[
L_1 = z\partial_x - \partial_u, \quad L_2 = z\partial_v - \partial_x.
\]
Since $L_1, L_2$ are constant coefficient linear operators, they commute. A direct computation shows that $V\phi$ satisfies (8.6) if and only if $\phi$ satisfies
\[
\begin{align*}
L_1\phi &= -h\phi, \\
L_2\phi &= -k\phi.
\end{align*}
\]
(8.9)
Equation (8.9) is solvable if and only if $h, k$ satisfy
\[
-L_2(h) + hk = -L_1(k) + kh.
\]
(8.10)
This condition for $h, k$ comes from equating $L_1L_2\phi = L_2L_1\phi$.

Write (8.8) in terms of $L_1, L_2$ to get
\[
\begin{align*}
L_1(V) &= AV + Vh, \\
L_2(V) &= BV + Vk.
\end{align*}
\]
Since $L_1, L_2$ commute, we have
\[
L_2L_1(V) = L_2(A)V + AL_2(V) + L_2(V)h + VL_2(h)
= (L_2(A) + AB)V + AVk + (BV +Vk)h + VL_2(h)
= L_1L_2(V) = L_1(B)V + BL_1(V) + L_1(V)k + VL_1(k)
= (L_1(B) + BA)V + BVh + (AV +Vh)k + VL_1(k).
\]
Hence
\[
(L_2(A) - L_1(B) + [A, B])V = V(L_1(k) - L_2(h) + [h, k]).
\]
(8.11)
Since $\psi$ is an extended Ward map, $A, B$ satisfies (1.4), which implies that
\[
L_2(A) - L_1(B) + [A, B] = 0.
\]
(8.12)
By (8.11) and (8.12), $h, k$ satisfy (8.10). Thus we can find local smooth solution $\phi$ for (8.9) and $\tilde{V} = V\phi$ solves (8.6).
The converse is clearly true. \hfill \Box

It is easy to see that solutions of (8.6) are unique up to \( V \to VH \), where \( H \) is a map from \( \mathbb{R}^{2,1} \) to \( GL(r, \mathbb{C}) \) satisfying

\[
\begin{aligned}
& zH_x - H_u = 0, \\
& zH_v - H_x = 0,
\end{aligned}
\]

i.e. \( H \) depends on \( w = x + zu + z^{-1}v \) only.

If we can construct local fundamental solutions to the linear system (8.6), then we can obtain all local extended solutions of the form \( g_{z, \pi} \psi \). But in order to construct global Ward maps satisfying the boundary condition (1.8), we need to construct fundamental solutions that are of pole type on each \( w \)-plane.

If \( \psi \) is an extended Ward soliton, holomorphic and non-degenerate at \( \lambda = z \), then \( \psi(z) \) itself is a fundamental solution to (8.6). So we have:

**Proposition 8.3.** Let \( \psi \) be an extended Ward soliton, and \( A = (\lambda \psi_x - \psi_u)\psi^{-1} \) and \( B = (\lambda \psi_v - \psi_x)\psi^{-1} \). If \( \psi(x, u, v, \lambda) \) is holomorphic and non-degenerate at \( \lambda = z \), then \( \psi(\cdots, z) \) is a fundamental solution of (8.6).

Consequently, the columns of \( \psi(\cdots, z) \) form a holomorphic frame of the trivial \( \mathbb{C}^n \)-bundle over \( S^2 \) with respect to the complex structure \( \partial_\bar{w} = -\frac{A}{z-\bar{z}} \) on each \( w \)-plane.

**Proof.** Since the extended solution \( \psi \) is holomorphic and non-degenerate at \( \lambda = z \), (1.4) implies that

\[
\begin{aligned}
& z\psi_x(z) - \psi_u(z) - A\psi(z) = 0, \\
& z\psi_v(z) - \psi_u(z) - B\psi(z) = 0.
\end{aligned}
\]

Hence the columns of \( \psi(\cdots, z) \) are smooth solutions of (8.6). So on each \( w \)-plane, columns of \( \psi(z) \) form a holomorphic frame of the trivial \( \mathbb{C}^n \)-bundle over \( S^2 \) with respect to the complex structure \( \partial_\bar{w} = -\frac{A}{z-\bar{z}} \). \hfill \Box

The above Proposition implies that Theorem 3.1 gives all extended solutions of the form \( g_{z, \pi} \psi \) when \( \psi \) is holomorphic and non-degenerate at \( \lambda = z \).

If \( \psi \) is an extended Ward soliton and has a pole at \( \lambda = z \), then we will show below that the limiting method used in section 5 gives fundamental solutions of (8.6) that are of pole type on each \( w \)-plane.

We need two lemmas first, and their proofs are straight forward.

**Lemma 8.4.** Let \( b_\epsilon, \eta_\epsilon \) and \( \psi_\epsilon \) be maps from \( \mathbb{R}^{2,1} \times \Omega \) to \( gl(n, \mathbb{C}) \), where \( \Omega \) is an open subset of 0 in \( \mathbb{C} \). Suppose \( b_\epsilon = \sum_{j=0}^{\infty} c_j \epsilon^j \), \( \psi_\epsilon = \sum_{j=0}^{k} P_j \epsilon^{-j} \), and \( \eta_\epsilon = \psi_\epsilon(b_\epsilon) \). If \( \psi_\epsilon(b_\epsilon) \) is smooth at \( \epsilon = 0 \), i.e., \( \sum_{j-i=m} P_j \epsilon_i = 0 \) for all \( m > 0 \), then

1. \( \eta := \lim_{\epsilon \to 0} \eta_\epsilon = \sum_{j=0}^{k} P_j c_j \),
2. \( \left\{ \begin{array}{l}
z\eta_x - \eta_u = \lim_{\epsilon \to 0}(z + \epsilon)(\eta_\epsilon)_x - (\eta_\epsilon)_u, \\
\eta_v - \eta_x = \lim_{\epsilon \to 0}(z + \epsilon)(\eta_\epsilon)_v - (\eta_\epsilon)_x.
\end{array} \right. \)
Lemma 8.5. Let \( w_\epsilon = x + (z + \epsilon)u + (z + \epsilon)^{-1}v \), and \( b_\epsilon = \sum_{j=0}^{b_\epsilon} e^j a_{ij}(w_\epsilon) \) for \( i = 1, 2 \). Let \( \phi \) be an extended Ward map, and \( f_1, f_2 \) meromorphic functions from \( \mathbb{C} \) to \( \mathbb{C} \). If \( \lim_{\epsilon \to 0} \phi(z + \epsilon)(b_\epsilon) = \eta \) exists for \( i = 1, 2 \), then
\[
\lim_{\epsilon \to 0} \phi(z + \epsilon)(f_1(w_\epsilon)b_1 + f_2(w_\epsilon)b_2) = f_1\eta_1 + f_2\eta_2.
\]
Proof. The Lemma follows from
\[
\phi(z + \epsilon)(f_1(w_\epsilon)b_1 + f_2(w_\epsilon)b_2) = f_1(w_\epsilon)\phi(z + \epsilon)(b_1) + f_2(w_\epsilon)\phi(z + \epsilon)(b_2)
\rightarrow f_1(w)\eta_1 + f_2(w)\eta_2 \quad \text{as} \quad \epsilon \to 0.
\]

Theorem 8.6. Let \( \phi_k \) be an extended Ward soliton with pole data \((z, k)\), and
\[
A_k = (\lambda(\phi_k)_x - (\phi_k)_u)\phi_k^{-1}, \quad B_k = (\lambda(\phi_k)_v - (\phi_k)_x)\phi_k^{-1}.
\]
Then
1. \( \phi_k \) can be constructed using algebraic BT and the limiting method given in section 5,
2. we can use algebraic BT and the limiting method to construct a fundamental solution \( \eta \) of (8.6) with \( A = A_k, B = B_k \) and the entries of \( \eta \) are rational functions in \( x, y \) and \( t \).

Proof. We prove the Theorem by induction on \( k \). For \( k = 1, (1) \) is obvious. For (2), we first choose \( \mathbb{C}^n \)-valued rational maps \( b_{n+1}, \ldots, b_n \) such that \( \pi_1^+(b_n), \ldots, \pi_1^+(b_n) \) span \( \text{Im} \pi_1^+ \), where \( n_1 = \text{rk}(\pi_1) \). Let
\[
u_{j,\epsilon} = g_{z, \pi_1}(z + \epsilon)(\epsilon b_j(w_\epsilon)).
\]
When \( |\epsilon| > 0 \) is small, \( g_{z, \pi_1} \) is holomorphic and non-degenerate at \( \lambda = z + \epsilon \). Hence by Proposition 8.3, we have
\[
\begin{align*}
(z + \epsilon)(u_{j,\epsilon})_x - (u_{j,\epsilon})_u - A_1 u_{j,\epsilon} &= 0, \\
(z + \epsilon)(u_{j,\epsilon})_v - (u_{j,\epsilon})_v - B_1 u_{j,\epsilon} &= 0.
\end{align*}
\]
A direct computation implies that
\[
u_{j,\epsilon} = \lim_{\epsilon \to 0} (z + \epsilon)(\pi_1^+(b_j(w))).
\]
As \( \epsilon \to 0 \), Lemma 8.4 implies that \( u_j \) satisfies
\[
\begin{align*}
z(u_j)_x - (u_j)_u - A_1 u_j &= 0, \\
z(u_j)_v - (u_j)_v - B_1 u_j &= 0,
\end{align*}
\]
for \( n_1 + 1 \leq j \leq n \). So \( u_{n_1+1}, \ldots, u_n \) are rational maps in \( x, y, t \) and are linearly independent solutions of (8.6) with \( A = A_1 \) and \( B = B_1 \).

We claim that by choosing a sequence of rational functions carefully, we can construct the rest linearly independent solutions of (8.6). Let \( a_1, \ldots, a_{n_1} \) be \( \mathbb{C}^n \)-valued rational maps that span \( \text{Im} \pi_1 \) except at finitely many points. Use formulas in section 5 to get
\[
g_{z, \pi_1}(z + \epsilon)(a_j(w_\epsilon)) = (1 + \frac{z - \bar{z}}{\epsilon} \pi_1^+)(a_j(w) + (u - z^{-2}v)a_j'(w)\epsilon + O(\epsilon^2)).
\]
So
\[ \eta_j := \lim_{\epsilon \to 0} g_{z, \pi_1}(z + \epsilon)(a_j(w_\epsilon)) = a_j(w) + (z - \bar{z})(u - z^{-2}v)\pi^1_{A}(a_j'(w)) \]
is rational in \(x, y, t\). By Proposition 8.3 and Lemma 8.4, \(\eta_j\) is a solution of (8.6) with \(A = A_1\) and \(B = B_1\). Because \(u_\alpha\) with \(n_1 + 1 \leq \alpha \leq n\) span \(\text{Im} \pi^1_{A}\) and \(\pi_1(\eta_1), \ldots, \pi_1(\eta_{n_1})\) span \(\text{Im} \pi_1\), \(\{\eta_1, \ldots, \eta_{n_1}, u_{n_1+1}, \ldots, u_n\}\) form a fundamental solution of (8.6). We have proved that the entries of \(\eta_j\) and \(u_j\) are rational in \(x, y, t\). This proves the claim and the Theorem for \(k = 1\).

Suppose the Theorem is true for \(k\). We want to prove that (1) holds for \(k + 1\). We may assume that
\[ \phi_{k+1} = g_{z, \pi_{k+1}} \cdots g_{z, \pi_1} \]
is the minimal factorization. Let \(n_j = \text{rk}(\pi_j)\). By Theorem 8.1, \(\phi_k = g_{z, \pi_k} \cdots g_{z, \pi_1}\) is also an extended solution and is a minimal factorization. By induction hypothesis, we can construct a fundamental solution \(\eta = (\eta_1, \ldots, \eta_n)\) rational in \(x, y, t\) for (8.6) with \(A = A_k\) and \(B = B_k\). Since \(\phi_k\) and \(g_{z, \pi_{k+1}}\phi_k\) are extended solutions, by Proposition 7.1, \(\pi_{k+1}\) is a solution of (7.2). By Proposition 7.4, there exist maps \(\xi_1, \ldots, \xi_{n_{k+1}}\) of pole type that span \(\text{Im} \pi_{k+1}\) and satisfy (8.6) with \(A = A_k\) and \(B = B_k\). But \(\eta\) is a fundamental solution of (8.6) over the field \(\mathcal{R}(S^2)\). So there exists a rational map \(h = (h_{ij})\) from \(\mathbb{C}\) to \(\mathcal{M}^{n_{k+1} \times n_{k+1}}(\mathbb{C})\) such that \(\xi_j = \sum_{i=1}^{n_{k+1}} h_{ij} \eta_i\) for \(1 \leq j \leq n_{k+1}\). By induction hypothesis, each \(\eta_i\) is constructed by the limiting method. It follows from Lemma 8.5 that \(\xi_j\) can be constructed by the limiting method. This proves (1) for \(k + 1\).

To prove (2), let \(g = g_{z, \pi_{k+1}}\). Note that \(\phi_{k+1} = g_{\phi_k}\) implies
\[ L_\lambda(g)g^{-1} +gL_\lambda(\phi_k)\phi_k^{-1}g^{-1} = A_{k+1}, \]
where \(L_\lambda(\xi) = \lambda \xi_x - \xi_{ut}\). But \(L_\lambda(\phi_k)\phi_k^{-1} = A_k\). So we have
\[ L_\lambda(g) + gA_k = A_{k+1}g. \]
Equate the residue of the above equation at \(\lambda = z\) to get
\[ L_z(\pi_{k+1}) + \pi_{k+1}A_k = A_{k+1}\pi_{k+1}. \tag{8.13} \]
We have \(L_z(\eta) = A_k\eta\). Set \(W = \pi_{k+1}^1\eta\), where \(\eta\) is a fundamental solution of (8.6) for \(\phi_k\). We want to show that \(W\) satisfies (8.6) with \(A = A_{k+1}\) and \(B = B_{k+1}\). To see this, we compute
\[ L_z W - A_{k+1}W = L_z(\pi_{k+1}) - A_{k+1}\pi_{k+1}\eta \]
\[ = L_z(\pi_{k+1}) + \pi_{k+1}L_z(\eta) - A_{k+1}\pi_{k+1}\eta \]
\[ = (L_z(\pi_{k+1}) + \pi_{k+1}A_k - A_{k+1}\pi_{k+1})\eta, \]
which is zero by (8.13). Similar argument implies that \(zW_v - W_x - B_{k+1}W = 0\). This proves the claim. We may assume that the columns \(\zeta_1, \ldots, \zeta_{n-k_{k+1}}\) of \(W\) are linearly independent. So these columns are linearly independent solutions of (8.6) with \(A = A_{k+1}\) and \(B = B_{k+1}\). Since \(\pi_{k+1}\) is constructed by limiting method, so are the \(\zeta_j\)’s. It remains to construct \(n_{k+1}\) other
linearly independent solutions of (8.6). We have proved (1) for $k + 1$. So there exist

$$b_{j,\epsilon} = \sum_{i=0}^{k} \epsilon^i a_{ji}(w_{\epsilon})$$

with rational maps $a_{ji}$ from $\mathbb{C}$ to $\mathbb{C}^n$ so that

$$\phi_{k}(z + \epsilon)(b_{j,\epsilon}) = \xi_j + \epsilon y_j + O(\epsilon^2),$$

and $\xi_1, \ldots, \xi_{n_k+1}$ span $\text{Im}\pi_{k+1}$. The limit of

$$\phi_{k+1}(z + \epsilon)(b_{j,\epsilon}) = (I + \frac{z - \bar{z}}{\epsilon} \pi_{k+1}^\perp)(\xi_j + \epsilon y_j + O(\epsilon^2))$$

as $\epsilon \to 0$ is

$$\eta_j = \xi_j + (z - \bar{z})\pi_{k+1}^\perp(y_j), \quad 1 \leq j \leq n_{k+1}.$$

By Lemma 8.4, these $\eta_j$'s are solutions of (8.6). So

$$\eta_1, \ldots, \eta_{n_{k+1}}, \xi_1, \ldots, \xi_{n-n_{k+1}}$$

form a fundamental solution of (8.6) with $A = A_{k+1}$ and $B = B_{k+1}$. The above arguments also prove that all entries of $\eta_i$ and $\zeta_j$ are rational in $x, y$ and $t$. This completes the proof of the Theorem. □

As a consequence of Proposition 6.7 and Theorem 8.6, we have

**Corollary 8.7.** All Ward solitons can be constructed by algebraic Bäcklund transformations, the limiting method and generalized Bäcklund transformations in sections 3, 5 and 6. Moreover, the entries of Ward solitons are rational functions in $x, y$ and $t$.

9. **AN EXPLICIT CONSTRUCTION OF UNITONS**

We have proved in the last section that all Ward solitons of pole type $(i, k)$ can be constructed by the limiting method of section 5. Since $U(n)$-unitons are stationary Ward solitons with pole type $(i, k)$ for some $k < n$, we can use our method to construct unitons. In this section, we write down the conditions on the sequence of rational maps so that the limiting Ward solitons are independent of $t$. We then give explicit formulas for unitons arising from finite sequence of $\mathbb{C}^n$-valued rational maps. We note that Wood [15] and Burstall-Guest [4] also gave algorithms to construct unitons. Our construction is somewhat different from theirs.

It is proved by Uhlenbeck that every $k$-uniton has a unique extended solution of the form $\phi_k = g_{i,\pi_k} \cdots g_{i,\pi_1}$ with the property that the span of

$$\{\pi_{i-1} \cdots \pi_1(w) \mid w \in S^2\}$$

is $\mathbb{C}^n$ for each $1 \leq i \leq k$. Moreover, $\text{rk}\pi_1 > \text{rk}\pi_2 > \cdots > \text{rk}\pi_k$. We will prove later that minimal factorizations and explicit constructions also give the same condition on the ranks of projections. But the condition we have on the $\pi_i'$s is $\text{Im}\pi_{i+1} \cap \text{Im}\pi_i^\perp = 0$ for all $1 \leq i \leq k - 1$. 
We use the same notation as in section 5, and assume that the pole \( z = i \).
Let \( a_0, a_1, \ldots \) be a sequence of \( \mathbb{C}^n \)-valued meromorphic functions on \( S^2 \),
\[
w_\epsilon = x + (i + \epsilon)u + (i + \epsilon)^{-1}v, \quad w = x + iy,
\]
\[
b_{j,\epsilon} = a_0(w_\epsilon) + \epsilon a_1(w_\epsilon) + \cdots + \epsilon^j a_j(w_\epsilon),
\]
\[
= c_0 + c_1 \epsilon + \cdots + c_j \epsilon^j + O(\epsilon^{j+1}),
\]
where \( c_j \)'s are defined by (5.3) with \( z = i \). So
\[
c_0 = a_0(w),
\]
\[
c_1 = ta'_0(w) + a_1(w),
\]
\[
c_2 = \frac{t^2}{2} a''_0(w) + iv a_0(w) + ta'_1(w) + a_2(w),
\]
\[
c_3 = \frac{t^3}{3!} a'''_0(w) + ivta''_0(w) - va'_0(w) + \frac{t^2}{2} a''_1(w) + iv a'_1(w) + ta'_2(w) + a_3(w),
\]
\[
c_4 = \frac{t^4}{4!} a^{(4)}_0(w) + \frac{i}{2} vt^2 a'''_0(w) - \frac{a''_0(w)}{2} (v^2 + 2vt) - iv a'_0(w) + \frac{t^3}{3!} a''''_1(w) + ivta''_1(w) - va'_1(w) + \frac{t^2}{2} a''_2(w) + iv a'_2(w) + ta'_3(w) + a_4(w),
\]
\[
\cdots
\]
We want to write down the conditions that the limiting Ward soliton is independent of \( t \). Suppose
\[
\phi_k = g_{i,\pi_k} g_{i,\pi_{k-1}} \cdots g_{i,\pi_1}
\]
is a minimal factorization and is an extended Ward \( k \)-soliton obtained by the limiting method of section 5. Let \( V_j = \text{Im} \pi_j \), and
\[
P_{ji} = \sum_{j \geq k_i \cdots \geq k_1 \geq 1} \pi_{k_i}^+ \cdots \pi_{k_1}^+,
\]
\[
P_{j,0} = \mathds{1}.
\]
Use the computation of section 5 to conclude that:

1. If \( \text{rk} \pi_2 = 1 \), then \( \phi_2 \) is independent of \( t \) if and only if
   \[
a_0, a'_1 \in V_1, \quad v_2 = a_0 + 2i \pi_1^+(a_1).
   \]

2. If \( \text{rk} \pi_3 = 1 \), then \( \phi_3 \) is independent of \( t \) if and only if
   \[
v_3 = v_2 + 2i \pi_2^+(c_1 + 2i \pi_1^+(c_2))
   \]
is independent of $t$. So the coefficients of $t, t^2$ must be zero, which gives

$$\begin{align*}
\pi_2^+ \pi_1^-(a_0'') &= 0, \\
\pi_2^+ (a_0' + 2i \pi_1^+(\frac{1}{2}a_0' + a_1')) &= 0.
\end{align*}$$

Since $\phi_2$ is the minimal factorization, by Proposition 4.8 (2), the first equation implies that $a_0'' \in V_1$. We have $a_0' \in V_1$. So the condition for $\phi_3$ to be independent of $t$ is

$$\begin{align*}
a_0, a'_0, a''_0 &\in V_1, \\
a_0 + 2i \pi_1^+(a_1), a'_0 + 2i \pi_1^+(a'_1) &\in V_2,
\end{align*}$$

and

$$v_3 = a_0 + 2i(\pi_1^+ + \pi_2^+)(a_1) + (2i)^2 \pi_2^+ \pi_1^+(a_2).$$

(3) If $\text{rk} \pi_4 = 1$, then $\phi_4$ is independent of $t$ if and only if all coefficients of $t, t^2, t^3$ in

$$v_4 = v_3 + 2i \pi_3^+(c_1) + (2i)^2 (\pi_3^+ \pi_1^+ + \pi_3^+ \pi_2^+) (c_2) + (2i)^3 \pi_3^+ \pi_2^+ \pi_1^+ (c_3)$$

are zero. So we get

$$\begin{align*}
a_0, a'_0, a''_0 &\in V_1, \\
 a_0(i) + 2i \pi_1^+(a_1(i)) &\in V_2, \\
 a_0(i) + 2i (\pi_1^+ + \pi_2^+) (a_1(i)) + (2i)^2 \pi_2^+ \pi_1^+(a_2(i)) &\in V_3, 
\end{align*}$$

for $0 \leq i \leq 2$ and

$$v_4 = a_0 + (2i)P_{31}(a_1) + (2i)^2 P_{32}(a_2) + (2i)^3 P_{33}(a_3).$$

(4) By induction, if $\text{rk} \pi_k = 1$, then $\phi_k$ is independent of $t$ if and only if

$$\begin{align*}
a_0, \ldots, a_0^{(k-1)} &\in V_1, \\
v_2, D^{(1)} v_2, \ldots, D^{(k-2)} v_2 &\in V_2, \\
 &\vdots \\
v_{k-1}, D^{(1)} v_{k-1} &\in V_{k-1},
\end{align*}$$

where

$$D^{(i)} v_{\ell} = \sum_{j=0}^{\ell-1} (2i)^j P_{\ell-1,j}(a_j^{(i)}),$$

and $a^{(i)} = \frac{da}{dw^i}$. Thus

$$v_k = \sum_{j=0}^{k-1} (2i)^j P_{k-1,j}(a_j).$$

The computation for the case when $\text{rk} \pi_k \geq 2$ is similar. In fact, we get
Theorem 9.1. Suppose $\phi_k$ is an extended uniton and $\phi_k = g_{i,\pi_k} \cdots g_{i,\pi_1}$ is a minimal factorization. Let $m_i = \text{rk}\pi_i$, and

$$P_{m,j} = \sum_{m \geq i_1 > \cdots > i_j \geq 1} \pi_{i_1}^* \cdots \pi_{i_j}^*$$

for $1 \leq m \leq k$. Then there exists a partition $(r_1, \ldots, r_s)$ of $m_k$, (i.e., $r_j > 0$ and $\sum_{j=1}^s r_j = m_k$) and $\mathbb{C}^n$-valued rational maps $a_{i,0}, \ldots, a_{i,k-1}$ for $1 \leq i \leq s$ such that

1. $a_{i,0}^{(j)} \in \text{Im}\pi_1$ for all $0 \leq j_i \leq r_i + k - 2$,
2. $D^{(j)} v_{i,p} \in \text{Im}\pi_p$ for all $0 \leq j_i \leq r_i + k - p - 1$ and $1 \leq p \leq k - 1$,
3. $\{v_{ik}, D^{(1)} v_{ik}, \ldots, D^{(r_i-1)} v_{ik} \mid 1 \leq i \leq s\}$ spans $\text{Im}\pi_k$ and $D^{(r_i)} v_{ik} \notin \text{Im}\pi_k$,

where

$$v_{im} = \sum_{j=0}^{m-1} (2i)^j P_{m-1,j}(a_{i,j}), \quad D^{(\ell)} v_{im} = \sum_{j=0}^{m-1} (2i)^j P_{m-1,j} a_{i,j}^{(\ell)}.$$

Let $\phi_k = g_{i,\pi_k} \cdots g_{i,\pi_1}$ be a minimal factorization and an extended uniton. $(m_1, \ldots, m_k)$ is called the rank data of $\phi_k$, where $m_j = \text{rk}(\pi_j)$. By Proposition 4.8, $m_1 \geq \cdots \geq m_k$. We will prove below that $m_i$ are strictly decreasing. To do this, we first note that we may assume $V_{11} = \text{Im}\pi_1 \cap \mathbb{C}^n = 0$, where $\mathbb{C}^n$ means constant maps from $S^2$ to $\mathbb{C}^n$. If not, then $g_{i,\pi_1} = \lambda g_{i,\pi_1} \frac{1}{\lambda}$, where $\pi_1$ and $\pi_2$ are projections onto $V_{11} \cap \text{Im}\pi_1$ and $V_{11}$ respectively. Since $\pi_2$ is a constant projection, the harmonic maps corresponding to $\phi_k$ and to $g_{i,\pi_k} \cdots g_{i,\pi_2} g_{i,\pi_1}$ are only differed by the left multiplication of a constant element in $U(n)$. So we may assume that $V_{11} = 0$.

Proposition 9.2. Under the same assumption as in Theorem 9.1, if $\text{Im}\pi_1 \cap \mathbb{C}^n = 0$, then $m_1 > \cdots > m_k$.

Proof. It follows from Proposition 4.8 that $m_1 \geq m_2 \geq \cdots \geq m_k$. We prove the Proposition by induction on $k$. For $k = 2$, if the Proposition is not true, then $m_1 = m_2$. By Theorem 9.1, there exists a partition $(r_1, \ldots, r_s)$ of $m_2$ and $\mathbb{C}^n$-valued rational maps $a_{i,0}, a_{i,1}$ for $1 \leq i \leq s$ so that

(i) $a_{i,0}^{(j)} \in \text{Im}\pi_1$ for $0 \leq j_i \leq r_i$,
(ii) $\{D^{(j)} v_{i,2} \mid 1 \leq i \leq s, 0 \leq j_i \leq r_i - 1\}$ spans $\text{Im}\pi_2$ a.e., where

$$v_{i,2} = a_{i,0} + 2i\pi_1^*(a_{i,1}), \quad D^{(\ell)} v_{i,2} = a_{i,0}^{(\ell)} + 2i\pi_1^*(a_{i,1}^{(\ell)}),$$

(iii) $D^{(r_i)} v_{i,2} \notin \text{Im}\pi_2$.

The definition of minimal factorization implies $\text{Im}\pi_1^* \cap \text{Im}\pi_2 = 0$. So the rank of $\{a^{(j)}_{i,0} \mid 1 \leq i \leq s, 0 \leq j_i \leq r_i - 1\}$ is $m_2$, which is equal to $m_1 = \text{rk}\pi_1$.

But $D^{(r_i-1)} v_{i,2} \in \text{Im}\pi_2$ implies that $a_{i,0}^{(r_i)} \in \text{Im}\pi_1$. It follows from a direct computation that $\partial_w V = hV$ for some meromorphic function $h$, where

$$V = a_{1,0} \wedge \cdots \wedge a_{1,0}^{(r_1-1)} \wedge \cdots \wedge a_{s,0} \wedge \cdots \wedge a_{s,0}^{(r_s-1)}.$$
Define
\[ f(w) = \exp(- \int h(w)dw) \]
locally. Then \( \partial_w(fV) = 0 \). But \( fV \) is meromorphic. Hence \( fV \) is locally constant, which implies that \( \pi_1 \) is a constant Hermitian projection. Thus \( \text{Im} \pi_1 \subset \mathbb{C}^n \). In particular, \( \text{Im} \pi_1 \cap \mathbb{C}^n \neq 0 \), a contradiction. So \( m_1 > m_2 \).

Suppose the Proposition is true for \( k \), and
\[ \phi_{k+1} = g_{i_1, \pi_{k+1}} \cdots g_{i_1, \pi_1} \]
satisfies the assumption of the Proposition. It follows from Theorem 8.1 that
\[ \phi_k = g_{i_1, \pi_k} \cdots g_{i_1, \pi_1} \]
is also an extended unitor. It is easy to check that \( \phi_k \) also satisfies the conditions of the Proposition. So by the induction hypothesis, \( m_1 > \cdots > m_k \). We already have \( m_k \geq m_{k+1} \) by Proposition 4.8. We will show that \( m_k = m_{k+1} \) gives a contradiction next. By Theorem 9.1, there exist a partition \( (r_1, \ldots, r_s) \) of \( m_{k+1} \) and \( a_{i,j} \)'s so that \( \{D^{(j)}v_{i,k+1} \mid 1 \leq i \leq s, 0 \leq j \leq r_i - 1 \} \) form a basis of \( \text{Im} \pi_{k+1} \). Use
\[ P_{k,j} = P_{k-1,j} + \pi_k^\perp P_{k-1,j-1} \]
to see that \( D^{(j)}v_{i,k+1} = D^{(j)}v_{i,k} + \xi_{i,k,\ell} \) for some \( \xi_{i,k,\ell} \) in \( \text{Im} \pi_k^\perp \). Since \( \text{Im} \pi_{k+1} \cap \text{Im} \pi_k^\perp = 0 \),
\[ \{D^{(j)}v_{i,k} \mid 1 \leq i \leq s, 0 \leq j \leq r_i - 1 \} \]
has rank \( m_{k+1} \), which is equal to \( m_k \). But \( D^{(r_i-1)}v_{i,k+1} \in \text{Im} \pi_{k+1} \) implies that \( D^{(r_i)}v_{i,k+1} \in \text{Im} \pi_k \). Induction hypothesis says that this can not happen, a contradiction.

We give some examples to demonstrate how to write down unitons from rational maps.

**Example 9.3.** An extended 4-uniton \( \phi_4 = g_{i_1, \pi_4} \cdots g_{i_1, \pi_1} \) in \( U(5) \) with rank data \( (4,3,2,1) \) is given by \( \mathbb{C}^5 \)-valued rational maps \( a_0, a_1, a_2, a_3 \) such that
\begin{enumerate}
\item \( \text{Im} \pi_1 \) is spanned by \( a_0, \ldots, a_0^{(3)} \),
\item \( \text{Im} \pi_2 \) is spanned by \( a_0^{(j)} + 2i\pi_1^\perp a_1^{(j)} \) with \( 0 \leq j \leq 2 \),
\item \( \text{Im} \pi_3 \) is spanned by \( a_0^{(j)} + 2iP_{21}(a_1^{(j)}) + (2i)^2P_{22}(a_2^{(j)}) \) with \( j = 0, 1 \),
\item \( \text{Im} \pi_4 \) is spanned by \( \psi_4 \) defined by (9.3).
\end{enumerate}

Note that \( a_0 \) should be chosen so that \( a_0, a_0', \ldots, a_0^{(4)} \) are linearly independent a.e., otherwise \( \pi_1 \) is constant and contradicts \( \text{Im} \pi_1 \cap \mathbb{C}^n = 0 \).

**Example 9.4.** A 3-uniton \( \phi_3 = g_{i_1, \pi_3}g_{i_2, \pi_2}g_{i_1, \pi_1} \) in \( U(5) \) with rank data \( (4,2,1) \) is given by \( \mathbb{C}^5 \)-valued rational maps \( a_0, b_0, a_1, a_2 \)
\begin{enumerate}
\item \( \text{Im} \pi_1 \) is spanned by \( a_0, a_0', a_0'', b_0, a_0' + 2i\pi_1^\perp(a_1) \),
\item \( \text{Im} \pi_2 \) is spanned by \( a_0 + 2i\pi_1^\perp(a_1) \),
\item \( \text{Im} \pi_3 \) is spanned by \( \sum_{j=0}^2(2i)^jP_{2j}(a_j) \).
\end{enumerate}
Example 9.5. 3-unitons in $U(6)$ with rank data $(5,3,1)$.

**Case 1.** Choose $\mathbb{C}^6$-valued rational maps $a_0, a_1, a_2, b_0, b_1$ on $\mathbb{C}$ such that

1. $a_0, a'_0, a''_0, b_0, b'_0$ are linearly independent a.e., and their span intersects the space $\mathbb{C}^n$ of constant maps from $\mathbb{C}$ to $\mathbb{C}^n$ only at 0,
2. $v_2 = a_0 + 2i\pi^\perp_1(a_1)$, $D^{(1)}v_2 = a'_0 + 2i\pi^\perp_1(a'_1)$, $\hat{v}_2 = b_0 + 2i\pi^\perp_1(b_1)$ are linearly independent a.e.,
3. $v_3 = a_0 + 2iP_{21}(a_1) + (2i)^2 P_{22}(a_2)$ is not zero a.e..

Let $\pi_1, \pi_2,$ and $\pi_3$ be the projections of $\mathbb{C}^6$ onto the span of $a_0, a'_0, a''_0, b_0, b'_0$, the span of $v_2, D^{(1)}v_2, \hat{v}_2$, and $\mathbb{C}v_3$ respectively. Then $\phi_3 = g_i, \pi_3 g_i, \pi_2 g_i, \pi_1$ is an extended solution of a 3-uniton.

**Case 2.** Choose $\mathbb{C}^6$-valued rational maps $a_0, b_0, a_1, a_2$ on $\mathbb{C}$ such that

1. $\text{Im}\pi_1$ is spanned by $a_0, a'_0, a''_0, a'''_0, b_0$,
2. $\text{Im}\pi_2$ is spanned by $a_0 + 2i\pi^\perp_1(a_1), a'_0 + 2i\pi^\perp_1(a'_1), a''_0 + 2i\pi^\perp_1(a''_1)$,
3. $\text{Im}\pi_3$ is spanned by $f_0 v_3 + f_1 D^{(1)}v_3$, where $v_3 = \sum_{j=0}^2 (2i)^j P_{2j}(a_j)$, $D^{(1)}v_3 = \sum_{j=0}^2 (2i)^j P_{2j}(a'_j)$, and $f_0, f_1 : \mathbb{C} \to \mathbb{C}$ are rational functions.

These two cases give all 3-unitons in $U(6)$ with rank data $(5,3,1)$. 
10. Wave profiles of multi-solitons

We give the wave profiles of some $k$-solitons by showing the graphs of their energy densities $E(x,y,t_i)$ suitably scaled for a sequence of increasing times $t_i$. Each Figure shows the graph of $z = sE(x,y,t_i)$ over the domain $\{(x,y) \mid |x| \leq r, |y| \leq r\}$. The values of $r, s$ are given under each Figure. Since most poles are chosen so that the corresponding solitons are moving from right to left, we show the profile from right to left as time increases.

A soliton whose extended solution has pole data $(z_1, \ldots, z_r, n_1, \ldots, n_r)$ is the interaction of $r$-solitons interact but separate when $|t|$ is large. This is very similar to the behavior of soliton equation in one space and one time variables. But it is difficult to predict how the dynamics of solitons with pole data $(z, k)$ depend on the choice of $k$ rational functions.

![Figure 1: 1-solitons, $r = 6, s = 0.05$.](image)

Figure 1(a) and 1(b) are the profiles of 1-solitons at $t = 0$, whose extended solutions are $g_{i,\pi_1}$ and $g_{1+i,\pi_2}$ respectively. Here $\pi_1$ and $\pi_2$ are the projections of $\mathbb{C}^2$ onto $\mathbb{C}(1,2w)^T$ and onto $\mathbb{C}(1,2w + w^3)^T$ respectively. Note that $w$ depends on the pole location of the simple element $g_{z,\pi}$, i.e. $w = x + zu + z^{-1}v = x + \frac{z^2 - 1}{2}y + \frac{z^2 + 1}{2}t$. The travelling velocity of the corresponding 1-soliton depends on the pole $z = re^{i\theta}$ given by (2.5). The 1-soliton given in 1(a) is stationary. The 1-soliton given in 1(b) is the travelling wave in the direction $(-1, -\frac{1}{2})^T$ as shown in Figure 2 below.

![Figure 2: 1-soliton with a pole at $1 + i$, $r = 6, s = 0.05$.](image)
Figure 3 below is the wave profiles of the 2-soliton whose extended solution is $g_{1+i, \pi_2} \ast g_{i, \pi_1}$, where $\pi_1$ and $\pi_2$ are as in Figure 1. This represents the interaction of the two 1-solitons given by $g_{i, \pi_1}$ (the small single lump in the middle) and $g_{1+i, \pi_2}$ (the travelling three lumps in the right). When $t < -4$, the two 1-solitons are separate, they interact when $|t| \leq 4$, and then separate again when $t > 4$, but a phase shift occurs.

**Figure 3**: 2-solitons with poles at $i, i + 1$, $r = 6, s = 0.05$

Figures 4 and 5 demonstrate the limiting method by showing the wave profiles of 2-solitons whose extended solutions are $g_{\epsilon+i, \pi_\epsilon} \ast g_{i, \pi_1}$, where $\pi_1$ and $\pi_\epsilon$ are projections of $\mathbb{C}^2$ onto $v_1 = (1, 2w)^T$ and $v_2 = (1, 2w + \epsilon w^3)^T$ respectively. Figure 3 is the 2-soliton with $\epsilon = 1$. When $0 < \epsilon < 0.5$, the profile of the 1-soliton given by $g_{\epsilon+i, \pi_\epsilon}$ has three lumps on a line with equal distance $d(\epsilon)$ apart. As $\epsilon$ becomes smaller, the distance $d(\epsilon)$ becomes bigger. For example, $d(0.1) \approx 4.5$ and $d(0.001) \approx 60$. However, when $\epsilon$ is small, the 2-soliton given by $g_{1+i, \pi_\epsilon} \ast g_{i, \pi_1}$ does not keep the profile of 1-solitons given by $g_{i, \pi_1}$ and $g_{\epsilon+i, \pi_\epsilon}$. 
Figure 4 ($\epsilon = 0.1$) is the 2-soliton with extended solution $g_{i+0.1,\pi_0,1} * g_{i,\pi_1}$, where $\pi_1$ is the projection onto $\mathbb{C}(1,2w)^T$ and $\pi_2$ the projection onto $\mathbb{C}(1,2w + 0.1w^3)^T$. When $t < -20$, the three lumps behave like travelling waves. When $t \in [-20,20]$, the three lumps move to the middle to form a single lump, then separate and move out again. When $t > 20$, the three lumps travel along three straight lines and behave like travelling waves. The smaller lump moves faster, and the two taller lumps move at the same speed when $|t|$ is large.
Figure 5 is the 2-soliton with extended solution $g_{0.0001+i,\pi_0.0001} \ast g_{i,\pi_1}$, where $\pi_1$ and $\pi_2$ are the projections onto $\mathbb{C}(1,2w)^T$ and $\mathbb{C}(1,2w + 0.0001w^3)^T$ respectively. The three lumps move to the middle to form a single lump, then separate to three lumps and move out, but make a $\frac{\pi}{3}$ turn. This is essentially the limiting 2-soliton with a double pole at $i$ constructed using $a_0 = 2w$, $a_1 = w^3$ in section 5.

Figure 5: 2-soliton with poles at $i, i + 0.001$, $r = 6$, $s = 0.05$
Figure 6 is the 2-soliton constructed by the limiting method of section 5 with the double pole at $1 + i$ and $a_0 = 2w$, $a_1 = w^3$. It is like the travelling wave of the 2-soliton with a double pole at $i$ with the same $a_0, a_1$ shown in Figure 5.

Figure 6: 2-soliton with a double pole at $1 + i$, $r = 6$, $s = 0.1$
Figure 7 is the 3-soliton with a double pole at $i$ and a simple pole at $1+i$ given by $g_{1+i, \pi_3} \ast \psi$, where $\psi$ is the limiting 2-soliton with a double pole at $i$ with $a_0 = w, a_1 = w^3$ constructed in section 5, and $\pi_3$ is the projection onto the linear span of $(1, w^2)^T$. At $t = -8$, the 2-soliton given by $\psi$ is the three tall lumps in the middle, and the 1-soliton is the travelling two lumps on the right. The interaction of the 2-soliton and 1-soliton happens between $t = -5$ and $t = 5$. When $|t| \geq 6$, the two solitons separate as if there had been no interactions, except that a phase shift occurs.

Figure 7: 3-soliton with a double pole at $i$ and a simple pole at $1+i$, $r = 7, s = 0.03$
Figure 8 is the 3-soliton with a triple pole at \( i \) constructed using \( a_0(w) = w, a_1(w) = w^3, a_2(w) = w^5 \) as in section 5. At \( t = -8 \), there are 6 lumps forming a triangular shape. Most interactions occur from \( t = -3 \) to \( t = 3 \), and the triangular shape rotates \( \frac{\pi}{6} \) after interaction. When \( |t| > 8 \), the three lumps at the vertices of the triangle spread out but the three lumps at the midpoints of edges of the triangle do not spread out.

Figure 8: 3-soliton with a triple pole at \( i, r = 4, s = 0.02 \)
Figure 9 is the 4-soliton with extended solution $g_{0.5+0.75i, \pi_4} \ast (g_{1+i, \pi_3} \ast \psi_2)$, where $\psi_2$ is the 2-soliton with a double pole at $i$, $a_0 = w$, $a_1 = w^3$, constructed by the limiting method in section 5, $\pi_3$ and $\pi_4$ are the projections onto $\mathbb{C}(1, 4w^2+1)^T$ and $\mathbb{C}(1, 0.5w^4+1)^T$ respectively. After interaction, the 2-soliton given by $\psi_2$ (the three lumps in the middle) and the two 1-solitons given by $\pi_3$ (two lumps) and $\pi_4$ (4 lumps) behave as if there had been no interaction except a possible phase shift.

Figure 9: 4-soliton with poles $i, i, 1 + i, 0.5 + 0.75i$, $r = 10, s = 0.04$
Figure 10 is the 4-soliton whose extended solution is $\psi_2 \ast \psi_1$, where $\psi_1$ is the limiting extended 2-soliton with a double pole at $i$ with $a_0 = w$, $a_1 = w^3$, and $\psi_2$ is the limiting 2-soliton with a double pole at $1+i$ with $a_0 = w^4$ and $a_1 = w^2 + w + 1$ constructed in section 5. At $t = -9$, the 2-soliton given by $\psi_1$ is the middle three lumps, and the 2-soliton given by $\psi_2$ is the ring with three lumps in the middle on the right. These 2-solitons keep their shape after interaction, but with a phase shift.
Figure 11 is the 4-soliton whose extended solution is $g_{1+i, \pi_4} \ast \psi_3$, where $\psi_3$ is the extended solution of the 3-soliton with a triple pole at $i$ shown in Figure 8 and $\pi_4$ is the projection onto $(1, w^2)^t$. Note the 3-soliton and 1-soliton separate after interaction, and the 1-soliton has a phase shift.
Figure 12 is the 4-soliton with an order 4 pole at \( i, a_0 = w, a_1 = w^5, a_3 = w^4, \) and \( a_4 = w^2, \) constructed by the limiting method of section 5. There are five smaller lumps in the outer ring, five tall lumps in the middle ring, and a well with three lumps in the center ring. After the interaction, the lumps in the two outer ring rotate \( \frac{\pi}{5} \) and the three lumps in the center ring rotate \( \frac{\pi}{3} \).

Figure 12: 4-solitons with a quadruple pole at \( i, r = 4, s = 0.005 \)
The quick time movies of the wave motions given in this section can be seen on http://www.math.neu.edu/~terng/WardSolitonMovies.html.
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