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Abstract. Let D be a finite subset of a commutative ring R with identity.

Let f(x) ∈ R[x] be a polynomial of degree d. For a nonnegative integer k, we

study the number Nf (D, k, b) of k-subsets S in D such that∑
x∈S

f(x) = b.

In this paper, we establish several bounds for the difference betweenNf (D, k, b)

and the expected main term 1
|R|
(|D|
k

)
, depending on the nature of the finite

ring R and f .
For R = Zn, let p = p(n) be the smallest prime divisor of n, |D| = n− c ≥

Cdnp
− 1
d + c and f(x) = adx

d + · · ·+ a0 ∈ Z[x] with (ad, . . . , a1, n) = 1. Then∣∣∣∣Nf (D, k, b)−
1

n

(n− c
k

)∣∣∣∣ ≤ (δ(n)(n− c) + (1− δ(n))(Cdnp
− 1
d + c) + k − 1

k

)
,

answering an open question raised by Stanley [29] in a general setting, where

δ(n) =
∑
i|n,µ(i)=−1

1
i

and Cd = e1.85d. Furthermore, if n is a prime power,

then δ(n) = 1/p and one can take Cd = 4.41.

Similar and stronger bounds are given for two more cases. The first one is
when R = Fq , a q-element finite field of characteristic p and f(x) is genetic.

The second one is essentially the well-known subset sum problem over an

arbitrary finite abelian group. These bounds extend several previous results.

keywords: Polynomial subset sums; Inclusion-exclusion; Character sums; Subset Sum Prob-
lem; Counting problems

MSC: 11T06, 11T24, 05A15, 05A16

1. Introduction

Let D be a subset of a finite commutative ring R with identity. Let f(x) ∈ R[x]
be a polynomial of degree d. Many problems from combinatorics and number theory
are reduced to computing the number Nf (D, k, b), which is defined as the number
of k-subsets S ⊆ D such that ∑

x∈S
f(x) = b.

For example, when R equals Zn, this problem was raised by Stanley [29] (Page 136)
as a natural generalization of counting subsets in Zn.

One of the most important case is when f(x) is linear, say f(x) = x without
loss of generality. The definition of N(D, k, b) := Nx(D, k, b) is then defined for
R = G to be any finite abelian group (no ring structure is used). The problem of
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computing N(D, k, b) is then reduced to the counting version of the k-subset sum
problem (k-SSP) over G.

The decision version of integers k-SSP is a classic NP-complete problem in the-
oretical computer science. It then implies that the counting version of k-SSP is
#P-complete, which might be much harder. In [6] the authors proved that there
is a polynomial time random reduction from the subset sum problem G = Zp to
the classic subset sum problem.

Generally, the k-SSP over general finite abelian group is also an important and
difficult problem in algorithms and complexity. This has been studied extensively
in recent years, especially over finite fields and over the group of rational points on
an elliptic curve over a finite field, because of their important applications in coding
theory and cryptography [5], [33], [35]. One expects that the problem is easier if
|D| is large compared to |G| or D has some algebraic structure. For example, the
dynamic programming algorithm gives a polynomial time algorithm to compute
N(D, k, b) if |D| > |G|ε for some positive constant ε > 0 [11].

When G is an arbitrary finite abelian group, and D = G or D = G∗, an explicit
and efficiently computable formula for N(D, k, b) was given in [25]. Kosters [19]
gave a different and shorter proof by using methods of group rings. In this paper,
we will give a shorter proof.

In particular, when G is Zn, the finite cyclic group of n elements and D = G =
Zn, a result of Ramanathan (1945) gives an explicit formula for N(Zn, k, b) by using
equalities involving Ramanujan’s trigonometric sums. A formula for

∑
kN(D, k, b)

and several generalizations were given by Stanley and Yoder [30], Kitchloo and
Patcher [20].

When G = Z3n, D = Z3n\3Z3n, a formula was given in [22] and used to give
some partial results toward the Borwein Conjecture. Please refer to [1] for the story
on this conjecture.

Furthermore, when G = Zp has prime order and D ⊆ Zp is arbitrary with

|D| � p2/3 is arbitrary, Erdős and Heilbronn proved in [10] that
∑
kN(D, k, b) =

2p

p (1 + o(1)) when p tends to infinity.

When G is the group of rational points on an elliptical curve over a finite field,
D is arbitrary in G with |D| ≥ 2

3 |G|, a good asymptotic formula for N(D, k, b) is
given by using the sieving argument developed in [25]. For this concrete example
we refer to [26]. When G is the additive group of a finite field Fq and |G| − |D| is
bounded by a constant, an explicit formula for N(D, k, b) was given in [23].

In Theorem 1.1, we obtain a general bound for the k-subset sum problem over G,
which significantly generalizes previous results which assumed D to be very close
to G. This will be explained shortly later for the case G = Zp.

Theorem 1.1. Let G be a finite abelian group of order |G|. Let D ⊆ G with
|D| = |G| − c ≥ c. Let N(D, k, b) be the number of k-subsets in D which sums to b.
Then∣∣∣∣N(D, k, b)− 1

|G|

(
|G| − c
k

)∣∣∣∣ ≤ (c+ (|G| − 2c)(
∑
i|e(G),µ(i)=−1

1
i ) + k − 1

k

)
,

where e(G) is the exponent of G, which is defined as the maximal order of a nonzero
element in G.
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In order for this bound to be non-trivial, at least k and c need to satisfy

|G| − c > (|G| − 2c)(
∑

i|e(G),µ(i)=−1

1

i
) + k + c.

Corollary 1.2. Let G be a finite elementary abelian p-group (thus e(G) = p).
Then, ∣∣∣∣N(D, k, b)− 1

|G|

(
|G| − c
k

)∣∣∣∣ ≤ ( (|G|−2c)
p + c+ k − 1

k

)
.

In the case |G| = p, to obtain a non-trivial estimate, one needs to solve

p− c > (p− 2c)

p
+ k + c.

Asymptotically, for smaller k, we could take c approaching p/2.
Let us turn to the cases of general f(x). Few results are known for the number

Nf (D, k, b) when f(x) is a polynomial of higher degree. In the simplest case that
f(x) is a monomial xd, R is the prime field Fp and D = F∗p, it was first proved by
Odlyzko-Stanley [28] that∣∣∣∣Nxd(F∗p, b)−

2p−1

p

∣∣∣∣ ≤ eO(d
√
p log p),

where Nxd(F∗p, b) =
∑p−1
k=0Nxd(F∗p, k, b). Here Nxd(F∗p, 0, b) equals 1 or 0 depending

on whether b equals 0.
For a general finite field R = Fq of q = pt elements, Zhu and Wan [34] proved

the following more precise result:∣∣∣∣Nxd(F∗q , k, b)−
1

q

(
q − 1

k

)∣∣∣∣ ≤ 2q−1/2
(
d
√
q + q/p+ k

k

)
.

Let Nxd(F∗q , b) =
∑q−1
k=0Nxd(F∗q , k, b) and one then deduce the following more ex-

plicit bound ∣∣∣∣Nxd(F∗q , b)−
2q−1

q

∣∣∣∣ ≤ 4p√
2πq

e(d
√
q+q/p) log q,

which extends the Odlyzko-Stanley bound from a prime finite field to a general
finite field. Note that simply replacing p with q in the Odlyzko-Stanley bound is
not known to be true and is probably not true if q is a high power of p. It is true
if q = p2.

These bounds are nontrivial only for d ≤ √q. When q = p is prime, a series
of subsequent work had been made by Garcia-Voloch, Shparlinski, Heath-Brown,
Heath-Brown- Konyagin and Konyagin (see [18, 17] for details). They used varia-
tions of Stepanov’s method and released the limit on the degree to d ≤ p3/4−ε. For
more details, please refer to [2]. Using their remarkable Gauss sum bound proved
by using additive combinatorics and harmonic analysis, Bourgain, Glibichuk and
Konyagin [3, 4] proved that if d < p1−δ for some constant δ > 0, then there is a
constant 0 < ε = ε(δ) < δ such that∣∣∣∣Nxd(F∗p, b)−

2p−1

p

∣∣∣∣ ≤ eO(p1−ε).
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By combining Bourgain’s bound and Li and Wan’s sieving technique [24], Li [21]
proved a refined result that if d < p1−δ, then there is a constant 0 < ε = ε(δ) < δ
such that ∣∣∣∣Nxd(F∗p, k, b)−

1

p

(
p− 1

k

)∣∣∣∣ ≤ (p1−ε + dk − d
k

)
.

It would be interesting to extend this type of result to a general finite field of
characteristic p.

In this paper, we obtain several asymptotic formulas for Nf (D, k, b) when f(x)
is a general higher degree polynomial. In the case that R = Zn, the finite ring of
n residues mod n, and f is a polynomial of degree d over the integers, we have the
following bound, proved using Hua’s bound for exponential sums and our sieving
technique.

Theorem 1.3. Let R = Zn and p = p(n) be the smallest prime divisor of n.

Assume |D| = n − c ≥ Cdnp
− 1
d + c and f(x) = adx

d + · · · + a0 ∈ Z[x] with
(ad, . . . , a1, n) = 1. Then we have∣∣∣∣Nf (D, k, b)− 1

n

(
n− c
k

)∣∣∣∣ ≤ (δ(n)(n− c) + (1− δ(n))(Cdnp
− 1
d + c) + k − 1

k

)
,

where δ(n) =
∑
i|n,µ(i)=−1

1
i and Cd = e1.85d. Furthermore, if n is a prime power,

then δ(n) = 1/p and the constant e1.85d can be improved to the absolute constant
4.41.

Note that the above bound is pretty good for n with only large prime factors so
that δ(n) =

∑
i|n,µ(i)=−1

1
i is relatively small.

When R = Fq and f is a polynomial of degree d over Fq, we obtain a better
bound thanks to the Weil bound. In this case, for simplicity, we suppose that
f(x) ∈ Fq[x] is a polynomial of degree d, d is not divisible by p and d < q since
xq = x for all x ∈ Fq.

Theorem 1.4. Let f(x) ∈ Fq[x] be a polynomial of degree d not divisible by p. For
R = Fq and |D| = q − c ≥ (d− 1)

√
q + c, we have∣∣∣∣Nf (D, k, b)− 1

q

(
q − c
k

)∣∣∣∣ ≤ ( q−cp + p−1
p ((d− 1)q

1
2 + c) + k − 1

k

)
.

In particular, if q = p is a prime, then we have a nice “quadratic root” bound.

Corollary 1.5. Let f(x) ∈ Fp[x] be a polynomial of degree 0 < d < p. For R = Fp
and |D| = p− c ≥ (d− 1)

√
p+ c, we have∣∣∣∣Nf (D, k, b)− 1

p

(
p− c
k

)∣∣∣∣ ≤ ((d− 1)p
1
2 + c+ k

k

)
.

The paper is organized as follows. In Section 2, we briefly review a distinct
coordinate sieving formula. In Section 3, we establish a general formula for general
ring R. In the remaining sections, several more explicit formula are derived.

Notations. For x ∈ R, let (x)0 = 1 and (x)k = x(x− 1) · · · (x− k + 1) for k ∈
Z+. For k ∈ N,

(
x
k

)
is the binomial coefficient defined by

(
x
k

)
= (x)k

k! . For a power

series f(x), [xk]f(x) denotes the coefficient of xk in f(x). bxc always denotes the
largest integer not greater than x.
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2. A distinct coordinate sieving formula

For the purpose of our proof, we briefly introduce the sieving formula discovered
by Li and Wan [24]. Roughly speaking, this formula significantly improves the
classical inclusion-exclusion sieve for distinct coordinate counting problems. We
cite it here without proof. The first proof of this formula was given in [24]. For a
different proof by the theory of partial order please refer to [25].

Let Ω be a finite set, and let Ωk be the Cartesian product of k copies of Ω.
Let X be a subset of Ωk. Define X = {(x1, x2, · · · , xk) ∈ X | xi 6= xj ,∀i 6= j}.
Denote Sk to be the symmetric group on n elements. For a permutation τ in
Sk, the sign of τ is defined by sign(τ) = (−1)k−l(τ), where l(τ) is the number
of cycles of τ including the trivial ones. Suppose we have the factorization τ =
(i1i2 · · · ia1)(j1j2 · · · ja2) · · · (l1l2 · · · las) with 1 ≤ ai, 1 ≤ i ≤ s, then define

Xτ =
{

(x1, . . . , xk) ∈ X,xi1 = · · · = xia1 , · · · , xl1 = · · · = xlas
}
. (2.1)

Now we will state our sieve formula. We notice that there are many other interesting
corollaries of this formula [24, 25].

Theorem 2.1. Let f(x1, x2, . . . , xk) be any complex valued function defined over
X. Then ∑

x∈X

f(x1, x2, . . . , xk) =
∑
τ∈Sk

sign(τ)
∑
x∈Xτ

f(x1, x2, . . . , xk).

Note that in many situations the sum
∑
x∈Xτ f(x1, x2, . . . , xk) is much easier to

compute compared to the left one.
Sk acts on Ωk naturally by permuting the coordinates. That is, for τ ∈ Sk and

x = (x1, x2, . . . , xk) ∈ Ωk, τ ◦ x = (xτ(1), xτ(2), . . . , xτ(k)). A subset X in Ωk is said
to be symmetric if for any x ∈ X and any τ ∈ Sk, τ ◦ x ∈ X. For τ ∈ Sk, denote
by τ the conjugacy class represented by τ and sometimes it is more convenient to
view it as the set of permutations conjugate to τ . Conversely, for a conjugacy class
τ ∈ Ck, just let τ denote a representative permutation in this class.

It is well-known that two permutations in Sk are conjugate if and only if they
have the same type of cycle structure. Hence if X is symmetric and f is invariant
under the Sk-action, then we have the following much simpler formula.

Corollary 2.2. Let Ck be the set of conjugacy classes of Sk. If X is symmetric
and f is symmetric, then∑

x∈X

f(x1, x2, . . . , xk) =
∑
τ∈Ck

sign(τ)C(τ)
∑
x∈Xτ

f(x1, x2, . . . , xk), (2.2)

where C(τ) is the number of permutations conjugate to τ .

Lemma 2.3. We have the following inequality for the coefficients of rational func-
tions. For positive integers m and n,

[xk]
1

(1− xm)n
≤ [xk]

1

(1− x)n
.

Proof. Since

1

(1− x)n
=

∞∑
k=0

(
k + n− 1

k

)
xk,
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we have

[xk]
1

(1− xm)n
≤
(

[k/m] + n− 1

[k/m]

)
≤
(
k + n− 1

k

)
= [xk]

1

(1− x)n
.

�

Lemma 2.4. If for all integers k ≥ 0, we have

[xk]f1(x) ≤ [xk]g1(x), [xk]f2(x) ≤ [xk]g2(x),

then for all integers k ≥ 0,

[xk]f1(x)f2(x) ≤ [xk]g1(x)g2(x).

Proof.

[xk]f1(x)f2(x) =

k∑
i=0

[xi]f1(x)·[xk−i]f2(x) ≤
k∑
i=0

[xi]g1(x)[xk−i]g2(x) = [xk]g1(x)g2(x).

�

Lemma 2.5. If a, b are integers and 0 ≤ b ≤ a, then we have the inequality on the
coefficients for rational functions.

[xk]
(1− xpq)b

(1− xp)a
≤ [xk]

1

(1− xp)a
.

Proof. Applying Lemma 2.3 and Lemma 2.4, we have

[xk]
(1− xpq)b

(1− xp)a
= [xk](

1− xpq

1− xp
)b · 1

(1− xp)a−b

= [xk](1 + xp + · · ·+ x(q−1)p)b · 1

(1− xp)a−b

≤ [xk](1 + xp + · · ·+ x(q−1)p + · · · )b · 1

(1− xp)a−b

= [xk]
1

(1− xp)a
.

�

We now establish a combinatorial upper bound which is crucial for the proof of
our main results. A permutation τ ∈ Sk is said to be of type (c1, c2, · · · , ck) if τ

has exactly ci cycles of length i. Note that
∑k
i=1 ici = k. Let N(c1, c2, . . . , ck) be

the number of permutations in Sk of type (c1, c2, . . . , ck). It is well known that

N(c1, c2, . . . , ck) =
k!

1c1c1!2c2c2! · · · kckck!
,

and we then define the generating function

Ck(t1, t2, · · · , tk) =
∑

∑
ici=k

N(c1, c2, · · · , ck)tc11 t
c2
2 · · · t

ck
k .

Lemma 2.6. Let q ≥ s be two positive real numbers. If ti = q for (i, d) > 1 and
ti = s for (i, d) = 1, then we have the bound

Ck(

(i,d)=1︷ ︸︸ ︷
s, · · · , s, q,

(i,d)=1︷ ︸︸ ︷
s, · · · , s, q, · · · ) =

∑
∑
ici=k

N(c1, c2, · · · , ck)sc1sc2 · · · qcdscd+1 · · ·
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≤ (s+ (q − s)

 ∑
i|d,µ(i)=−1

1

i

+ k − 1)k.

Proof. Suppose d has the prime factorization d =
∏t
j=1 p

sj
j . By the definition of

the exponential generating function, we have∑
k≥0

Ck(t1, t2, · · · , tk)
uk

k!
= eut1+u

2· t22 +u3· t33 +···.

By the conditions ti = q for (i, d) > 1 and ti = s for (i, d) = 1, we deduce

Ck(

(i,d)=1︷ ︸︸ ︷
s, · · · , s, q,

(i,d)=1︷ ︸︸ ︷
s, · · · , s, q, · · · ) =

[
uk

k!

]
eus+u

2· s2+···+u
d−1· s

d−1+u
d· qd+u

d+1· s
d+1 ···

=

[
uk

k!

]
es
∑
i
ui

i +(q−s)
∑

(i,d)>1
ui

i .

Using the inclusion-exclusion, the above expression can be re-written as

[
uk

k!

]
e
s
∑
i
ui

i +(q−s)
(∑

p1|i
ui

i +
∑
p2|i

ui

i +···−
∑
p1p2|i

ui

i −···
)

=

[
uk

k!

]
e−s log (1−u)− q−sp1 log(1−up1 )− q−sp2 log(1−up2 )−···+ q−s

p1p2
log(1−up1p2 )+···

=

[
uk

k!

]
(1− up1p2)

q−s
p1p2 · · ·

(1− u)s(1− up1)
q−s
p1 (1− up2)

q−s
p2 · · ·

≤
[
uk

k!

]
1

(1− u)s(1− up1)
q−s
p1 (1− up2)

q−s
p2 · · · (1− up1p2p3)

q−s
p1p2p3 · · ·

≤
[
uk

k!

]
1

(1− u)s(1− u)
q−s
p1 (1− u)

q−s
p2 · · · (1− u)

q−s
p1p2p3 · · ·

= k!

(
s+ (q − s)(

∑
i|d,µ(i)=−1

1
i ) + k − 1

k

)
= (s+ (q − s)(

∑
i|d,µ(i)=−1

1

i
) + k − 1)k.

In the above inequality step, we used Lemma 2.5 and Lemma 2.3. �

In the same spirit, a simpler special case is the following lemma and the proof
is omitted.

Lemma 2.7. Let q ≥ s be two non negative real numbers. If ti = q for d | i and
ti = s for d - i, then we have

Ck(

d-i︷ ︸︸ ︷
s, · · · , s, q,

d-i︷ ︸︸ ︷
s, · · · , s, q, · · · ) =

∑
∑
ici=k

N(c1, c2, · · · , ck)sc1sc2 · · · qcdscd+1 · · ·

=

[
uk

k!

]
1

(1− u)s(1− ud) q−sd
.
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≤
[
uk

k!

]
1

(1− u)s(1− u)
q−s
d

= (s+ (q − s)/d+ k − 1)k.

3. General Case R

Let ψ denote an additive character from G = (R,+), the additive group of R,
to the group of all nonzero complex numbers C∗. Let ψ0 be the principal character
sending each element in G to 1. Denote by Ĝ the group of additive characters of
G, which is isomorphic to G.

Lemma 3.1. Suppose that |R| = q and D ⊆ R with |D| = m. For a fixed poly-
nomial f(x) ∈ R[x], let Nf (D, k, b) be the number of k-subsets S ⊆ D such that∑
x∈S f(x) = b. Then

k!Nf (D, k, b) =
1

q
(m)k +

1

q

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ , and

Fτ (ψ) =

k∏
i=1

(
∑
a∈D

ψi(f(a)))ci .

Proof. Let X = D × D × · · · × D be the Cartesian product of k copies of D.
Define X =

{
(x1, x2, . . . , xk) ∈ Dk | xi 6= xj , ∀i 6= j}

}
to be the set of all distinct

configurations in X. It is clear that |X| = mk and |X| = (m)k. Applying the
orthogonal relations of the characters, one deduces that

k!Nf (D, k, b) =
1

q

∑
(x1,x2,...xk)∈X

∑
ψ∈Ĝ

ψ(f(x1) + f(x2) + · · ·+ f(xk)− b)

=
1

q
(m)k +

1

q

∑
ψ 6=ψ0

ψ−1(b)
∑

(x1,x2,...xk)∈X

k∏
i=1

ψ(f(xi)).

For ψ 6= ψ0, let fψ(x) = fψ(x1, x2, . . . , xk) =
∏k
i=1 ψ(f(xi)). For τ ∈ Sk, let

Fτ (ψ) =
∑
x∈Xτ

fψ(x) =
∑
x∈Xτ

k∏
i=1

ψ(f(xi)),

whereXτ is defined as in equation (2.1). ObviouslyX is symmetric and fψ(x1, x2, . . . , xk)
is also symmetric on X. Applying equation (2.2) in Corollary 2.2, we have

k!Nf (D, k, b) =
1

q
(m)k +

1

q

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ . For τ ∈ Ck, assume τ is of type (c1, c2, . . . , ck), where

ci is the number of i-cycles in τ for 1 ≤ i ≤ k. Note that
∑k
i=1 ici = k. Write

τ = (i1)(i2) · · · (ic1)(ic1+1ic1+2)(ic1+3ic1+4) · · · (ic1+2c2−1ic1+2c2) · · · .
One checks that

Xτ =
{

(x1, . . . , xk) ∈ Dk, xic1+1
= xic1+2

, · · · , xic1+2c2−1
= xic1+2c2

, · · ·
}
.
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Then we have

Fτ (ψ) =
∑
x∈Xτ

k∏
i=1

ψ(f(xi))

=
∑
x∈Xτ

c1∏
i=1

ψ(f(xi))

c2∏
i=1

ψ2(f(xc1+2i)) · · ·
ck∏
i=1

ψk(f(xc1+c2+···+ki))

=

k∏
i=1

(
∑
a∈D

ψi(f(a)))ci .

�

The above lemma reduces the study of the asymptotic formula for Nf (D, k, b) to
the estimate of the partial character sum

∑
a∈D ψ(f(a)) and another sum through

ψ. This is very difficult in general. However, if either D is large compared to
R, or D and f(x) have some nice algebraic structures, one expects non-trivial
estimates. One important example is the case that D = F∗p and f(x) = xd. As
we have mentioned in the introduction section, a series of works by Garcia-Voloch,
Heath Brown, Konyagin-Shparlinski, Konyagin (d < p3/4−ε), and by Bourgain and
Konyagin (d < p1−ε)) shows that in this case D has a nice pseudorandom property.

We are now ready to use the above lemma to prove our main results by estimating
various partial character sums and different summations in different cases.

4. The Residue Ring Case R = Zn
We first recall the following results on character sums over the residue class ring.

Lemma 4.1 (Hua and Lu [14, 27]). Suppose ψ is a primitive additive character of

the group Zn. Let f(x) =
∑d
i=0 aix

i ∈ Z[x] be a polynomial of positive degree d. If
(a1, · · · , ad, n) = 1, then

|
∑
x∈Zn

ψ(f(x))| ≤ e1.85dn1− 1
d .

Thus if D ⊆ Zn with |D| = n− c, then

|
∑
x∈D

ψ(f(x))| ≤ e1.85dn1− 1
d + c. (4.1)

For d ≥ 3, the bound (4.1) can be improved to

|
∑
x∈Zn

ψ(f(x))| ≤ e1.74dn1− 1
d .

by Ding and Qi [9]. See also Stečkin [31] for an asymptotically better but not
explicit bound for large d.

When n is a prime power, Hua [14, 15, 16] first obtained the bound

|
∑
x∈Zn

ψ(f(x))| ≤ d3n1− 1
d ,

and it was improved by many mathematicians including Chen, Chalk, Ding, Loh,
Lu, Mit’kin, Nečaev and Stečkin. The current best bound is proved by Cochrane
and Zheng (see [7, 8] for details).
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Lemma 4.2 (Cochrane and Zheng). Suppose ψ is a primitive additive character

of the group Zn. Let f(x) =
∑d
i=0 aix

i ∈ Z[x] be a polynomial of positive degree d.
Assume n = pt and (a1, · · · , ad, p) = 1. Then

|
∑
x∈Zn

ψ(f(x))| ≤ 4.41n1−
1
d .

Similarly, if D ⊆ Zn with |D| = n− c, then

|
∑
x∈D

ψ(f(x))| ≤ 4.41n1−
1
d + c.

For readers interested in the exponential sums over Zn, we refer to a good survey
by Cochrane and Zheng [8].

Proof of Theorem for R = Zn. Let ψ0 be the principal character sending
each element in Zn to 1. Also denote by Ẑn the group of additive characters of Zn.
Let Nf (D, k, b) be the number of k-subsets S ⊆ D such that

∑
x∈S f(x) = b. Write

|D| = m. Applying Lemma 3.1, we have

k!Nf (D, k, b) =
1

n
(m)k +

1

n

∑
ψ∈Ẑn,ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ , and

Fτ (ψ) =

k∏
i=1

(
∑
a∈D

ψi(f(a)))ci .

Let Cd = e1.85d for general n and Cd = 4.41 for prime power n = pt. Applying
Equation 4.1 in Lemma 5.1, if ψ is primitive, then

|Fτ (ψ)| ≤ m
∑k
i=1 cimi(ψ)(Cdn

1− 1
d + c)

∑k
i=1 ci(1−mi(ψ)),

where mi(ψ) is defined as follows: mi(ψ) = 1 if (i, n) > 1 and mi(ψ) = 0 if
(i, n) = 1. Similarly, if order(ψ) = h, h | n, then

|
∑
x∈Zn

ψ(f(x))| = n

h
|
∑
x∈Zh

ψ(f(x))| ≤ Cdnh−
1
d .

Thus

|Fτ (ψ)| ≤ m
∑k
i=1 cimi(ψ)(Cdnh

− 1
d + c)

∑k
i=1 ci(1−mi(ψ)),

where mi(ψ) = 1 if (i, h) > 1 and mi(ψ) = 0 if (i, h) = 1.
Let p = p(n) be the smallest prime divisor of n. Assume

m ≥ max
h|n,h6=1

{Cdnh−
1
d + c} = Cdnp

− 1
d + c.

Then we have

k!Nf (D, k, b) =
1

n
(m)k +

1

n

∑
16=h|n

∑
ψ,order(ψ)=h

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ)

≥ 1

n
(m)k −

1

n

∑
16=h|n

φ(h)
∑
τ∈Ck

C(τ)m
∑k
j=1,(h,j)>1 cj (Cdnh

− 1
d + c)

∑k
j=1,(h,j)=1 cj



COUNTING POLYNOMIAL SUBSET SUMS 11

≥ 1

n
(m)k −

1

n

∑
16=h|n

φ(t)(Cdnh
− 1
d + c+(m− Cdnh−

1
d − c)

 ∑
i|h,µ(i)=−1

1

i

+ k − 1)k

The last inequality follows from Lemma 2.6.
Define δ(h) =

∑
i|h,µ(i)=−1

1
i . Obviously max{δ(h), h | n} = δ(n). Hence

k!Nf (D, k, b) ≥ 1

n
(m)k − (Cdnp

− 1
d + c+ (m− Cdnp−

1
d − c)δ(n) + k − 1)k

=
1

n
(m)k − (δ(n)m+ (1− δ(n)(Cdnp

− 1
d + c) + k − 1)k.

5. The Finite Field Case R = Fq
For our proof, we first recall Weil’s character sum estimate in the following form

[32].

Lemma 5.1 (Weil). Suppose ψ is a non-trivial additive character of the additive
group Fq. Let f(x) ∈ Fq[x] be a polynomial of degree d not divisible by p. Then,

|
∑
x∈Fq

ψ(f(x))| ≤ (d− 1)
√
q.

Corollary 5.2. Suppose ψ is a non-trivial additive character of the additive group
Fq. Let f(x) ∈ Fq[x] be a polynomial of degree d not divisible by p. Suppose D ⊆ Fq
and |D| = q − c. Then,

|
∑
x∈D

ψ(f(x))| ≤ (d− 1)
√
q + c. (5.1)

Proof of Theorem for R = Fq. Write |D| = m. Applying Lemma 3.1, we
have

k!Nf (D, k, b) =
1

q
(m)k +

1

q

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ , and

Fτ (ψ) =

k∏
i=1

(
∑
a∈D

ψi(f(a)))ci .

Applying Equation 5.1 in Corollary 5.2, we have

|Fτ (ψ)| ≤ m
∑k
i=1 cimi(ψ)((d− 1)q

1
2 + c)

∑k
i=1 ci(1−mi(ψ)),

where mi(ψ) is defined as follows: mi(ψ) = 1 if ψi = 1 and mi(ψ) = 0 if ψi 6= 1.
Since the additive group of Fq is p-elementary, for nontrivial character ψ, order(ψ) =

p. Thus ψi = 1 if and only if p | i. Assume m ≥ (d− 1)q
1
2 + c. We deduce

k!Nf (D, k, b) =
1

q
(m)k +

1

q

∑
ψ,order(ψ)=p

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ)

≥ 1

q
(m)k −

q − 1

q

∑
τ∈Ck

C(τ)m
∑k
j=1,p|j cj ((d− 1)q

1
2 + c)

∑k
j=1,p-j cj
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≥ 1

q
(m)k − (

m

p
+
p− 1

p
((d− 1)q

1
2 + c) + k − 1)k.

The last equality follows from Lemma 2.7 in the case that d = p.

6. The Case f(x) = x, R = G and D ⊆ G arbitrary with |D| < |G|/2

Proof of Theorem for R = G. Let Ĝ be the group of additive characters
of G and let ψ0 be the principal character sending each element in G to 1. Let
N(D, k, b) be the number of k-subsets S ⊆ D such that

∑
x∈S x = b. Write |G| = n

and |D| = m = n− c. Suppose m > c. Applying Lemma 3.1, we have

k!N(D, k, b) =
1

n
(m)k +

1

n

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ , and

Fτ (ψ) =

k∏
i=1

(
∑
a∈D

ψi(a))ci .

A trivial character sum bound gives

|Fτ (ψ)| ≤ m
∑k
i=1 cimi(ψ)c

∑k
i=1 ci(1−mi(ψ)),

where mi(ψ) is defined as follows: mi(ψ) = 1 if ψi = 1 and mi(ψ) = 0 if ψi 6= 1.

Let e(G) be the exponent of G and so it is also the exponent of Ĝ. Thus for
nontrivial character ψ, mi(ψ) = 0 if (e(G), i) = 1. Since m > c, we have

k!N(D, k, b) =
1

n
(m)k +

1

n

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ)

≥ 1

n
(m)k −

n− 1

n

∑
τ∈Ck

C(τ)m
∑k
j=1,(e(G),j)>1 cjc

∑k
j=1,(e(G),j)=1 cj

≥ 1

n
(m)k − (c+ (m− c)

∑
i|e(G),µ(i)=−1

1

i
+ k − 1)k,

where the last equality follows directly from Lemma 2.6.

7. Explicit formula for the case f(x) = x, R = G and D = G

Proof of Theorem for D = R = G. The proof is quite similar as the last case.
In this case, |D| = |G| = m and c = 0. Applying Lemma 3.1, we have

k!N(D, k, b) =
1

n
(n)k +

1

n

∑
ψ 6=ψ0

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)Fτ (ψ),

where Ck is the set of all conjugacy classes of Sk and C(τ) counts the number of
permutations conjugate to τ , and

Fτ (ψ) =

k∏
i=1

(
∑
a∈G

ψi(a))ci .
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A trivial character sum computation gives

Fτ (ψ) = n
∑k
i=1 cimi(ψ)0

∑k
i=1 ci(1−mi(ψ)),

where mi(ψ) is defined as follows: mi(ψ) = 1 if ψi = 1 and mi(ψ) = 0 if ψi 6= 1.

Let e(G) be the exponent of G and so it is also the exponent of Ĝ. Thus for
nontrivial character ψ, mi(ψ) = 0 if (e(G), i) = 1. We then have

k!N(D, k, b) =
1

n
(n)k +

1

n

∑
ψ 6=ψ0

ψ−1(b)
∑

τ=(c1,c2,··· ,ck)∈Ck

sign(τ)C(τ)Fτ (ψ)

=
1

n
(n)k +

1

n

∑
16=d|n

∑
ψ,order(ψ)=d

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)n
∑k
i=1 cimi(ψ)0

∑k
i=1 ci(1−mi(ψ)).

Since for τ = (c1, c2, · · · , ck) ∈ Ck, ci = 0⇒ mi(ψ) = 1, we have

k!N(D, k, b) =
1

n
(n)k +

1

n

∑
16=d|n

∑
ψ,order(ψ)=d

ψ−1(b)
∑
τ∈Ck

sign(τ)C(τ)n
∑k
i=1 ci

=
1

n
(n)k +

(−1)k

n

∑
1 6=d|n

∑
ψ,order(ψ)=d

ψ−1(b)
∑
τ∈Ck

(−1)c1+c2+···+ckC(τ)n
∑k
i=1 ci

=
1

n
(n)k +

(−1)k

n

∑
1 6=d|n

∑
ψ,order(ψ)=d

ψ−1(b)
∑
τ∈Ck

C(τ)(−n)
∑k
i=1 ci

From the formula given in Lemma 2.7, one has∑
τ=(c1,··· ,ck)∈Ck

C(τ)(−n)
∑
ci

= [
tk

k!
]

1

(1− td)−n/d
=

(
−n/d+ k/d− 1

k/d

)
= (−1)k/d

(
n/d

k/d

)
.

We then have

k!N(D, k, b) =
1

n
(n)k +

(−1)k

n

∑
1 6=d|n,d|k

∑
ψ,order(ψ)=d

ψ−1(b)k!(−1)k/d
(
n/d

k/d

)

=
1

n
(n)k +

(−1)k

n

∑
1 6=d|(n,k)

k!(−1)k/d
(
n/d

k/d

) ∑
ψ,order(ψ)=d

ψ−1(b).

Thus

N(D, k, b) =
1

n

(
n

k

)
+

1

n
(−1)k+k/d

∑
16=d|(n,k)

(
n/d

k/d

) ∑
ψ,order(ψ)=d

ψ(b),

where
∑
ψ,order(ψ)=d ψ(b) is the Ramanujan sum.

Remark: This approach can be used to give explicit formulas when G\D is a
small constant.
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