A THICK HOLLOW SPHERE COMPRESSED BY EQUAL AND OPPOSITE CONCENTRATED AXIAL LOADS: AN ASYMPTOTIC SOLUTION
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Abstract. We consider an elastic hollow sphere with mid-surface radius $R$ and thickness $2h$ which is subjected to two equal and opposite concentrated loads acting at the ends of a diameter. The three-dimensional linear elasticity solution to this problem consists of (i) a narrow Saint Venant component extending a distance of order $O(h)$ from each load point, (ii) a wider “edge bending” component extending a distance of order $O(\sqrt{Rh})$ from each load point, and (iii) a “membrane” component which permeates the whole sphere. Because of the stress singularities at the load points, the Saint Venant component is extremely complex and difficult to calculate. We determine the other two (outer) components of the solution without any explicit knowledge of the Saint Venant (or inner) component. This is achieved by a rigorously valid method which does not depend on any physical heuristic, such as Saint Venant’s principle. Our method depends on the fact, established here for the first time, that the eigenfunctions for the spherical shell satisfy bi-orthogonality relations. We use these bi-orthogonality relations to find a two-term asymptotic approximation to the outer solution of the problem; in principle, further terms could be obtained. The leading term of this approximation corresponds to the classical thin shell solution to within $O(h/R)$. Our solution is an outer solution in the sense that it is valid outside an $O(h)$ neighborhood of the load points.

We make numerical comparisons between the predictions of our two-term refined theory, those of thin shell theory, and those of the Reissner–Wan theory (which generalizes thin shell theory by allowing for transverse shear deformation). All three solutions agree closely when $h/R \leq 1/20$. When $h/R = 1/10$, however, differences become pronounced. Since our refined theory is still applicable to such moderately thick shells, the results we obtain enable us to analyze the limitations of the thin shell theory. Furthermore, we find that the predictions of the Reissner–Wan theory are considerably closer to the true values than those of classical thin shell theory.

Key words. linear elasticity, spherical shells, concentrated loads, eigenfunctions

AMS subject classification. 73C02

1. Introduction. The axisymmetric small deformation of spherical elastic bodies subjected to concentrated loads is of theoretical importance and also of practical interest. Sternberg and Rosenthal [16] obtained the first correct three-dimensional elasticity solution of this kind by solving the problem of a solid sphere subjected to two equal and opposite concentrated loads acting at the ends of a diameter. They also showed that an earlier “solution” to this problem, due to Leutert [8], was invalid because it had singularities at the load points that were physically inadmissible.

No analogous solution exists for the problem of a hollow sphere subjected to the same loading. In principle, it would be possible to obtain this solution by beginning with the Sternberg–Rosenthal solution for the solid sphere and superposing upon it a solution for the hollow sphere corresponding to a free outer surface and an inner
surface subjected to a suitable distribution of surface load. The supplementary hollow sphere solution might be constructed by the method described by Lur’e [10] but would be extremely complex. This method would also give no insight into the actual structure of the whole solution. An approximate asymptotic solution having a relatively simple explicit form is therefore of considerable interest.

All existing approximate solutions are based on shell theory and are therefore restricted to the case in which the hollow sphere is thin, that is, when \( h/R \) is small, where \( R \) is the midsurface radius and \( 2h \) is the thickness of the sphere. The simplest such solution is obtained by using the membrane theory of shells (see Flügge [2]). In addition to assuming that \( h/R \) is small, this theory neglects the bending stiffness of the shell. The solution is simple but is accurate only at distances that are large compared to \( \sqrt{Rh} \) away from the load points. Reissner [13] applied Marguerre’s shallow shell theory to a shallow spherical cap under a point load at its apex. Since bending stiffness is not assumed absent in this theory, Reissner’s solution is valid in a larger region than the membrane solution, that is, at distances large compared to \( h \) away from the load points. Within the context of the classical theory of thin shells, Koiter [7] was the first to give a fully correct solution\(^1\) for the complete spherical shell under equal and opposite concentrated loads at the poles. While analyzing the limitations of the existing membrane and shallow shell solutions, Koiter correctly noted that all these solutions, including his own, are at best an (outer) asymptotic solution of the exact three-dimensional elasticity problem, with an inherent error of order \( O(h/R) \).

Except for this order of magnitude statement, we do not know how well the classical thin shell solution approximates the true three-dimensional elasticity solution, nor do we know the usefulness of the solution by Reissner and Wan [14], which generalizes classical thin shell theory by allowing for transverse shear deformation. The present paper offers to answer these questions by providing a relatively simple (outer) asymptotic approximation to the full three-dimensional solution, valid up to and including terms of order \( O(h/R) \), with an error of order \( O(h^2/R^2) \). Our solution is an outer solution in the sense that it is valid outside an \( O(h) \) neighborhood of the load points.

Apart from its fundamental importance in solid mechanics, the problem of a hollow sphere subjected to concentrated loads at its poles is of considerable mathematical interest. In the neighborhood of each pole we have (i) a narrow Saint Venant component extending a distance of order \( O(h) \), (ii) a wider “edge bending” component extending a distance of order \( O(\sqrt{Rh}) \), and (iii) a “membrane” component which permeates the whole shell. Because of the stress singularities at the load points, the Saint Venant component is extremely complex and difficult to calculate. We are thus confronted with the challenging mathematical problem of determining the other two (outer) components of the solution without any explicit knowledge of the (inner) Saint Venant component. We achieve this by a rigorously valid method which does not depend on any physical heuristic, such as Saint Venant’s principle.

Essentially, the outer asymptotic solution is composed of two parts, a membrane part \( A_M\{u^M, \tau^M\} \), and a “shell” part \( A_S\{u^S, \tau^S\} \), where the coefficients \( A_M, A_S \) are to be determined.\(^2\) The coefficient \( A_M \) is readily obtained by simple equilibrium considerations. However, the determination of \( A_S \) is considerably more subtle. It depends on the fact, established here for the first time, that the eigenfunctions for the spherical shell satisfy certain bi-orthogonality relations; the key results are presented

---

\(^1\)An earlier solution by Berry [1] had a multivalued displacement field.

\(^2\)The full representation of the outer solution is given by equations (2.4), (2.5), which includes “shell” contributions from both poles, together with their complex conjugates.
in Theorems 1 and 2. We use these bi-orthogonality relations to find an exact formula for $A_S$ in terms of the eigenfunction \{u^S, \tau^S\}, for which a two-term asymptotic approximation is already known. This yields a corresponding two-term approximation to the outer solution of our problem; in principle, further terms could be obtained. The leading term of this approximation corresponds\(^3\) to thin shell theory.

We make numerical comparisons between the predictions of our two-term refined theory, those of thin shell theory, and those of the Reissner–Wan theory for the cases in which $h/R = 1/20$ or $1/10$, and $\nu = 1/3$. When $h/R = 1/20$, all three solutions agree closely. When $h/R = 1/10$, however, one should not expect the thin shell solution to be accurate, but our refined theory, having an error of order $O(h^2/R^2)$ (rather than $O(h/R)$) should still be applicable. We find pronounced differences between the predictions of the two theories, this being attributable to the effect of the thickness. We conclude that classical thin shell theory is no longer appropriate when $h/R$ is as large as $1/10$. However, the Reissner–Wan theory gives values that are considerably closer to the “true” values than those of classical thin shell theory. The allowance for transverse shear deformation evidently enables the Reissner–Wan theory to be used for thicker shells than classical thin shell theory.

2. The problem and its outer solution. We consider the problem of a hollow sphere (complete spherical shell) compressed by equal and opposite concentrated loads of magnitude $F$, which are applied to the exterior surface of the sphere at opposite ends of a diameter (see Figure 1). The shell is composed of homogeneous, isotropic, elastic material with Young’s modulus $E$ and Poisson’s ratio $\nu$. Body forces are assumed absent, and the inner and outer spherical surfaces are assumed traction free except for the concentrated loads. We employ the small displacement, linear theory of elasticity throughout; the axial symmetry of the spherical shell, and of the loading, dictates that the shell undergoes axisymmetric deformation without torsion. Our goal is to compute two-term outer asymptotic expansions for the three-dimensional elastic fields in the spherical shell, valid away from the load points, in the limit as the dimensionless shell thickness tends to zero.

In our method of solution, we expand the required elastic field in a series of (axisymmetric) eigenfunctions first obtained by Lur’e [9]. Let the shell occupy the region $a \leq r \leq b$, where $r, \phi, \theta$ are a set of spherical polar coordinates. The concentrated loads are taken to act at the exterior “poles,” $r = b$, $\phi = 0, \pi$. The eigenfunctions are solutions of the equations of elasticity in the shell that satisfy traction free conditions on the surfaces $r = a, b$, except at points along one or both of the polar axes $\phi = 0, \pi$. (We will henceforth refer to the positive (negative) polar axis as the positive (negative) $z$-axis.) We summarize relevant results concerning these eigenfunctions; further details may be found in Lur’e [9] (in Russian), Vilenksaia and Vorovich [17], Milac [11], and Gregory, Milac, and Wan [6]. Certain eigenfunctions are regular everywhere except along the negative $z$-axis. We call these cap eigenfunctions because they are sufficient to expand any axisymmetric bending state regular in the cap $a \leq r \leq b$, $0 \leq \phi \leq \alpha$, ($0 < \alpha < \pi$). A further set of complementary cap eigenfunctions can be obtained by reflecting the cap eigenfunctions in the plane $z = 0$. The complementary cap eigenfunctions are regular everywhere except along the positive $z$-axis, and are sufficient to expand any axisymmetric bending state regular in the complementary cap, $a \leq r \leq b$, $\alpha \leq \phi \leq \pi$. It is evident from equilibrium considerations that the cap,

\(^3\)The leading term in our asymptotic approximation is not identical to thin shell theory because thin shell theory also contains spurious “higher-order” terms that are unrelated to the true asymptotic approximation.
and complementary cap, eigenfunctions correspond to zero resultant applied load in the $z$-direction. In order to expand an elastic field that has a nonzero value of this resultant (as is clearly the case in our problem), these two sets of eigenfunctions must be supplemented by a further expansion function having a nonzero value of this resultant. The choice is not unique; we choose the state given in Appendix B because of its simple form. This additional membrane state, singular along the entire $z$-axis, completes the expansion set. The only expansion function that has a simple explicit form is the membrane state. The cap and complementary cap eigenfunctions have complicated $r$-dependencies in terms of elementary functions, and $\phi$-dependencies that involve Legendre functions of complex order. The eigenvalues are the roots of the transcendental equation (A.1).

Let $h$, the half-thickness, $R$, the midsurface radius, and $\epsilon$, the dimensionless thickness of the shell, be defined by

$$h = \frac{1}{2}(b - a), \quad R = \frac{1}{2}(b + a), \quad \epsilon = \frac{h}{R}. \tag{2.1}$$

The cap eigenfunctions are of two types: a single shell (or S-) eigenfunction, together with its complex conjugate, and a countable infinity of Papkovitch–Fadle-type (or PF-) eigenfunctions. The PF-eigenfunctions are so called because, to leading order as $\epsilon \to 0$, they correspond to like-named eigenfunctions encountered in the theory of the elastic strip in plane strain. To leading order in the same limit, the S-eigenfunction corresponds to the bending solution obtained by thin shell theory. The PF-eigenfunctions are rapidly decaying in the sense that they decay exponentially away from the negative $z$-axis with decay length $O(h)$. In contrast, the S-eigenfunction has the longer decay length $O(\sqrt{Rh})$ (see Appendix A). In the limit $\epsilon \to 0$, the rapid decay of the cap PF-eigenfunctions away from the negative $z$-axis implies that their contribution to the elastic fields in the complete spherical shell at some fixed latitude,

\[\text{Fig. 1. The hollow sphere compressed by concentrated loads $F$ at its poles.}\]
\( \phi = \alpha \) (\( \alpha \neq 0, \pi \)), is negligible in comparison to the contribution of the cap S-eigenfunction. Similar remarks apply to the complementary cap eigenfunctions.

We denote the cap S-eigenfunction by \( \{ \tau^S, u^S \} \) and the complementary cap S-eigenfunction by \( \{ \tau^{CS}, u^{CS} \} \). Two-term asymptotic expansions for the elastic fields of \( \{ \tau^S, u^S \} \), valid in the limit \( \epsilon \to 0 \), are given in Appendix A. The corresponding expansions for the fields of \( \{ \tau^{CS}, u^{CS} \} \) may be found from those for \( \{ \tau^S, u^S \} \) by replacing \( \phi \) by \( \pi - \phi \) and reversing the signs of \( u_\phi \) and \( \tau_\phi \); that is, by reflecting \( \{ \tau^S, u^S \} \) in the plane \( z = 0 \). Two-term asymptotic expansions for the fields of the cap PF-eigenfunctions have been given by Milac [11] but are not needed here. Finally, exact expressions for the elastic fields of the membrane state, \( \{ \tau^M, u^M \} \), are given in Appendix B.

The exact solution to our problem, \( \{ \tau^{EX}, u^{EX} \} \), may thus be expanded in the form

\[
(2.2) \quad \tau^{EX} = A_M \tau^M + A_S (\tau^S + \tau^{CS}) + A_S^* (\tau^S + \tau^{CS})^* + \tau^{PF},
\]

\[
(2.3) \quad u^{EX} = A_M u^M + A_S (u^S + u^{CS}) + A_S^* (u^S + u^{CS})^* + u^{PF}.
\]

In (2.2), (2.3), \( \{ \tau^{PF}, u^{PF} \} \) represents an infinite sum of cap and complementary cap PF-eigenfunctions with unknown coefficients. The fields \( \{ \tau^S, u^S \} \), \( \{ \tau^{CS}, u^{CS} \} \) have the same coefficient \( A_S \) because of the symmetry of \( \{ \tau^{EX}, u^{EX} \} \) about the plane \( z = 0 \). Note that \( A_S, \{ \tau^S, u^S \}, \{ \tau^{CS}, u^{CS} \} \) are complex, while \( A_M, \{ \tau^M, u^M \} \) are real.

We concentrate attention on the “outer solution,” \( \{ \tau^O, u^O \} \). This is the dominant part of the solution outside regions surrounding the load points and extending a distance \( O(h) \) away from them. Because \( \{ \tau^{PF}, u^{PF} \} \) is composed of precisely those functions that decay away from the load points with decay length \( O(h) \), the outer solution is given by

\[
(2.4) \quad \tau^O = A_M \tau^M + A_S (\tau^S + \tau^{CS}) + A_S^* (\tau^S + \tau^{CS})^*,
\]

\[
(2.5) \quad u^O = A_M u^M + A_S (u^S + u^{CS}) + A_S^* (u^S + u^{CS})^*.
\]

The problem of finding the outer solution thus reduces to the determination of the two coefficients \( A_M, A_S \).

3. Calculation of the coefficients \( A_M \) and \( A_S \). We determine the membrane coefficient \( A_M \) by considering the equilibrium of a cap \( \alpha \leq r \leq b, \ 0 \leq \phi \leq \alpha \), which we imagine to be excised from the whole shell. Because there is no loading on the spherical surfaces of the cap other than that of the applied concentrated load, the resultant load on the cap edge at \( \phi = \alpha \) must balance the load \( F \) applied at the north pole; that is,

\[
(3.1) \quad 2\pi R^2 \epsilon \int_{-1}^{1} \left[ \tau^{EX}_{r\phi} \cos \alpha - \tau^{EX}_{\phi\phi} \sin \alpha \right] (\sin \alpha) (1 + \xi \epsilon) d\xi = F.
\]

Here, \( \xi \) is a dimensionless radial coordinate defined by

\[
(3.2) \quad r = R(1 + \xi \epsilon).
\]

The S- and PF-eigenfunctions that appear in the expressions (2.2), (2.3) for \( \{ \tau^{EX}, u^{EX} \} \) are self-equilibrating at the cap edge and therefore make no contribution to the integral.
(3.1). Because the membrane state transverse shear stress \( \tau^M_{r\phi} \equiv 0 \), the equilibrium condition (3.1) reduces to

\[
A_M \sin^2 \alpha \int_{-1}^{1} \tau^M_{\phi\phi}(1 + \xi \epsilon) d\xi = -\frac{F}{2\pi R^2} \epsilon^{-1}.
\]

On using the expression (B.5) for \( \tau^M_{\phi\phi} \), we find that

\[
A_M = -\frac{F(1 + \nu)}{4\pi Eh^2} \epsilon,
\]

this expression being exact. Thus \( A_M \{ \tau^M, u^M \} \), the (three-dimensional) membrane contribution to the outer solution, is known exactly.

The coefficient \( A_S \) is not so easily determined but can be found by using elastic reciprocity. For brevity, we denote the “reciprocal product” of two elastic states \( \{ \tau^{(1)}, u^{(1)} \}, \{ \tau^{(2)}, u^{(2)} \} \) over a surface \( \Sigma \) by

\[
\langle \tau^{(1)}, \tau^{(2)} \rangle_{\Sigma} = \int_{\Sigma} \left[ \tau^{(1)}_{ij} u^{(2)}_i - \tau^{(2)}_{ij} u^{(1)}_i \right] n_j dS.
\]

It follows from the elastic reciprocal theorem (see Fung [3]) that if the two elastic states correspond to zero body force and are regular within a closed surface \( \Sigma \), then

\[
\langle \tau^{(1)}, \tau^{(2)} \rangle_{\Sigma} = 0.
\]

In particular, it follows that

\[
\langle \tau^{EX}, \tau^S \rangle_{\Sigma} = 0,
\]

where \( \Sigma \) is now the bounding surface of the cap \( a \leq r \leq b, 0 \leq \phi \leq \alpha \) that we imagine, once again, to be excised from the spherical shell.\(^5\) Let \( A, B, \) and \( E \) denote the spherical inner and outer surfaces of the cap, and the cap edge at \( \phi = \alpha \), respectively, so that the whole surface \( \Sigma \) of the cap is

\[
\Sigma = A + B + E.
\]

Then (3.7) can be written

\[
\langle \tau^{EX}, \tau^S \rangle_A + \langle \tau^{EX}, \tau^S \rangle_B + \langle \tau^{EX}, \tau^S \rangle_E = 0.
\]

Since the tractions corresponding to the elastic states \( \{ \tau^{EX}, u^{EX} \} \) and \( \{ \tau^S, u^S \} \) are zero on the inner surface of the cap, it follows that

\[
\langle \tau^{EX}, \tau^S \rangle_A = 0.
\]

The reciprocal product over the cap outer surface, \( \langle \tau^{EX}, \tau^S \rangle_B \), may be written explicitly as

\[
\langle \tau^{EX}, \tau^S \rangle_B = \int_B \left( \left[ \tau^{EX}_{rr} u^S_r + \tau^{EX}_{r\phi} u^S_\phi \right] - \left[ \tau^S_{rr} u^{EX}_r + \tau^S_{r\phi} u^{EX}_\phi \right] \right) dS.
\]

\(^5\)Strictly speaking, \( \tau^{EX} \) does not satisfy the regularity condition required by (3.6) because of the singularity induced by the concentrated load \( F \). We could avoid this difficulty by making a small spherical indentation in the outer surface of \( \Sigma \) so as to exclude the load point. However, we take the alternative course of regarding the concentrated load as the limit of a large uniform load applied over a small patch (see (3.13)).
Tractions corresponding to \( \{ \tau^S, u^S \} \) are zero on \( B \), and hence the second bracketed term in (3.11) vanishes. Because the applied load, \( F \), is directed normally to the shell surface, \( \tau^E_{r\phi} \) also vanishes over the entire cap outer surface. The reciprocal product (3.11) therefore reduces to

\[
(\tau^E_{r\phi}, \tau^S) = \int_B \int_{\tau^E_{rr} u^S} dS.
\]

We model the concentrated load as being applied uniformly over a small patch of the cap outer surface, the patch being centered at the pole and having angular extent \( \phi_0 \). Taking the limit \( \phi_0 \to 0 \), we find that

\[
(\tau^E_{r\phi}, \tau^S) = -F u^S(b, 0).
\]

Here \( u^S(b, 0) \) means the radial displacement component of the S-eigenfunction, \( \{ \tau^S, u^S \} \), evaluated at the point \( r = b, \phi = 0 \), that is, at the north pole. This simple limiting process is all that is necessary to ensure that our solution corresponds to the correct singularities at the load points.

It remains to evaluate the edge reciprocal product \( (\tau^E_{r\phi}, \tau^S) \) in (3.9). Using the expansion (2.2) for \( \tau^E_{r\phi} \), this product can be written

\[
(\tau^E_{r\phi}, \tau^S) = A_M (\tau^M, \tau^S) + A_S [(\tau^S, \tau^S) + (\tau^{CS}, \tau^S)]
\]

\[
+ A_S^2 [(\tau^S, \tau^S) + (\tau^{CS}, \tau^S)] + (\tau^{PF}, \tau^S).
\]

In Theorems 1 and 2, we will show that all the reciprocal products on the right side of (3.14), except for \( (\tau^{CS}, \tau^S) \), are zero. This is because the spherical shell eigenfunctions satisfy certain bi-orthogonality relations. Let \( \{ \tau_\lambda, u_\lambda \} \) represent any one of the cap eigenfunctions and \( \{ \tau_\lambda^S, u_\lambda^S \} \) the corresponding eigenfunction of the complementary cap, both corresponding to the eigenvalue \( \lambda + \frac{1}{2} \). These eigenvalues satisfy (A.1) and are never real (see Appendix A and [6]). We show first the following theorem.

**Theorem 1.**

\[
(\tau^M, \tau_\lambda) = (\tau^M, \tau_\lambda^S) = 0.
\]

**Proof.** Consider first \( (\tau^M, \tau_\lambda) \). We observe that the value of this reciprocal product is independent of the edge \( E \) over which the integrals are taken, that is, independent of the angle \( \alpha \). This follows immediately from the reciprocal theorem (3.6) by considering the reciprocal product \( (\tau^M, \tau_\lambda) \) over the surface of the spherical frustum \( a \leq r \leq b, \alpha_1 \leq \phi \leq \alpha_2 \). Let this constant value of \( (\tau^M, \tau_\lambda) \) be denoted by \( k \). On substituting the expressions in Appendix B for \( \{ \tau^M, u^M \} \), we find that

\[
k = \int_{-1}^1 \left[ E(1 + \nu)^{-1}(1 + \xi \epsilon)^{-1} \csc^2 \alpha \left( u_\lambda \right)_\phi - \frac{R \left( \cos \alpha \log (\cot \frac{1}{2} \alpha) - 1 \right)}{\left( \tau_\lambda \right)_{r\phi}} \right] d\xi.
\]

The integral (3.15) can be simplified by recalling that any cap eigenfunction, \( \{ \tau_\lambda, u_\lambda \} \), is self-equilibrating at the cap edge and therefore satisfies the equilibrium condition

\[
\int_{-1}^1 \left[ (\tau_\lambda)_{r\phi} \cos \alpha - (\tau_\lambda)_{\phi\phi} \sin \alpha \right] (\sin \alpha)(1 + \xi \epsilon) d\xi = 0.
\]
From (3.16) it follows that the log terms in the integrand of (3.15) cancel. With this simplification, (3.15) reduces to

\[
k = \int_{-1}^{1} \left[ E(1+\nu)^{-1}(1+\xi)^{-1}\csc^2 \alpha (u_\lambda)_{\phi} + R(\tau_\lambda)_{r\phi} + R\cot \alpha (\tau_\lambda)_{\phi\phi} \right] (\sin \alpha)(1+\xi)d\xi. \tag{3.17}
\]

Using the equilibrium condition (3.16) again, we replace the term in (3.17) containing \((\tau_\lambda)_{\phi\phi}\) in favor of one expressed in terms of \((\tau_\lambda)_{r\phi}\). On doing so, we obtain

\[
k \sin \alpha = \int_{-1}^{1} \left[ E(1+\nu)^{-1}(1+\xi)^{-1}(u_\lambda)_{\phi} + R(\tau_\lambda)_{r\phi} \right] (1 + \xi)d\xi. \tag{3.18}
\]

Consider now the dependence on \(\alpha\) of the left and right sides of (3.18). The exact fields \((u_\lambda)_{\phi}\) and \((\tau_\lambda)_{r\phi}\) both vary with \(\alpha\) as \((-\sin \alpha)P'_\lambda(\cos \alpha)\), where \(P_\lambda(\cos \phi)\) is the Legendre function of order \(\lambda\) (see Appendix A). The right side of (3.18) therefore also varies with \(\alpha\) as \((-\sin \alpha)P'_\lambda(\cos \alpha)\). The left side of (3.18) evidently varies with \(\alpha\) as \(\sin \alpha\), \(k\) being some constant independent of \(\alpha\). Now \(P'_\lambda(\cos \alpha)\) can only be constant if \(\lambda = 1\) or \(-2\). Since \(\lambda\) is known to be complex, the \(\alpha\) dependencies of the left and right sides of (3.18) are incompatible unless \(k = 0\), which implies that \(\langle \tau^M, \tau_\lambda \rangle_\mathcal{E} = 0\). A similar argument applies to \(\langle \tau^M, \tau^C_\lambda \rangle_\mathcal{E}\), and this proves the theorem.

**Corollary 1.** In particular,

\[
\langle \tau^M, \tau^S \rangle_\mathcal{E} = 0.
\]

**Proof.** This follows because \(\{\tau^S, u^S\}\) is one of the cap eigenfunctions, corresponding to the particular eigenvalue \(\beta\) given in (A.3).

We show next that the reciprocal product over \(\mathcal{E}\) of any pair of cap or complementary eigenfunctions is zero, with the exception of the product \(\langle \tau^C_\lambda, \tau_\lambda \rangle_\mathcal{E}\).

**Theorem 2.**

(a) \(\langle \tau_\lambda, \tau_\mu \rangle_\mathcal{E} = \langle \tau^C_\lambda, \tau^C_\mu \rangle_\mathcal{E} = 0\) for all \(\lambda, \mu\).

(b) \(\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E} = 0\) for \(\lambda \neq \mu\).

**Proof.** Part (a) of the theorem is proved immediately by considering the reciprocal products \(\langle \tau_\lambda, \tau_\mu \rangle\), or \(\langle \tau^C_\lambda, \tau^C_\mu \rangle\), over a cap, or complementary cap, respectively. Since the contributions from the spherical surfaces \(\mathcal{A}, \mathcal{B}\) are zero, it follows from the reciprocal theorem (3.6) that \(\langle \tau_\lambda, \tau_\mu \rangle_\mathcal{E} = \langle \tau^C_\lambda, \tau^C_\mu \rangle_\mathcal{E} = 0\).

The proof of part (b) uses a method similar to that used in the proof of Theorem 1 but is much more subtle. As in Theorem 1, we note first that the value of \(\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E}\) is independent of \(\alpha\). Furthermore, the \(\phi\)-dependencies of the eigenfunctions are expressible exactly in terms of Legendre functions. On substituting these \(\phi\)-dependencies into the reciprocal product and writing \(x = \cos \alpha\), we find that \(\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E}\) has the functional form

\[
\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E} = (1-x^2) \left[ K_1 P_3(-x)P'_\mu(x) + K_2 P'_3(-x)P_\mu(x) + K_3 x P'_3(-x)P'_\mu(x) \right], \tag{3.19}
\]

where \(K_1, K_2,\) and \(K_3\) are constants that arise when the radial portions of the eigenfunctions are integrated. Hence

\[
(1-x^2) \left[ K_1 P_3(-x)P'_\mu(x) + K_2 P'_3(-x)P_\mu(x) + K_3 x P'_3(-x)P'_\mu(x) \right] = k, \tag{3.20}
\]

\((-1 < x < 1)\), where \(k\) is the constant value of \(\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E}\). We will show that \(\langle \tau^C_\lambda, \tau_\mu \rangle_\mathcal{E} = 0\) (when \(\lambda \neq \mu\)) by proving that (3.20) can be true only if \(K_1 = K_2 = K_3 = 0\).
Although the equality (3.20) has been proven only for real $x \in (-1, 1)$, it continues to hold for complex $z$ in any domain into which the left side may be analytically continued. Now $P_\mu(z)$ is analytic everywhere apart from a cut along the real interval $(-\infty, -1]$. The left side is thus evidently analytic everywhere except for cuts along the real intervals $(-\infty, -1]$ and $[1, \infty)$. However, because the left side is in fact constant, it must be continuous across these supposed cuts. We now evaluate the left side above and below the cut along the interval $[1, \infty)$ and equate the difference to zero. The result is that

\[ (3.21) \quad K_1 P_\lambda(x) P'_\mu(x) - K_2 P'_\lambda(x) P_\mu(x) + K_3 x P'_\lambda(x) P'_\mu(x) = 0 \]

for real $x \ (1 < x < \infty)$. On extending (3.21) by analytic continuation, we deduce that

\[ (3.22) \quad K_1 P_\lambda(z) P'_\mu(z) - K_2 P'_\lambda(z) P_\mu(z) + K_3 z P'_\lambda(z) P'_\mu(z) = 0 \]

for all complex $z$ not lying on the real interval $(-\infty, -1]$. 

Now in the limit as $z \to -1$,

\[ (3.23) \quad P_\lambda(z) P'_\mu(z) \sim \frac{1}{\pi^2} \sin(\lambda \pi) \sin(\mu \pi) \frac{\ln(\frac{1}{2} + \frac{1}{2} z)}{z + 1}, \]

\[ (3.24) \quad P'_\lambda(z) P_\mu(z) \sim \frac{1}{\pi^2} \sin(\lambda \pi) \sin(\mu \pi) \frac{\ln(\frac{1}{2} + \frac{1}{2} z)}{z + 1}, \]

\[ (3.25) \quad z P'_\lambda(z) P'_\mu(z) \sim -\frac{1}{\pi^2} \sin(\lambda \pi) \sin(\mu \pi) \frac{1}{(z + 1)^2}. \]

Because $z P'_\lambda(z) P'_\mu(z)$ grows faster than either $P_\lambda(z) P'_\mu(z)$ or $P'_\lambda(z) P_\mu(z)$ as $z \to -1$, it follows that (3.22) can only be satisfied if $K_3 = 0$.

With $K_3 = 0$, we now evaluate (3.22) at $z = 1$ and in the limit as $\lvert z \rvert \to \infty$. We find that

\[ (3.26) \quad \mu K_1 - \lambda K_2 = 0, \]

\[ (3.27) \quad \mu(\mu + 1) K_1 - \lambda(\lambda + 1) K_2 = 0, \]

which together imply that $K_1 = K_2 = 0$ when $\lambda \neq \mu$. This completes the proof of part (b) of the theorem.

**Corollary 2.** In particular,

(a) \[ \langle \tau^S, \tau^S \rangle_\varepsilon = \langle (\tau^S)^*, \tau^S \rangle_\varepsilon = 0, \]

(b) \[ \langle (\tau^{CS})^*, \tau^S \rangle_\varepsilon = 0, \]

(c) \[ \langle \tau^{PF}, \tau^S \rangle_\varepsilon = 0. \]
Proof. Since \( \{\tau^S, u^S\} \), \( \{(\tau^S)^*, (u^S)^*\} \) are cap eigenfunctions belonging to the distinct eigenvalues \( \beta, \beta^* \), respectively, the results (a), (b) follow from parts (a), (b) of the theorem.

Part (c) also follows from the theorem since \( \{\tau^{PF}, u^{PF}\} \) is a linear combination of cap, and complementary cap, eigenfunctions corresponding to eigenvalues all different from the shell eigenvalue \( \beta \).

We now return to the evaluation of the reciprocal product \( \langle \tau^{EX}, \tau^S \rangle_\Sigma \) in (3.7). It follows from (3.10), (3.13), and (3.14), and Theorems 1 and 2, that

\[
(3.28) \quad 0 = \langle \tau^{EX}, \tau^S \rangle_\Sigma = -F u^S_\Sigma(b, 0) + A_S \langle \tau^{CS}, \tau^S \rangle_\Sigma.
\]

The first term on the right of (3.28) is the contribution to \( \langle \tau^{EX}, \tau^S \rangle_\Sigma \) from the outer surface \( B \), the contribution from the inner surface \( A \) being zero. The second term is the only surviving contribution from the edge \( E \) (see (3.14)). Solving for \( A_S \), we find that

\[
(3.29) \quad A_S = \frac{F u^S_\Sigma(b, 0)}{\langle \tau^{CS}, \tau^S \rangle_\Sigma}.
\]

Since this formula is exact, the accuracy to which the coefficient \( A_S \) can be found depends only upon the accuracy to which the S-eigenfunction \( \{\tau^S, u^S\} \) has been determined. In our refined theory we use the two-term asymptotic approximation to \( \{\tau^S, u^S\} \) given in Appendix A, from which we obtain

\[
(3.30) \quad u^S_\Sigma(b, 0) = R \left[ 2 - 2\nu \left( 1 + \frac{i\nu^2}{1-\nu} \right) \epsilon + O(\epsilon^2) \right],
\]

\[
(3.31) \quad \langle \tau^{CS}, \tau^S \rangle_\Sigma = -\frac{64}{3} E R^3 \cos(\pi\beta) \epsilon^2 \left[ \frac{2i\nu^2}{1-\nu^2} + \frac{7 + 3\nu}{5(1-\nu)} \epsilon + O(\epsilon^2) \right]
\]

as \( \epsilon \to 0 \). In principle, further terms in these expansions could be obtained.

On combining these results in (3.29), we find that

\[
(3.32) \quad A_S = \frac{F}{16 E h^2 \cos(\pi\beta)} \left[ i\nu^2 + \frac{1}{20} (9\nu^2 - 5\nu - 14 - 20i\nu^2) \epsilon + O(\epsilon^2) \right].
\]

Equations (3.4) and (3.32) determine the coefficients \( A_M, A_S \) that are required to generate the outer solution \( \{\tau^O, u^O\} \) correct to two terms.

4. Results. Using the coefficients \( A_M \) and \( A_S \) computed in the last section, and the elastic field expansions given in Appendices A and B, we can find an asymptotic approximation to the outer solution \( \{\tau^O, u^O\} \), valid to two terms in the limit as \( \epsilon \to 0 \).

An interesting feature of the solution is that the membrane contribution \( A_M \{\tau^M, u^M\} \) is known exactly. This is the dominant part of the solution at distances from the load points that are large compared to \( \sqrt{Rh} \). For instance, the important circumferential stress \( A_M \tau^M_{\theta \theta} \) is given by

\[
(4.1) \quad A_M \tau^M_{\theta \theta} (\xi, \phi) = \frac{F \csc^2 \phi}{4\pi Rh(1 + \xi \epsilon)},
\]

where \( \xi \) is the dimensionless radial coordinate defined by \( r = R(1 + \xi \epsilon) \). The corresponding “thin shell” value is obtained by setting \( \epsilon = 0 \). The stress (4.1) is largest
when \( \xi = -1 \), that is, on the inner surface of the shell, where it exceeds the thin shell value by the factor \((1 - \epsilon)^{-1}\). When \( \epsilon = 1/10 \), this is about 11% higher than the thin shell value.

At distances from the load points that are large compared to \( h \), but not large compared to \( \sqrt{Rh} \), the contribution of the S-eigenfunction is significant and must be included. The solution then involves the fields in Appendix A. As an illustration, we show, in Figure 2, the variation of the circumferential stress \( \tau_{\theta\theta} \) on the outer surface of the sphere, plotted against the angle \( \phi \), together with the corresponding thin shell result, for the case in which \( \epsilon = 1/10 \) and \( \nu = 1/3 \). The two theories give significantly different results. We regard the results from our refined theory to be the more accurate since one should not expect the thin shell theory to be appropriate for a sphere of this thickness. (We do not continue our graphs up to \( \phi = 0 \). This is because shell theories (of any order) neglect the contribution of the PF-eigenfunctions and so are only accurate at distances from the load points that are large compared to \( h \). Thus \( \phi \) is restricted to be large compared to \( \epsilon \).)

Since the three-dimensional stress fields are rather complex, we also present formulae for the stress resultants and couples, defined by

\[
(4.2) \quad Q_\phi = \text{Re} \int_{-1}^{1} \tau_{\phi\phi}(\xi, \phi)(1 + \xi \epsilon) \, d\xi,
\]
\[
(4.3) \quad N_{\phi\phi} = \text{Re} \int_{-1}^{1} \tau_{\phi\phi}(\xi, \phi)(1 + \xi \epsilon) \, d\xi,
\]
\[
(4.4) \quad M_{\phi\phi} = R^2 \epsilon^2 \int_{-1}^{1} \tau_{\phi\phi}(\xi, \phi) \xi(1 + \xi \epsilon) \, d\xi,
\]

together with similar expressions for \( N_{\theta\theta}, M_{\theta\theta} \). These are as follows.
Stress resultants.

\[ RF^{-1}Q_\phi = -\frac{1}{4} \Re(A_2)\epsilon^{-1/2} \]
\[ + \frac{1}{40} \left[ 10\nu \Re(A_2) + \omega^{-2}(3 + 2\nu)(2 - 3\nu)\Im(A_2) \right] \epsilon^{1/2} + O(\epsilon^{3/2}). \]

\[ RF^{-1}N_{\phi\phi} = -\frac{1}{2\pi} \csc^2\phi - \frac{1}{4} \cot\phi \Re(A_2)\epsilon^{-1/2} \]
\[ + \cot\phi \frac{1}{40} \left[ 10\nu \Re(A_2) + \omega^{-2}(3 + 2\nu)(2 - 3\nu)\Im(A_2) \right] \epsilon^{1/2} + O(\epsilon). \]

\[ RF^{-1}N_{\theta\theta} = \frac{1}{2\pi} \csc^2\phi - \frac{1}{4} \omega^2\Im(A_1)\epsilon^{-1} + \frac{1}{4} \cot\phi \Re(A_2)\epsilon^{-1/2} \]
\[ + \frac{1}{20} \left[ (12\nu^2 + 5\nu - 7)\Re(A_1) + 10\nu \omega^2\Im(A_1) \right] \]
\[ - \frac{\cot\phi}{40} \left[ 10\nu \Re(A_2) + \omega^{-2}(3 + 2\nu)(2 - 3\nu)\Im(A_2) \right] \epsilon^{1/2} + O(\epsilon). \]

Stress couples.

\[ F^{-1}M_{\phi\phi} = -\frac{1}{4} \Re(A_1) - \frac{1}{6} \omega^2(1 + \nu)^{-1} \cot\phi \Im(A_2)\epsilon^{1/2} \]
\[ + \frac{1}{40} \left[ 10\nu \Re(A_1) + \omega^{-2}(1 - 6\nu^2)\Im(A_1) \right] \epsilon + \frac{\nu \cot\phi}{40} \left[ 4\Re(A_2) + 5\omega^{-2}(1 - \nu)\Im(A_2) \right] \epsilon^{3/2} + O(\epsilon^2). \]

\[ F^{-1}M_{\theta\theta} = -\frac{1}{4} \nu \Re(A_1) + \frac{1}{6} \omega^2(1 + \nu)^{-1} \cot\phi \Im(A_2)\epsilon^{1/2} \]
\[ + \frac{\nu}{40} \left[ 10\nu \Re(A_1) + \omega^{-2}(7 - 12\nu^2)\Im(A_1) \right] \epsilon - \frac{\nu \cot\phi}{40} \left[ 4\Re(A_2) + 5\omega^{-2}(1 - \nu)\Im(A_2) \right] \epsilon^{3/2} + O(\epsilon^2). \]

In the above formulae,

\[ \Lambda_1(\phi, \beta) = \begin{bmatrix} P_{\beta - \frac{1}{2}}(\cos\phi) + P_{\beta + \frac{1}{2}}(-\cos\phi) \end{bmatrix} \sec\pi\beta, \]
\[ \Lambda_2(\phi, \beta) = \epsilon^{1/2} \frac{\partial}{\partial\phi} \Lambda_1(\phi, \beta), \]

where \( \beta(\epsilon, \nu) \) is the shell eigenvalue given by (A.3). In accordance with the reflective symmetry of the elastic field about the equatorial plane \( \phi = \pi/2 \), \( \Lambda_1 \) is an even function of \( \phi \) about \( \phi = \pi/2 \), while \( \Lambda_2 \) is odd. Without losing generality, we may therefore restrict \( \phi \) to lie in the interval \( 0 < \phi \leq \pi/2 \).
It should be noted that, if \(\phi\) is allowed to approach the load points as \(\epsilon \to 0\), it is not permissible to use the “nonuniform” asymptotic expansion (A.26) for the Legendre function \(P_{\beta-\frac{1}{2}}(\cos \phi)\). It is permissible, however, to use the uniform asymptotic expansions given, for instance, by Olver [12, pp. 463–473]. It follows from these expansions that \(\Lambda_1, \Lambda_2\) are not exponentially small as \(\epsilon \to 0\) (as they would be if \(\phi\) were bounded away from 0, \(\pi\)), but in fact have the asymptotic form

\[
\Lambda_1 \sim i \left( \frac{\phi}{\sin \phi} \right)^{\frac{1}{2}} H_0(\beta \phi),
\]

(4.12)

\[
\Lambda_2 \sim -i \epsilon^{1/2} \beta \left( \frac{\phi}{\sin \phi} \right)^{\frac{1}{2}} H_1(\beta \phi)
\]

(4.13)

as \(\epsilon \to 0\), where \(H_n\) is the Hankel function of the first kind (that is, \(H_n = J_n + iY_n\)). In particular, it follows that, if \(\phi\) is restricted so that \(\epsilon^{-1/2} \phi\) is bounded away from zero, then

\[
\Lambda_1 = O(1),
\]

(4.14)

\[
\Lambda_2 = O(1)
\]

(4.15)

as \(\epsilon \to 0\) uniformly in \(\phi\). Consequently, the error terms in the formulae (4.5)–(4.9) are also uniformly valid in \(\phi\) (as \(\epsilon \to 0\)) provided that \(\epsilon^{-1/2} \phi\) is bounded away from zero. (This is equivalent to the requirement that the distance of the field point from the load point should not be small compared to \(\sqrt{Rh}\).)

These results are illustrated in Figures 3–6, where we show the variation of the stress resultant \(N_{\theta\theta}\) and stress couple \(M_{\theta\theta}\), against \(\phi\), for the cases in which \(\epsilon = 1/20\) or 1/10 and \(\nu = 1/3\). In each case, the predictions of our two-term refined theory are compared with those of classical thin shell theory and also those of the Reissner–Wan thin shell theory, which allows for the effect of transverse shear deformation. The
Reissner–Wan theory (see [14]) contains an additional elastic constant $A_Q$ which, for the isotropic case considered here, takes the value $A_Q = 6(1 + \nu)/5Eh$. The Reissner–Wan graphs in Figures 3–6 were generated by substituting this value for $A_Q$ into the solution derived in [14]. The thin shell graphs were obtained by simply setting $A_Q = 0$ in the same solution. For both $N_{\theta\theta}$ and $M_{\theta\theta}$ there is close agreement between all three solutions when $\epsilon = 1/20$. When $\epsilon = 1/10$, however, the differences between the refined and thin shell solutions are pronounced. Since the refined theory values have a relative error of order $O(\epsilon^2)$, one would expect this error to be negligible when $\epsilon = 1/10$. Hence

---

6Actually, the Reissner–Wan theory contains a further elastic constant $D_P$, which is associated with couple stresses. This we set equal to zero.
Fig. 6. The stress couple $M_{\theta\theta}$, plotted against $\phi$, when $\epsilon = 1/10$ and $\nu = 1/3$. The solid line refers to the refined theory, the long-dashed line to thin shell theory, and the short-dashed line to the Reissner-Wan thin shell theory.

the differences between the refined and thin shell values are almost entirely due to errors of relative order $O(\epsilon)$ present in the thin shell values. Thus classical thin shell theory is no longer appropriate when $\epsilon$ is as large as 1/10. However, the Reissner–Wan theory gives values that are considerably closer to the “true” values than those of classical thin shell theory. The Reissner–Wan theory is not a two-term theory in the asymptotic sense, but nevertheless the values that it predicts are quite close to those predicted by our asymptotically correct two-term theory. The allowance for transverse shear deformation evidently enables the Reissner–Wan theory to be used for thicker shells than the classical theory.

It should be noted that the observation above on the accuracy of the Reissner–Wan solution is consistent with the solution behavior obtained by Simmonds [15] for flat plates. In an analysis of three-dimensional plates under concentrated loads, Simmonds found that, near a concentrated load, classical plate theory gave better results for certain variables than did Reissner’s refined plate theory; far from the load, Reissner’s theory was better. As pointed out in the discussion following (4.15), our two-term outer asymptotic solution of the three-dimensional elasticity problem, which gives rise to the shell quantities (4.5)–(4.9), is valid at a distance from the load point not small compared to $\sqrt{Rh}$. In a small neighborhood within a radius of order $O(h)$ of the load point (corresponding to Simmonds’s small neighborhood near a concentrated load applied to a flat plate), the shell behavior should be derived from the inner asymptotic solution of the three-dimensional elasticity problem. Nothing is said about this inner solution in the present paper, and the corresponding shell behavior in this region may well be quite different from the Reissner–Wan solution.

Appendix A. The shell (or S-) eigenfunction. The eigenvalues of the axisymmetric eigenfunctions of the spherical shell satisfy the equation

$$\left[ \frac{\sinh \gamma \beta}{\sinh \gamma} \right]^2 = \beta^2 \left[ \frac{\beta^4 - \frac{5}{2} \beta^2 + \frac{73}{16} - 4 \nu^2}{\beta^4 + \beta^2 [4(1 - \nu^2) - \frac{3}{2}] + \frac{9}{16}} \right],$$

(A.1)
\( \gamma = \ln \left( \frac{1 + \epsilon}{1 - \epsilon} \right) \).

The eigenvalue \( \beta(\epsilon, \nu) \) governing the decay of the S-eigenfunction is given by

\[
\beta = \frac{(1 + i)\omega}{\epsilon^{\frac{1}{2}}} \left[ 1 - i \left( \frac{1 + 24\nu^2}{80\omega^2} \right) \epsilon + O(\epsilon^2) \right]
\]

as \( \epsilon \to 0 \), where the constant \( \omega \) is given by

\[
\omega = \left[ \frac{3}{4} (1 - \nu^2) \right]^{1/4}.
\]

We denote the S-eigenfunction by \( \{ \tau^S, u^S \} \). As \( \epsilon \to 0 \), the components of \( \{ \tau^S, u^S \} \) are given by the asymptotic formulae below. In these formulae, \( \xi \) is the dimensionless radial coordinate given by \( r = R(1 + \epsilon\xi) \).

**Displacements.**

\[
u^S_r(\xi, \phi) = v_r(\xi) P_{\beta - \frac{1}{2}}(\cos \phi),
\]

where

\[
R^{-1} \Re (v_r) = 2 - 2\nu\xi \epsilon + O(\epsilon^2),
\]

\[
R^{-1} \Im (v_r) = -\frac{2\nu\omega^2\xi^2}{1 - \nu} \epsilon + O(\epsilon^2).
\]

\[
u^S_\phi(\xi, \phi) = v_\phi(\xi) \frac{d}{d\phi} P_{\beta - \frac{1}{2}}(\cos \phi),
\]

where

\[
R^{-1} \Re (v_\phi) = -2\xi \epsilon + \frac{(2\nu^2 - 20\nu - 2 + 15\nu(1 - \nu)\xi^2)}{15(1 - \nu)} \epsilon^2 + O(\epsilon^3),
\]

\[
R^{-1} \Im (v_\phi) = -\frac{4\omega^2}{3(1 - \nu)} \epsilon + \frac{2\omega^2\xi(4 - (2 - \nu)\xi^2)}{3(1 - \nu)} \epsilon^2 + O(\epsilon^3).
\]

**Stresses.**

\[
\tau^S_{rr}(\xi, \phi) = \sigma_{rr}(\xi) P_{\beta - \frac{1}{2}}(\cos \phi),
\]

where

\[
E^{-1} \Re (\sigma_{rr}) = -\xi(1 - \xi^2) \epsilon + O(\epsilon^2),
\]

\[
E^{-1} \Im (\sigma_{rr}) = -\frac{2\omega^2(1 - \xi^2)}{1 - \nu} \epsilon + O(\epsilon^2).
\]

\[
\tau^S_{r\phi}(\xi, \phi) = \sigma_{r\phi}(\xi) \frac{d}{d\phi} P_{\beta - \frac{1}{2}}(\cos \phi),
\]
where

\[ E^{-1} \mathcal{R}(\sigma_{r\phi}) = \frac{[3 + 15\nu + 2\nu^2 - 5(1 - \nu^2)\xi^2](1 - \xi^2)}{10(1 - \nu^2)} \epsilon^2 + O(\epsilon^3), \]  

(A.15)  

\[ E^{-1} \Im(\sigma_{r\phi}) = \frac{2\omega^2(1 - \xi^2)}{1 - \nu^2} \epsilon - \frac{2\omega^2(7 + \nu)(1 - \xi^2)}{3(1 - \nu^2)} \epsilon^2 + O(\epsilon^3), \]  

(A.16)  

\[ \tau_{\phi \phi}(\xi, \phi) = \sigma^{(1)}_{\phi \phi}(\xi)P_{\beta - \frac{1}{2}}(\cos \phi) + \sigma^{(2)}_{\phi \phi}(\xi) \cot \phi \frac{d}{d\phi} P_{\beta - \frac{1}{2}}(\cos \phi), \]  

(A.17)  

where

\[ E^{-1} \mathcal{R}(\sigma^{(1)}_{\phi \phi}) = \frac{\xi[18 + 5\nu - 3\nu^2 - 10(1 - \nu^2)\xi^2]}{5(1 - \nu^2)} \epsilon + O(\epsilon^2), \]  

(A.18)  

\[ E^{-1} \Im(\sigma^{(1)}_{\phi \phi}) = \frac{4\omega^2\xi}{1 - \nu^2} + \frac{2\omega^2[\nu - 3(2 + \nu)\xi^2]}{3(1 - \nu^2)} \epsilon^2 + O(\epsilon^2), \]  

(A.19)  

\[ E^{-1} \mathcal{R}(\sigma^{(2)}_{\phi \phi}) = \frac{2\xi}{1 + \nu} \epsilon + \frac{2 + 20\nu - 2\nu^2 - 15(2 + \nu)(1 - \nu)\xi^2}{15(1 - \nu^2)} \epsilon^2 + O(\epsilon^3), \]  

(A.20)  

\[ E^{-1} \Im(\sigma^{(2)}_{\phi \phi}) = \frac{4\omega^2\xi}{3(1 - \nu^2)} \epsilon + \frac{2\omega^2\xi[6 + (2 - \nu)\xi^2]}{3(1 - \nu^2)} \epsilon^2 + O(\epsilon^3). \]  

(A.21)  

\[ \tau_{\theta \theta}(\xi, \phi) = \sigma^{(1)}_{\theta \theta}(\xi)P_{\beta - \frac{1}{2}}(\cos \phi) + \sigma^{(2)}_{\theta \theta}(\xi) \cot \phi \frac{d}{d\phi} P_{\beta - \frac{1}{2}}(\cos \phi), \]  

(A.22)  

where

\[ E^{-1} \mathcal{R}(\sigma^{(1)}_{\theta \theta}) = 2 + \frac{\xi[-10 + 3\nu + 15\nu^2 + 12\nu^3 - 5\nu(1 - \nu^2)\xi^2]}{5(1 - \nu^2)} \epsilon + O(\epsilon^2), \]  

(A.23)  

\[ E^{-1} \Im(\sigma^{(1)}_{\theta \theta}) = \frac{4\nu\omega^2\xi}{1 - \nu^2} - \frac{2\nu\omega^2[3 + 2\nu + 3(2 + \nu)\xi^2]}{3(1 - \nu^2)} \epsilon + O(\epsilon^2), \]  

(A.24)  

and

\[ E^{-1} \sigma^{(2)}_{\phi \phi} = -E^{-1} \sigma^{(2)}_{\phi \phi}. \]  

(A.25)  

\[ P_{\beta - \frac{1}{2}}(\cos \phi) \sim \left( \frac{i}{2\pi \beta \sin \phi} \right)^{1/2} e^{-i\beta \phi}, \]  

(A.26)  

\[ \frac{d}{d\phi} P_{\beta - \frac{1}{2}}(\cos \phi) \sim -i\beta P_{\beta - 1/2}(\cos \phi). \]  

(A.27)  

Equations (A.26), (A.27) display the exponential variation of \( \{\tau^{S}, u^{S}\} \) with \( \phi \).

**Appendix B.** The three-dimensional membrane state. The cap (and complementary cap) eigenfunctions associated with the roots of the eigenvalue equation (A.1) are not sufficient to expand the required solution \( \{\tau^{EX}, u^{EX}\} \). This is because all these eigenfunctions correspond to zero resultant applied load in the \( z \)-direction, which is clearly not true for \( \{\tau^{EX}, u^{EX}\} \). The expansion set is completed by the addition of a suitable “membrane state,” the simplest choice for which is that given by Gregory, Milac, and Wan [6], which is reproduced below. In these formulae, \( \xi \) is the dimensionless radial coordinate defined by \( r = R(1 + \xi) \).
Displacements.

(B.1) \[ R^{-1}u^M_r = \cos \phi \ln(\cot \frac{1}{2} \phi) - 1. \]

(B.2) \[ R^{-1}u^M_\phi = -\sin \phi \ln(\cot \frac{1}{2} \phi) - \cot \phi. \]

Stresses.

(B.3) \[ E^{-1}\tau^M_{rr} = 0. \]

(B.4) \[ E^{-1}\tau^M_{r\phi} = 0. \]

(B.5) \[ E^{-1}\tau^M_{\phi\phi} = (1 + \nu)^{-1}(1 + \xi \epsilon)^{-1} \csc^2 \phi. \]

(B.6) \[ E^{-1}\tau^M_{\theta\theta} = -(1 + \nu)^{-1}(1 + \xi \epsilon)^{-1} \csc^2 \phi. \]
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