The measure of success: constraints, objectives, and tradeoffs in morphogen-mediated patterning
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Abstract
A large, diverse, and growing number of strategies have been proposed to explain how morphogen gradients achieve robustness and precision. We argue that, to be useful, the evaluation of such strategies must take into account the constraints imposed by competing objectives and performance tradeoffs. This point is illustrated through a mathematical and computational analysis of the strategy of self-enhanced morphogen clearance. The results suggest that the utility of this strategy comes less from its ability to increase robustness to morphogen source fluctuations per se, than from its ability to overcome certain kinds of noise, and to increase the fraction of a morphogen gradient within which robust threshold positions may be established. This work also provides new insights into the longstanding question of why morphogen gradients exhibit a maximum range in vivo.

Introduction
In recent years, much research on morphogen gradients has shifted from purely mechanistic questions—how gradients form and how morphogens signal—to strategic ones—how gradients perform well in the face of various kinds of constraints and perturbations. Forty years ago, Francis Crick was among the first to call attention to constraints that morphogens face, noting that the time required to spread a signal by random transport through a tissue varies with the square of distance (Crick 1970). Using order-of-magnitude calculations, he argued that observed biological maxima for morphogen-mediated patterning were just about where they should be if morphogen signals spread by aqueous diffusion.

Although the idea that diffusion time is what limits the sizes of morphogen gradients remains untested, Crick’s work established a precedent of seeking explanations for developmental processes in terms of constraints imposed by the physical world. In the area of biological pattern formation, continued interest in how real-world limits constrain mechanisms has led many current investigators to focus on matters of robustness, the engineering term that describes the relative insensitivity of a system’s behavior to perturbations it may be expected to encounter. With respect to morphogen gradients, most work has focused on parametric robustness, i.e. insensitivity to parameter values (e.g. the dosage of genes, levels or rate constants of enzymes; Eldar et al. 2002; Eldar et al. 2003; Eldar et al. 2004; Bollenbach et al. 2005; Shimmi et al. 2005; White et al. 2007). Some investigators have also focused on the “precision” of morphogen gradients, which may be understood as robustness to the causes and effects of natural variation among individuals in a population (Houchmandzadeh et al. 2002; Gregor et al. 2007; Tostevin et al. 2007; Bollenbach et al. 2008; Emberly 2008).

Remarkably, after hardly a decade of intensive study of such questions, we find ourselves awash in a sea of diverse and intriguing mechanisms for conferring one or another type of robustness on morphogen-mediated patterning. Mechanisms that operate at the level of gradient formation include self-enhanced morphogen degradation (Eldar et al. 2003), facilitated transport (Eldar et al. 2002; Shimmi et al. 2005), serial transectosis (Bollenbach et al. 2005), pre-steady state patterning (Bergmann et al. 2007) and competition between morphogens for binding to inhibitors (Ben-Zvi et al. 2008). Mechanisms that operate at the level of morphogen detection and interpretation include morphogenetic apoptosis (Adachi-Yamada and O'Connor 2002), cell rearrangement (Ashe and Briscoe 2006), integration of signals from multiple morphogens (McHale et al. 2006; Morishita and Iwasa 2008), and various types of local cell-to-cell signaling (e.g. Amonlirdviman et al. 2005).
Why so many strategies? Biologists are often quick to ascribe multiplicity to redundancy, but the perspective of engineering suggests a different view. Most engineers accept the “no free lunch” principle (also referred to as “conservation of fragility”), which states that any mechanism that increases robustness in one setting (i.e. to one type of perturbation, or with respect to one type of output) always compromises it in another. The fact that every strategy comes at a price has been offered as an explanation for the seemingly inescapable fragility of highly engineered, modern technology (Carlson and Doyle 2002). By building complex machines that resist everything we think of, we inevitably create susceptibilities to the things we neglected. Although biology is not the result of human engineering, we have no reason to believe that natural selection can circumvent the limits that engineers confront.

In a world of no free lunch, one must evaluate a strategy not just by what it is good for, but the “price” of using it. With regard to morphogen-mediated patterning, it is reasonable to suggest that diverse strategies exist because each comes at a different price. If so, achieving meaningful biological understanding requires that we engage in a sort of cost-benefit analysis, in which each strategy is evaluated in the context of the performance objectives of the organism and constraints of the physical world. This is a tall order, as there is a great deal we still don’t know about the performance needs of developing organisms (for example, for the all the work done so far on morphogen gradient robustness, we still know little about the magnitudes of the perturbations that need to be withstood). Nevertheless, there is no reason not to get started, as even through the early investigation of hard questions, one commonly learns useful things.

Self-enhanced clearance: a paradigm strategy for robustness

In this vein, we begin by reviewing a well-accepted strategy for achieving parametric robustness in morphogen gradients, the principle of self-enhanced clearance (SEC). In their seminal paper, Eldar et al., (Eldar et al. 2003) described how having a morphogen stimulate its own degradation can provide a powerful way to build gradients that are highly robust to variation in the level of morphogen production at a source (although they referred explicitly to degradation, it is actually the removal of the morphogen from the diffusing pool—e.g. by binding and endocytosis, which may or may not be accompanied right away by degradation—that makes the strategy work, hence our substitution of the term “clearance” for degradation). These authors found evidence for SEC in two of the well-known gradients in the *Drosophila* wing imaginal disc—those formed by Wingless (Wg) and Hedgehog (Hh). In both cases, albeit by different molecular mechanisms, morphogen signaling leads to increased clearance, such that fluctuations in morphogen production are effectively neutralized close to the source. Recently, SEC has also been recognized in retinoic acid gradients in the zebrafish embryo (White et al. 2007).

Curiously, the third major gradient in the *Drosophila* wing disc—the BMP gradient (formed primarily by the morphogen Dpp, with assistance from the related TGF-beta family member Gbb (Khalsa et al. 1998))—not only fails to engage in SEC, it does the opposite: BMP signaling down-regulates expression of the BMP receptor thickveins (Tkv), and it is this receptor that provides the major route for BMP clearance. The contrast between the relationship between signaling and clearance in the BMP versus Wg gradients of the wing disc is strikingly illustrated by the opposite results obtained when receptors are overexpressed in the two systems. Forced overexpression of Wg receptor gene *Dfz2* leads to a marked expansion of the Wg signaling gradient, while forced overexpression of Tkv leads to a marked contraction of the BMP gradient (Cadigan et al. 1998; Lecuit and Cohen 1998). More recently, it was also shown that reduced Tkv expression expands the BMP signaling gradient (Akiyama et al. 2008).

By the same token that SEC promotes robustness (to morphogen production rates), self-repressed clearance ought to do the opposite. We wondered why the BMP gradient would utilize a seemingly counter-productive strategy. This prompted a closer look at the details of gradient formation.

As a start, we recall that, in a tissue with uniform morphogen decay, with morphogen produced by a point source (in one dimension) or line source (in two dimensions), the gradient that is formed will take on, at steady state, the shape of a declining exponential function (equation 1, see Box). A single parameter $\lambda$ captures the characteristic length scale of such a system (distance over which the gradient falls by $e^{-1}$ ~37%); it relates the processes of diffusion and decay through the formula $\lambda = (D/k)^{1/2}$, where $D$ is the effective diffusion coefficient, and $k$ an effective...
The general equation for a morphogen gradient is \( \partial_t c = D \partial_x^2 c - F(c) + V(x) \), where \( c \) is morphogen concentration, \( x \) is distance, \( D \) is a diffusion coefficient, \( V(x) \) is a rate of morphogen production (taken to be 0 for \( x > 0 \) and \( V \) for \( -d < x < 0 \), where \( d \) is the width of the production region) and \( F \) is a function that relates morphogen concentration to morphogen clearance. If receptors mediate clearance, do so linearly, and are not saturated, \( F(c) = k c r / K_m \), where \( k \) is a rate constant, \( r \) is receptor concentration, and \( K_m \) is a modified dissociation constant. Defining a scaled variable \( y = c / K_m \), we obtain the steady-state equation \( y'' = \frac{1}{\lambda^2} (y - y[x]) \), where \( \lambda = \sqrt{D K_m / (k r)} \), and \( y[x] = V(x) / (k r) \). This may be solved to

\[
y = y_0 e^{-y/\lambda} \tag{1}
\]

If there is self-enhanced clearance (Eldar et al., 2003), such that decay increases with some power \( n \) of \( c \), then \( F(c) = k c^{n+1} \). Making assumptions and substitutions as before, the steady state equation is \( y'' = \frac{1}{\lambda^2} (y^{n+1} - y[x]) \), where \( \lambda = \sqrt{D K_m / (k r^{n+1})} \), and \( y[x] = V(x) / (k r^{n+1}) \). For \( n = 1 \), the solution is:

\[
y = \left( \frac{x}{\sqrt[6]{\lambda}} + \frac{1}{\sqrt[6]{y_0}} \right)^2 \tag{2}
\]

From these equations we may obtain expressions for length scale \( \lambda \) (as a function of \( y \)), the sensitivity \( S_{x,0} \), of any position \( x \) to the value of \( y \) at \( x = 0 \), and the transition width, \( w \), caused by receptor binding noise. For equation 1, \( \lambda = \sqrt{x} \), \( S_{x,0} = \lambda / x \), and \( w = 2 \lambda / \sqrt{\rho y} \), where \( \rho \) is receptor concentration in numbers of molecules per cell. For equation 2, \( \lambda = \sqrt{2 y / (2 y)} \), \( S_{x,0} = \lambda / x \), \( w = \lambda / \sqrt{\rho y} \).

The above solutions apply only under conditions of low receptor saturation, when levels of bound morphogen are proportional to those of free morphogen. More general forms for uniform decay (UD) and self-enhanced clearance (SEC) gradients are shown below, together with an example of self-repressed clearance (SRC). Although none of these can be solved explicitly, expressions for \( \lambda, S_{x,0} \), and \( w \) may still be obtained.

<table>
<thead>
<tr>
<th>Case</th>
<th>Transformed equation</th>
<th>( \lambda(y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UD</td>
<td>( y'' = \frac{1}{\lambda^2} \left( \frac{y}{1+y} - y[x] \right) )</td>
<td>( \lambda = \sqrt{2 y - ln(1+y)} / y \lambda )</td>
</tr>
<tr>
<td>SEC1</td>
<td>( y'' = \frac{1}{\lambda^2} \left( \frac{y^2}{1+y^2} - y[x] \right) )</td>
<td>( \lambda = \sqrt{2 y + \frac{1}{1+y} - 2 ln(1+y)} / y \lambda )</td>
</tr>
<tr>
<td>SEC2</td>
<td>( y'' = \frac{1}{\lambda^2} \left( \frac{y - \beta}{1+y} - y[x] \right) )</td>
<td>( \lambda = \sqrt{2 y - (1+\beta) ln(1+y)} / y \lambda )</td>
</tr>
<tr>
<td>SEC3</td>
<td>( y'' = \frac{1}{\lambda^2} \left( \frac{y^2}{1+y^2} - y[x] \right) )</td>
<td>( \lambda = \sqrt{(-2+y) y + 2 ln(1+y)} / y \lambda )</td>
</tr>
<tr>
<td>SRC1</td>
<td>( y'' = \frac{1}{\lambda^2} \left( \frac{2 y}{1+y} \left( 1 + \frac{1+y^2}{\sqrt{1+y}} \right) - y[x] \right) )</td>
<td>( \lambda = \frac{ln \left[ \frac{(1+y^2)}{1+2 \phi (1+y) \phi} \right]}{2 \phi} )</td>
</tr>
</tbody>
</table>

SEC1, the most directly comparable to equation 2, comes from replacing \( F(c) = k c^2 \) with \( F(c) = k b^2 \), where \( b \) is the concentration of bound morphogen receptor complexes. We note, however, that the most plausible mecanisms by which morphogen signaling might upregulate morphogen removal are not consistent with this scenario. That is because, in most cases, the rate limiting step in morphogen decay is morphogen capture, and if morphogen signaling stimulates that process, i.e., increases the association rate constant \( k_{on} \) for morphogen-receptor interaction, then \( K_m \) is no longer a constant, but a function of \( b \). If we model this by replacing \( k_{on} \) with \( k_{on} / (1 + a/b) \), we obtain SEC2, in which \( \beta \) stands for \( a/r \). An alternative mechanism might be to allow morphogen signaling to upregulate the expression of an enzyme that degrades free morphogen; in this case receptor saturation would limit morphogen signaling, but not morphogen decay, leading to the expression \( F(c) = k c b \), and equation SEC3, in which \( \frac{1}{\lambda} = \sqrt{D / (k r)} \). A third mechanism--having morphogen signaling upregulate receptor expression, as occurs in Hedgehog gradients--produces a highly distinctively short-length, sharp uage gradient profile, and has not been considered here. The equation for self-repressed clearance, SRC1, was obtained by allowing morphogen signaling to exert negative feedback on receptor synthesis according to \( r = r_{max} / (1 + y b) \), where \( r_{max} \) is the total receptor level in the absence of feedback, \( \lambda = \sqrt{D K_m / (k r_{max})} \), and \( \phi = \sqrt{1 + 4 y r_{max}} \).
clearance rate constant. Rearranging equation 1 tells us that the location at which any threshold value of morphogen \( L \) is crossed in a uniform decay (UD) gradient is \( x = -\lambda \ln(L/L_0) \). As many have pointed out, this means an \( m \)-fold change in \( L_0 \) produces an absolute shift in \( x \) of \( \lambda \ln m \), for all \( x \). Because most morphogen gradients seem to pattern fields on the order of three length-scales in size (Reeves et al. 2006), this means a two-fold variation in morphogen synthesis will displace all patterns by about one fourth of the width of the entire patterned field. It is this calculation that suggests that UD gradients, in general, lack the robustness that biology demands.

If, on the other hand, one makes decay non-uniform, clearing morphogen faster when morphogen levels are higher, the result is a non-uniform length scale—short close to the source and longer far away (equation 2). Although the pattern shift due to a change in morphogen level at the source is still proportional to length scale, it is only the length scale near the source that matters. Since length scale at that location can be made very short, while length scales elsewhere are long, SEC gradients are more robust than UD gradients of similar size (Eldar et al. 2003).

Although this explanation captures the gist of SEC, it glosses over some important issues. In principle, there is no reason why a UD gradient couldn’t use just as short a length scale as an SED gradient. Suppose one wanted to position a patterning threshold 20 \( \mu \)m from a morphogen source. In a UD gradient with \( \lambda = 10 \mu \)m, that threshold occurs at 2\( \lambda \), meaning that a two-fold change in morphogen concentration at the source produces a 6.9 \( \mu \)m (=10\ln2) shift in pattern, or about 35% of the original distance to the threshold—hardly what one would call robust. But if the gradient used a length scale \( \lambda = 2 \mu \)m, so that the threshold occurred at 10\( \lambda \), then a two-fold change in morphogen concentration would produce only a 1.4 \( \mu \)m shift (6.9%).

Notice that we have chosen to quantify robustness in terms of relative (percentage) movement, not absolute movement, of a patterning threshold location. By this metric, no single value characterizes an entire gradient; robustness is different at different patterning thresholds. We find this approach quite natural—after all, a 2 \( \mu \)m change in a 4 \( \mu \)m wide pattern element seems like a much more serious defect than a 2 \( \mu \)m change in an 80 \( \mu \)m wide pattern element. Moreover, it allows us to formalize the notion of robustness in terms of the standard engineering notion of sensitivity coefficient (Reeves and Fraser 2009), the measure of the fold-change in system output with respect to any fold-change in input (specifically, \( S_{a,b} = \frac{\delta a}{\delta b} \)). Sensitivity coefficients are unitless, facilitating comparisons among models and mechanisms. By this measure, in any morphogen gradient in which morphogen production is restricted to a domain \( x<0 \), the sensitivity of any threshold position \( x>0 \) to the level of morphogen at \( x=0 \) is simply \( \lambda_0/x \), where \( \lambda_0 \) stands for the length scale at the source.

Since a UD gradient can match, point for point, the robustness of an SEC gradient (simply by matching the length scale at the source) what is the advantage of non-uniform decay? As Figure 1A shows, such a UD gradient falls, at every location, to a lower fraction of its starting value than the SEC one. The further from the source, the lower that fraction. For example, at the location where the sensitivity coefficient = 0.3 (i.e. a two fold change in morphogen level at \( x=0 \) causes a 2\(^{0.3}\) -fold [23%] positional shift), morphogen levels have declined four times as much in the UD case as in the SEC one.

Presumably, there must be some limit to how low morphogen concentrations may get before they can no longer be useful. Accordingly, having to work with lower morphogen concentrations would seem a liability for UD gradients. But couldn’t this liability be neutralized simply by using higher morphogen levels at the outset (i.e. near the source?) As shown in Figure 1B, any UD gradient described by equation 1 can always be made to match the robustness and morphogen level of any SEC gradient described by equation 2, at any single location, simply by adjusting the initial value from which the UD gradient declines. Why then should a morphogen gradient bother with SEC?

**How high is too high?**

The obvious answer is that there may be limitations to how high one can go in the level of morphogen at the start of a gradient. Certainly, proteins can only be synthesized and secreted so fast. However, given that morphogen gradients may be fed by morphogen-producing regions of considerable size (cf. the Hh gradient in the *Drosophila* wing disc (Tabata and Kornberg 1994)), these limits are not especially constraining. To see what the real problem is, we need to strip away two assumptions that are especially constraining. To see what the real problem is, we need to strip away two assumptions that are widely used to simplify the analysis of morphogen gradients.
These assumptions lay behind the formulation of equations 1 and 2, as well as quite a few conclusions in the literature about how morphogen gradients behave.

The first assumption is that the level of morphogen receptor occupancy (the actual input to morphogen signaling) is, to a close approximation, proportional to that of free morphogen. This is only true when morphogen receptors are far from saturation. As levels of free morphogen rise, receptors become saturated, as their fractional occupancy \( \theta \) follows the formula \( \theta = \frac{c}{c + K_m} \), where \( c \) is the concentration of free morphogen. The constant \( K_m \) here resembles the familiar dissociation constant for binding, but reflects modifications to account for effects of internalization and degradation on occupancy (Lander 1999). If receptors play any role in morphogen clearance (either directly or as a consequence of their signaling), then only when \( \theta << 1 \) everywhere are equations 1 and 2 valid. For larger \( \theta \), gradient shape becomes distorted in a manner that, in principle, might be detectable in measurements of actual morphogen gradients. In practice, \( \theta \) needs to be very high before such distortion is obvious. A more sensitive indication of receptor saturation is a discrepancy between the measured length scale of a morphogen gradient and the measured length scale of its signaling gradient. A signaling gradient that declines more slowly than the gradient of the morphogen that elicits it would indicate possible receptor saturation near the source. Interestingly, when just such measurements were made for the Dpp gradient of the Drosophila wing disc (Bollenbach et al. 2008), length scales of 17\( \pm \)4.3 \( \mu \)m for Dpp molecules, and 25\( \pm \)4.5 \( \mu \)m for phosphorylated Mad (the signal arising from receptor occupancy), were obtained. Given the overlapping error bars, these measurements were reported as “not significantly different”. Yet given the distances over which the measurements were made, it is easy to show that the observed 50% increase in apparent length scale is just the amount of change that would come from a receptor occupancy level of about 50% near the source! Clearly the possibility that real morphogen gradients start from a position of significant receptor saturation cannot be ignored.

The second assumption is that one may use the level of morphogen near the source as a valid proxy for the

![Figure 1. Gradient decay mechanisms and robustness to rates of morphogen synthesis. A. According to equations 1-2, morphogen gradients with uniform decay (UD) and self-enhanced clearance (SEC) will be equally robust to morphogen synthesis rates, if they display the same length scale near the source. B. Such a UD gradient will necessarily decline more rapidly, but equivalent morphogen levels at any single threshold point can be maintained by initiating the UD gradient from a higher starting value. C. According to equations 1-2, the amount by which a UD or SEC gradient shifts in response to a two fold change in morphogen synthesis is \( \ln 2 \) times the length scale. However, outside the regime of very low receptor saturation, the shift can be much larger, as shown in D. Units of free morphogen concentration are scaled to \( K_m \), such that the value of 0.28 corresponds to 22% receptor saturation. E-F. When receptor saturation is not negligible, morphogen concentration near the source can go up steeply with morphogen synthesis rate. \( S_{y0} \), is the coefficient of sensitivity of \( y_0 \) (morphogen level at \( x=0 \), scaled to \( K_m \)) to the rate of morphogen synthesis, and is plotted in panel E as a function of \( y_0 \) and in panel F as a function of \( \theta_0 \), receptor saturation at \( x=0 \). Note that the results depend upon the size of the morphogen production region relative to the length scale parameter, which determines the fraction of morphogen molecules that are cleared within the production region, as opposed to diffusing away from it.](image)
rate of morphogen production within the source. In studies of morphogen gradients it is widely assumed that if one wishes to learn how robust a gradient will be to changes in morphogen production one need only calculate how robust it is to changes in its starting value (or, equivalently, the value of morphogen flux, or current, adjacent to the source). Strictly speaking, this assumption also only holds when receptors are far from saturation. For $\theta>0.25$, the deviation from ideal behavior is considerable, and it can be frankly massive if the width of the morphogen production region is large.

Figure 1C-D illustrates the point. Panel C uses equation 1 to plot the profile of free morphogen for a UD gradient with length scale $\lambda=20$. The dashed curve shows the effect of doubling the initial morphogen concentration, a rightward shift of $\lambda/n^2$. Panel D, in contrast, plots a UD profile in which receptor saturation effects are taken into account. In this example, units of morphogen concentration are expressed relative to $K_m$, so that $\theta(x=0) = y_0/(1+y_0)$, where $y_0$ is the initial value on the ordinate axis. For example, since the solid curve starts at a level of 0.28, receptor saturation at that point comes out to be $0.28/1.28 = 22\%$. We also take the width of the morphogen production region into account, and assume it is large compared with the length scale of the morphogen within it. Under these circumstances, we find that a two-fold increase in morphogen synthesis rate leads to a nearly four-fold increase in morphogen concentration next to the source, and more than a doubling of the rightward shift of the gradient.

Much of the explanation for this effect stems from a simple fact: if receptors mediate morphogen clearance, then as receptors become saturated, so does clearance. Accordingly, as synthesis increases, the fraction of synthesized molecules cleared by receptors goes down, meaning that the fraction of morphogen molecules that escape clearance within the production region (or nearby to it) goes up by more than the increase in synthesis.

We can quantify this effect with a sensitivity coefficient, $S_{y0,v}$ which captures the sensitivity of $y_0$ to the rate of morphogen synthesis, $v$, in the production region. A value of $S_{y0,v} = 1$ corresponds to the statement that the level of free morphogen at $x=0$ varies linearly with $v$; a higher value means a steeper-than-linear relationship. As shown in Figure 1E, $S_{y0,v}$ is always greater than 1 for a UD gradient, and increases with increasing $y_0$. In Figure 1F this relationship is plotted as a function of receptor saturation at $x=0$. From it one can see that, with saturation levels just under 60%, $S_{y0,v} = 4$, i.e. free morphogen can vary with as much as the fourth power of morphogen synthesis rate! For SEC gradients, the overall picture is similar for large $y_0$, although for values of $y_0<1$, $S_{y0,v}$ dips below 1 (data not shown). This is because increasing receptor occupancy stimulates morphogen clearance (but only up to the point that receptors become saturated).

The advantage of quantifying the effects of receptor saturation and morphogen decay within production regions in terms of a sensitivity coefficient is that the quantity we are really after—the overall sensitivity of position ($x$) to morphogen synthesis rate ($v$)–can be found simply by multiplying $S_{y0,v}$ by $S_{x,y0}$ (the latter term being equal to $\lambda^2/n^2$, as discussed above). When we do this for UD gradients, we find that matching both the robustness and morphogen level of an SEC gradient is usually quite impossible. As one tries to raise $y_0$ to compensate for a small $\lambda$, the ensuing decline in robustness requires one to lower $\lambda$ even more.

What this means is that UD gradients cannot easily escape from the low morphogen levels they incur in exchange for robustness. But do they really need to? Until now, we have assumed that there is some fixed level of morphogen below which pattern formation cannot occur. In reality, this value is not fixed, but different for different types of gradient mechanism—e.g. UD vs. SEC. To see why, we need to consider the effects of noise on morphogen gradient interpretation.

**How low is too low?**
To the extent that morphogens specify tissue boundaries—locations to either side of which cells adopt different fates—the consequences of low morphogen levels on patterning need to be measured in terms of how they affect the ability to create such boundaries. We may distinguish two types of noise that influence the measurement of morphogen levels by cells: background noise and detection noise. The former refers to the degree of activation of the morphogen signaling pathway (or its downstream effectors) that occurs even in the absence of morphogen. The latter refers to inaccuracy in the measurement of morphogen levels due to noise in the measurement process itself. It is fair to say that we know very little about the levels of background noise
among cells that respond to morphogens, but we may speculate that at least some of it comes from ligand-independent receptor signaling, which tends to rise with increasing receptor levels (Feng and Derynck 1996; Harris et al. 1999). Thus, background noise likely imposes constraints on the total numbers of receptors a cell may possess.

With regard to detection noise, we can distinguish at least three types: The first is stochastic variation in free morphogen concentration, due to morphogen molecules moving in and out of the volume around cells. The second is cell-to-cell variability in the machinery of detection (e.g. numbers of receptors per cell, rates of internalization, levels of signaling intermediates, cell size etc.). The third is fluctuation in levels of receptor occupancy due to the stochastic nature of association, dissociation and internalization. Because of the rapidity with which free molecules diffuse over short distances, it is likely that fluctuations in free morphogen concentration are too fast to have a significant impact on morphogen binding and signaling (i.e. the fluctuations average out over time (for discussion see Lauffenburger and Linderman 1993)). Cell-to-cell variability could have much larger effects, depending on what is varying and on what time scales (see Bollenbach et al. 2008). In the case of fluctuations in receptor occupancy due to the stochasticity of binding events, we can be much more precise, because we can model those events explicitly. As shown in Figure 2A, using rate constants in the range of those in known morphogen

Figure 2. Binding noise and background noise in morphogen detection and patterning. A. Stochastic simulations were carried out to visualize predicted fluctuations in receptor occupancy on cells with mean occupancies of 9.1 (red), 45.5 (green), or 227 (blue) receptors per cell. A logarithmic axis is used to show that the relative contribution of binding noise goes down as occupancy goes up. For the rate parameters used here ($k_{	ext{deg}}=2 \times 10^3 \text{ sec}^{-1}$ for bound receptors and $10^4 \text{ sec}^{-1}$ for free; $k_{\text{off}}<<k_{\text{deg}}$; receptor synthesis rates of 72 [red], 360 [green] and 1800 [blue] molecules cell$^{-1}$ hour$^{-1}$), the time course of the fluctuations is on the order of an hour, and therefore likely to be physiologically relevant. B-D. Effect of binding noise on patterning. Simulations were carried out to show the expected behavior of a field of 50 x 70 cells, exposed to an exponentially declining morphogen gradient with length scale of 10 cell diameters, in which initial morphogen concentration is sufficient to occupy 50 receptors per cell, and thresholds for activating gene expression (represented by a color change from light to dark) occur at occupancy levels of 15 (B), 4 (C), or 0.5 (D) receptors per cell. As expected, the width of the variegated response region increases with lower occupancy thresholds; this is quantified by overlaid pink boxes, which mark the regions within which cells have more than a 15% chance of responding inappropriately for their position. E. Effects of background noise. Simulations were carried out as in B-D, except that background (Gaussian) noise was added at a mean level equivalent to the occupancy of 1.2, or 4 receptors per cell, with a coefficient of variation of 30%. The effects of background noise become significant only when it nears the cell response threshold. Whereas decreasing the gradient length scale is an effective strategy for minimizing the effects of binding noise, it has little effect on background noise, which can only be overcome by raising the response threshold.
gradient systems, one predicts fluctuations that vary over many minutes to hours. Such slowly-varying noise could have a pronounced impact on target gene expression, provided the magnitude is sufficient. As Fig. 2A points out, the magnitude of such “binding noise” increases as receptor occupancy falls—for Poisson processes the coefficient of variation ($cv$; the standard deviation divided by mean) is equal to the reciprocal of the square root of the mean.

The impact of detection noise on patterning (whether due to cell-to-cell variability or the stochastics of binding) is that some cells will find themselves on one side of a patterning threshold position, yet respond in the manner appropriate for cells on the other side. The result is a “salt-and-pepper” transition zone, rather than a sharp border of cell response, with a width equal to $2cv \times \lambda$, where $\lambda$ is the length scale of the gradient (Tostevin et al. 2007; Bollenbach et al. 2008; Emberly 2008; for gradients in which length scale is not constant, $w = 2cv \times \lambda^*$ where $\lambda^*$ is the average length scale within the region). This makes intuitive sense: even if there is a great deal of detection noise at a particular location, if the gradient is very steep, cells nearby will tend to have values of receptor occupancy well above or below the level of the noise. Figure 2B-D simulates the effects of binding noise on a UD gradient, in which thresholds for gene expression are set at levels of receptor occupancy of 15, 4 and 0.5 per cell. The pink regions mark the boundaries outside of which cells have no more than a 15% chance of choosing their fates incorrectly.

The fact that many gene-expression boundaries are variegated (e.g. Moser and Campbell 2005; Bollenbach et al. 2008) supports that view that noise has a significant impact in vivo. Whether the dominant source is cell-to-cell variation or binding noise is likely to depend on location, as the magnitude of the former changes little with distance, whereas the latter grows dramatically as one moves away from a morphogen source (because receptor occupancy falls). Thus, binding noise has the potential to limit on the distances over which morphogen gradients may be used, limits we will later argue are fairly easily reached.

Regardless of the source of detection noise, it should be apparent that SEC gradients should, in general, be more sensitive to it than UD gradients. This because the length scales of SEC gradients increase with distance, whereas those of UD gradients do not. The very thing that makes SEC gradients more robust to one perturbation—fluctuations in the level of morphogen production—makes them more fragile to another perturbation—fluctuations in receptor occupancy. Indeed, if one compares SEC and UD gradients with the same length scales at the morphogen source (so that they are equally robust to morphogen synthesis rate everywhere), and asks how robust they are at the most distant location where the transition width (due to binding noise) remains below any arbitrary value, one finds that SEC gradients tend to be only marginally more robust (Figure 3A).

It’s not how robust you make it, it’s how you make it robust

In the space of a few pages, we have come from explaining how SEC is a powerful robustness strategy to arguing that it is marginally useful. The fact that both statements can be supported by evidence nicely makes our main point: the evaluation of performance is always a matter of context. A strategy cannot be judged by how well it does a single job, but by how it manages the tradeoffs that come with competing performance objectives (and the absence of free lunch). What we learned in this case is that, within a context established by two particular objectives (robustness to morphogen synthesis rate, and binding noise), SEC seems not much better than UD. But perhaps this was not the right way to make the comparison?

The value of being able to reduce strategies to mathematical formulations is that it enables us to explore performance over a diverse range of contexts, homing in on those sets of situations in which a given strategy outperforms others. In the case of SEC, two such situations are easily found.

The first is when background noise is more significant than binding noise, at the locations where patterning thresholds are crossed. The reason for this is that background noise does not show the same relationship to length scale as detection noise. The corrupting influence of background noise rises extremely steeply as the signal-to-noise ratio approaches 1; in this neighborhood, no amount of length-scale shortening can recover the signal. Only elevating the signal above the noise does the trick (Figure 2E). This, of course is precisely what the SEC strategy does well: Point for point, for the same degree of robustness to morphogen synthesis rate, the SEC gradient will always have a higher level of morphogen, and thus rise higher above the
background. At present, we know little about the levels of background or binding noise in morphogen gradients, so the data are not available to determine whether those gradients with high background noise are indeed ones that use SEC.

The second situation in which SEC really shines is when a morphogen needs to place patterning thresholds at widely separated positions. As Figure 3B points out, because sensitivity to morphogen production rate falls with distance from the source, whereas detection noise (especially binding noise) rises with distance, most gradients should display a limited “useful patterning range” (the region between \( x_S \) and \( x_W \) in Fig. 3B). Between the source and this region noise is not sufficient, and beyond this region noise is too high. In Figure 3C we calculate, for UD gradients, the relative proportion of the total patterning range that is “useful” in this way, as a function of gradient size and \( \lambda_0 \) (length scale near the source). The calculations imply that, to spread a gradient over a substantial distance, one must sacrifice a great deal of the useful patterning range. Figure 3D confirms the analysis in Figure 3C with
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**Figure 3. Comparing performance of different gradient strategies.** A. Exact expressions for \( S_{x,v} \) (robustness of position with respect to morphogen synthesis rate) for UD and SEC gradient mechanisms were evaluated for a series of values of \( \lambda_0 \) (length scale at \( x=0 \)), at the farthest location where the transition width \( w \) (positional uncertainty due to binding noise), remains below a maximum allowable value (in this example, 4 \( \mu m \), assuming a receptor density of 4500/cell). \( S_{x,v} \) for SEC1 gradients was subtracted from \( S_{x,v} \) for UD gradients to yield \( \Delta S_{x,v} \), the robustness improvement due to SEC. Under most circumstances, \( \Delta S_{x,v} \) is relatively small (\( \Delta S_{x,v}=0.1 \) means a two-fold change in \( v \) produces a 2^{0.1}-fold (7.2%) smaller change in \( x \) in SEC versus UD gradients). Values of \( \lambda_0 \), in \( \mu m \), are 1 (yellow), 2.5 (red), 5 (green), 7.5 (blue), 10 (orange), 12.5 (purple), and 15 (black). For these calculations, the size of the morphogen production region was assumed to be \(<< \lambda \) (which minimizes degradation of robustness; Fig. 1E-F). For different receptor levels, identical curves are obtained if \( w \) is adjusted in proportion to the square root of the receptor level. B. Receptor occupancy, robustness (\( S_{x,v} \)) and transition width due to binding noise (\( w \)), calculated empirically, for a simulated UD gradient (20 \( \mu m \) production region; 4485 receptors per cell; \( D=10 \mu m^2/sec \)). Thresholds \( x_S \), where \( S_{x,v}=0.3 \), and \( x_W \), where \( w=4 \), are shown. Note that only a small fraction of the gradient falls between \( x_w \) and \( x_S \) (the “useful region”). C. Predicted sizes of useful regions of UD gradients of different \( \lambda_0 \) (values shown beside each curve, color coded as in panel A), as a function of \( x_w \), the maximum patterning width (calculations assume small production region). Moving clockwise around each loop one encounters gradients with initial receptor occupancies, \( \theta \), running from low to high (curves change from solid to dashed at the point where \( \theta=0.5 \)). D. A set of random UD gradient profiles (covering a wide range of parameter values) was generated as in panel B, and values of \( x_S \) and \( x_W \) were calculated empirically. Note the good agreement with panel C, except for very small \( \lambda_0 \) (when the assumption of small production region size is least valid). E. Predicted sizes of useful regions of SEC1 gradients of different \( \lambda_0 \), plotted as in C. Note that in both C and E, the size of the useful region is generally maximized when receptors are moderately saturated at the source (\( \theta \) close to 0.5). This provides a strong theoretical argument why real morphogen gradients are unlikely to operate under conditions where the effects of receptor saturation can be neglected!
Concluding remarks: how far is too far?

At the start of this article, we recalled Crick’s conjecture that the relationship between diffusion time and distance might limit the range over which gradients pattern. From the data in Figure 3C-E, the reader may begin to see another reason why the maximum ranges of morphogen gradients should be constrained: As gradients get longer, the relative sizes of their useful regions decline, until eventually they vanish altogether. This occurs because at some point, the location where the noise is too great starts to occur prior to the location where robustness becomes adequate.

In Fig. 3C this occurs at about 62 μm from the source, but the precise limiting value depends upon two parameters that were chosen for the purpose of illustration: We could double this limit by quadrupling the allowable number of receptors per cell (to 18,000) or doubling the tolerable transition width (to 8 μm). Remarkably, changing the diffusion coefficient makes no difference (the maximum patterning range is essentially defined in terms of the units of the transition width). The point is that, for reasonable parameter choices, a patterning range of a few hundred microns—what is commonly observed in morphogen gradients—may well be the theoretical maximum.

Of course, this is not a “hard” limit in the sense of the one that Crick discussed. One can easily imagine strategies to circumvent it, even in UD gradients: With larger cells, more receptors per cell could probably be accommodated. By using molecules other than receptors to clear morphogens, higher levels of receptor saturation could be allowed without compromising robustness. Similar effects could be obtained by regulating clearance differently in morphogen producing versus morphogen responding regions. Does this explain why wing disc cells are so large for their diameters (i.e. long and thin)? Why expression of the proteoglycan dally within the Dpp production region of wing discs appears to decrease the amount of Dpp that escapes from that region? Why expression of Tkv receptors is markedly repressed in the same Dpp production region? Perhaps, but perhaps not. Useful as these strategies may be in theory, they would undoubtedly come at a price. Only by finding it will we be in a position to evaluate the true measure of their success.
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