
Chapter 7

Function Sequences and
Series

7.1 Complex Numbers

This is not meant to be a thourogh and completely rigorous construction
of complex numbers but rather a quick brush up of things assumed to be
already known.

7.1.1 Basic Properties

The field of complex number can be viewed as C = R + iR but is also con-
venient to have a geometric model like C = R2. The next table summarizes
the basic field operations in the two different model
C = R + iR C = R2

z = x + iy z = (x, y)
x = <(z) , y = =(z) x = <(z) , y = =(z)
z1 + z2 = (x1 + x2) + i(y1 + y2) z1 + z2 = (x1 + x2, y1 + y2)
z1z2 = x1x2 − y1y2 + i(x1y2 + x2y1) z1z2 = (x1x2 − y1y2, x1y2 + x2y1)
i2 = −1 (0, 1)(0, 1) = (−1, 0)

(C , + , ·) is an algebraically closed field. We also recall the simple formula

1
x + iy

=
x

x2 + y2
− i

y

x2 + y2
, x 6= 0 6= y .

Further we define the absolute value (or modulus) of a complex number z by

|z| :=
√

x2 + y2
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and mention the simple properties

|z1 z2| = |z1| |z2| , |z1 + z2| ≤ |z1|+ |z2| , z1 , z2 ∈ C .

What are their geometric meaning?

Definitions 7.1.1. (Convergence)
Let (zn)n∈N be a sequence in C.
(i) We say that it converges in C towards a limit z∞ ∈ C iff

zn → z∞ (n→∞) ∀ ε > 0 ∃N ∈ N s.t. |zn − z∞| ≤ ε ∀ n ≥ N .

(ii) We call it a Cauchy sequence iff

∀ ε > 0 ∃N ∈ N s.t. |zn − zm| ≤ ε ∀m,n ≥ N .

(iii) A function f : R→ C is called complex-valued. In this case

f = g + ih for g, h : R→ R .

Definition 7.1.2. A complex-valued function f : Df
o
⊂ R → C is said to

be differentiable at x0 ∈ Df iff there exists f ′(x0) ∈ C such that

f(x0 + h) = f(x0) + f ′(x0)h + o(|h|) .

It is simply called differentiable if it differentiable everywhere and continu-
ously differentiable if its derivative f ′ : Df → C is continuous. Continuity of
a complex-valued function is defined similarly to that of real-valued function,
where the absolute valued has to be substituted by the modulus. Finally
f is R-integrable if any of the conditions of theorem 6.7.6 satisfied, where
convergence is now in C.

Remarks 7.1.3. (a) Observe that

zn → z∞ (n→∞) ⇐⇒

{
xn → x∞

yn → y∞
(n→∞)

for z∞ = x∞ + iy∞. (b) Using the fact that f = g + ih, many properties of
complex-valued functions can be reconducted to properties of g and h. In
particular

f is continuous at x0 ∈ Df ⇐⇒ g, h are continuous at x0 . (7.1.1)
f is differentiable at x0 ∈ Df ⇐⇒ g, h are differentiable at x0 . (7.1.2)

Tm(f, x0) = Tm(g, x0) + iTm(h, x0) , f ∈ Cm
(
Df , C) . (7.1.3)

f ∈ R(a, b; C)⇐⇒ g, h ∈ R(a, b) . (7.1.4)
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Theorem 7.1.4. Let f ∈ R(a, b : C), then |f | ∈ R(a, b) and

|
∫ b

a
f(x) dx ≤

∫ b

a
|f(x)| dx .

Proof. The claim follows by the inequality∣∣|z1| − |z2|
∣∣ ≤ |x1 − x2|+ |y1 − y2| ,

which follows from the triangular inequality and which implies that

Osc(|F |,P) ≤ osc(f,P) + osc(g,P) and |S(F,P)| ≤ S(|F |,P) .
√

7.2 Numerical series and Sequences

7.2.1 Convergence and Absolute Convergence

We begin by remarking that the convergence of a series
∑∞

k=1 xk can simply
be viewed as the convergence of the sequence (sn)n∈N of its partial sums
sn =

∑n
k=1 xk. In this sense a series is nothing but a sequence itself.

Definition 7.2.1. A series
∑∞

k=1 xk of complex numbers xk ∈ C , k ∈ N is
called absolutely convergent iff

∑∞
k=1 |xk| is convergent.

Example 7.2.2. (Geometric Series)
Let r ∈ [0,∞) and consider the geometric series

∑∞
k=1 rk. Considering its

partial sums, we easily obtain that
n∑

k=1

rk =
1− rn+1

1− r

and conclude that convergence is given if r < 1. What is the limit (or value
of the series)?

Proposition 7.2.3. (Elementary Properties)
Consider two convergent series

∑∞
k=1 xk and

∑∞
k=1 yk of complex numbers.

Then, for λ ∈ C,
∞∑

k=1

(xk + yk) converges and
∞∑

k=1

(xk + yk) =
∞∑

k=1

xk +
∞∑

k=1

yk , (7.2.1)

∞∑
k=1

λxk converges and
∞∑

k=1

λxk = λ

∞∑
k=1

xk . (7.2.2)
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Theorem 7.2.4.
∑∞

k=1 xk converges iff

∀ ε > 0 ∃N(ε) such that
∣∣ n∑

k=m

xk

∣∣ ≤ ε ∀m,n ≥ N(ε) .

Proof. Since C is complete and the condition above implies that the sequence
of partial sums is a Cauchy sequence, its converence gives the claim.

√

Remarks 7.2.5. (a) If
∑∞

k=1 xk converges, then xk → 0 (k →∞) .
(b) Absolute convergence implies convergence since

∣∣ n∑
k=m

xk

∣∣ ≤ n∑
k=m

|xk| ∀m,n ∈ N .

Theorem 7.2.6. (Comparison Test)
Let

∑∞
k=1 xk and

∑∞
k=1 yk be given such that

|xk| ≤ yk , k ∈ N .

Then, if
∑∞

k=1 yk converges, the series
∑∞

k=1 xk is absolutely convergent.

Proof. The inequality

∣∣ n∑
k=m

xk

∣∣ ≤ n∑
k=m

|xk| ≤
n∑

k=m

yk ∀m ≤ n ∈ N

implies that
∑∞

k=1 |xk| satisfies Cauchy criterion if
∑∞

k=1 yk does. If
∑∞

k=1 yk

converges, that is clearly the case.
√

Corollary 7.2.7. (Ratio and Root Tests)

(i) ∃N ∈ N , r ∈ (0, 1) such that |xk+1

xk
| ≤ r < 1 ∀ k ≥ N

=⇒
∞∑

k=1

xk converges absolutely.

The series diverges, if N ∈ N can be found such that |xk+1

xk
| ≥ 1 for all

k ≥ N .

(ii) ∃N ∈ N , r ∈ (0, 1) such that |xk|1/k ≤ r < 1

=⇒
∞∑

k=1

xk converges absolutely.
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Example 7.2.8. The series
∑∞

k=1
1
ka converges for a > 1 and diverges for

a ≤ 1.

Definition 7.2.9. (Rearrangement)
Let π : N→ N be a permutation, then

∞∑
k=1

xπ(k)

is called rearrangement of
∑∞

k=1 xk.

It is natural to ask whether a convergent sequence preserves its conver-
gence after a rearrangement. The next two theorems answer precisely this
question.

Theorem 7.2.10. (i) If
∑∞

k=1 xk is absolutely convergent and π is any
permutation of the naturals, then

∑∞
k=1 xπ(k) converges absolutely as well

and has the same value.
(ii) If

∑∞
k=1 xπ(k) converges regardless of the choice of permutation π, then∑∞

k=1 xk is absolutely convergent.

Proof. Let π be a rearrangement. Since
∑∞

k=1 xk is absolutely convergent,
for any ε > 0 we can find Ñ ∈ N such that

∞∑
k=Ñ+1

|xk| ≤ ε .

Then choose N ∈ N such that

{x1, . . . , xÑ} ⊂ {xπ(1), . . . , xπ(N)} .

In that case

∣∣ n∑
k=1

xπ(k) −
Ñ∑

k=1

xk

∣∣ ≤ ∞∑
k=Ñ+1

|xk| ≤ ε , ∀ n ≥ N

and consequently

∣∣ ∞∑
k=1

xk −
n∑

k=1

xπ(k)

∣∣ ≤ ∣∣ ∞∑
k=1

xk −
Ñ∑

k=1

xn

∣∣ +
∣∣ Ñ∑

k=1

xn −
n∑

k=1

xπ(k)

∣∣
≤ 2ε , ∀ n ≥ N
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which gives the desired convergence.
(ii) We prove the converse. Assume that

∑∞
k=1 |xk| is divergent. The we

need to find at least a permutation π such that
∑∞

k=1 xπ(k) diverges, too.
Without loss of generality we can assume that

xk ∈ R ∀ k ∈ N and ∃ (kn)n∈N with xkn > 0 and
∞∑

n=1

xkn =∞ .

To get a proper rearragement we still need to include the terms which are
still missing. Let (k̃n)n∈N be the sequence of the indeces missed by (kn)n∈N.
Notice that it might be finite. Then define N1 such that

s1 + xk̃1
:=

N1∑
n=1

xkn + xk̃1
≥ 1

and squeeze xk̃1
into (xkn)n∈N right after xkN1

. Then proceed inductively
to choose Nm ∈ N for m ≥ 2 such that

m−1∑
l=1

(
sl + xk̃l

)
+

Nm∑
n=Nm−1

xkn + xk̃m
≥ m

and squeeze xk̃m
right after xkNm

. In this fashion we obtain a rearrangement
of the original series which diverges as well.

√

Theorem 7.2.11. Let
∑∞

k=1 xk be a conditionally convergent series and
x∞ ∈ R. Then there exists a permutation π of the naturals such that

∞∑
k=1

xπ(k) = x∞ .

Thus a conditionally convergent series can be made to converge to any limit
by rearranging it.

Proof. (i) Consider the two subsequences (x+
k )k∈N and (x−k )k∈N comprising

the positive and negative terms of (xk)k∈N, respectively. Then necessarily

either
∞∑

k=1

x+
k =∞ or

∞∑
k=1

x−k = −∞

since, otherwise, the series would converge absolutely.
(ii) Next we put together a new series recusively as follows. First find N±

1



7.2. NUMERICAL SERIES AND SEQUENCES 99

such that 
N+

1 := inf
{
N

∣∣ s+
1 :=

∑N
k=1 x+

k > x∞
}

,

N−
1 := inf

{
N

∣∣ s+
1 +

N∑
k=1

x−k︸ ︷︷ ︸
=:s−1

< x∞
}

,

and then, for m ≥ 2,

N+
m := inf

{
N

∣∣ s−m−1 +
Nm∑

k=N+
m−1+1

x+
k

︸ ︷︷ ︸
s+
m

> x∞
}

,

N−
m := inf

{
N

∣∣ s+
m +

N−
m∑

k=N−
m−1

x−k

︸ ︷︷ ︸
s−m

< x∞
}

,

(iii) Finally we observe that

s−m → x∞ and s+
m → x∞ (m→∞)

follows from

|x∞ − s+
m| ≤ |xN+

m
| and |x∞ − s−m| ≤ |xN−

m
| ∀m ∈ N

combined with remark 7.2.5(a).
√

7.2.2 Summation by Parts

Motivation. As the name says, summation by parts will have something
to do with integration by parts. Since an integral is a limit of sums and a
series can be viewed as an integration, the two can be viewed as one and the
same thing. This can actually be made precise but we won’t do it. Instead
we shall see that integration by parts provides a simple trick to investigate
the convergence of conditionally convergent series.

Let

Bn =
n∑

k=1

bk , an = An+1 −An for (bn)n∈N , (An)n∈NCN ,
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then the idea lies in the simple observation that

m∑
n=1

anBn

= a1B1 + · · ·+ amBm = (A2 −A1)b1 + (A3 −A2)(b1 + b2) + . . .

+ (Am+1 −Am)(b1 + b2 + · · ·+ bm)
= b1(A2 −A1 + A3 −A2 + · · ·+ Am+1 −Am)+

b2(A3 −A2 + · · ·+ Am+1 −Am) + · · ·+ bm(Am+1 −Am)
= b1(Am+1 −A1) + b2(Am+1 −A2) + · · ·+ bm(Am+1 −Am)

= −
m∑

n=1

bnAn + BmAm+1 . (7.2.3)

Example 7.2.12. Consider the series
∑∞

n=1
(−1)n

n . Defining An = 1
n and

bn = (−1)n for n ∈ N we obtain

an =
1

n + 1
− 1

n
= − 1

n(n + 1)
, Bn =

{
0 , n is even ,

−1 , n is odd
.

Since |An+1Bn| ≤ 1
n → 0 (n→∞) we finally get that

∑∞
n=1

(−1)n

n converges
since

∞∑
n=1

1
(2n− 1)2n

≤
∞∑

n=1

1
n2

<∞ .

Theorem 7.2.13. Let (An)n∈N be a decreasing sequence of positive numbers
converging to zero.
(i) Then

∞∑
n=1

(−1)nAn converges.

(ii) Let (bn)n∈N be given and let Bn :=
∑n

k=1 bk with |Bn| ≤M for all n ∈ N
and some M > 0. Then

∞∑
n=1

Anbn converges.

Proof. (ii) Defining an = An+1 −An we obtain that −an ≥ 0 and that

−
m∑

n=1

an = −(A2 −A1)− (A3 −A2)− · · · − (Am+1 −Am)

= A1 −Am+1 → A1 (m→∞) ,
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which makes
∑m

n=1 an absolutely convergent. Now, multiplying by Bn term
by term, we arrive at

l∑
n=k

|anBn| ≤ M

l∑
n=k

|an| → 0 (k, l→∞)

which, by Cauchy’s criterion, implies absolute convergence of
∑l

n=k anBn.
Next

|An+1Bn| ≤ M |An+1| → 0 (n→∞)

together with (7.2.3) implies the convergence of
∑l

n=k Anbn as desired.
(i) Just take bn = (−1)n in (ii).

√

7.3 Uniform Convergence

A function can be thought of as a “very long” vector with uncountably many
components, aka the values it assumes. If we are to introduce a concept of
convergence for function sequences we will have to bear that in mind. In
particular we should specify if we would like all components to converge
at the same rate, or if we would rather allow each component to get there
at its own pace. These two requirements lead to two different concepts of
convergence for function sequences. They both have a raison d’être and are
both useful in a variety of applications.

7.3.1 Uniform Limits and Continuity

Definition 7.3.1. (Pointwise and Uniform Convergence)
Given a sequence of real- or complex-values functions (fn)n∈N defined on
some domain D ⊂ R we say that it
(i) converges pointwise to f∞ : D → R iff

∀ x ∈ D ∀ε > 0 ∃N ∈ N such that |f∞(x)− fn(x)| ≤ ε ∀ n ≥ N .

(ii) converges uniformly to f∞ : D → R iff

∀ ε > 0 ∃N ∈ N such that |f∞(x)− fn(x)| ≤ ε , ∀ n ≥ N , ∀ x ∈ D .

(iii) converges locally uniformly to f∞ : D → R iff there is a neighborhood
about each point in which the convergence is uniform.

What does N depend on in the first case? In the second? And in the
last?
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Example 7.3.2. Consider the sequence of functions (fn)n∈N given by

fn(x) := xn , x ∈ [0, 1) , n ∈ N .

It converges to the zero function pointwise, but not uniformly! Explain why.

Remarks 7.3.3. (a) A more suggestive way to visualize uniform continuity
is by the use of the so-called supremum norm

fn → f∞ (n→∞) uniformly iff ∀ ε > 0 ∃N ∈ N with
‖f∞ − fn‖∞ := sup

x∈D
|f∞(x)− fn(x)| ≤ ε , ∀ n ≥ N .

In the example supx∈[0,1) |xn − 0| = 1 ∀ n ∈ N and therefore no uniform
convergence is possible.
(b) Pointwise convergence is very weak. In fact many properties shared by
a whole sequence often go lost in the limit. Consider the sequence (fn)n∈N
given by

fn(x) :=


0 , x ∈ [−1, 0]
nx , x ∈ (0, 1

n)
1 , x ∈ [ 1

n , 1]

, n ∈ N

Then, fn converges to f∞, where

f∞(x) :=

{
0 , x ∈ [−1, 0] ,
1 x ∈ (0, 1] .

Notice that [−1, 1] is compact and that

‖f∞ − fn‖∞ = 1 ∀ n ∈ N .

Theorem 7.3.4. (Cauchy Criterion)
A sequence of functions (fn)n∈N converges uniformly iff

∀ ε > 0 ∃N ∈ N such that ‖fn − fm‖∞ ≤ ε ∀m,n ≥ N .

Proof. “=⇒”: By uniform convergence, there is a limit function f∞ such
that, for any given ε > 0,

‖f∞ − fn‖∞ ≤
ε

2
∀ n ≥ N

for some N ∈ N and therefore

‖fm − fn‖∞ ≤ ‖fm − f∞‖∞ + ‖f∞ − fn‖∞ ≤ ε ∀m,n ≥ N .
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“⇐=”: For ε > 0 choose N ∈ N such that

‖fn − fm‖∞ ≤ ε∀m,n ≥ N .

Then
|fn(x)− fm(x)| ≤ ε ∀ x ∈ D , ∀m,n ≥ N .

Thus
(
fn(x)

)
n∈N is a Cauchy sequence in C for each x ∈ D. Since C is

complete, it therefore has a limit for each x ∈ D, call it f∞(x). This defines
a function f∞ on D for which

|fn(x)− fm(x)| ≤ ‖fn − fm‖∞ ≤ ε ∀ x ∈ D , ∀m,n ≥ N .

Letting m take off to infinity we therefore finally obtain

|fn(x)− f∞(x)| ≤ ε ∀ x ∈ D , ∀ n ≥ N

which is the desired uniform convergence.
√

Theorem 7.3.5.

fn ∈ C(D, C) , n ∈ N
‖fn − f∞‖∞ → 0 (n→∞)

}
=⇒ f∞ ∈ C(D, C) .

Proof. Fix x0 ∈ D. For ε > 0 find N ∈ N such that

‖fn − f∞‖∞ ≤
ε

3
∀ n ≥ N ,

and δ > 0 such that

|fN (x)− fN (x0)| ≤
ε

3
∀ x ∈ D with |x− x0| ≤ δ .

Both are possible by assumption. Then

|f∞(x)− f∞(x0)| ≤
|f∞(x)− fN (x)|+ |fN (x)− fN (x0)|+ |fN (x0)− f∞(x0)|

≤ ε

3
+

ε

3
+

ε

3
= ε ∀ x ∈ D with |x− x0| ≤ δ

and continuity at x0 is proven. The claim follows since x0 was arbitrary.
√

Remarks 7.3.6. (a) Example 7.3.2 shows that pointwise convergence is not
enough to preserve continuity in the limit.
(b) Uniform continuity is also preserved. In fact

fn ∈ BUC(D, C) , n ∈ N
‖fn − f∞‖∞ → 0 (n→∞)

}
=⇒ f∞ ∈ BUC(D, C) .
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7.3.2 Integration and Differentiation of Limits

Remark 7.3.7. We observe here that the Riemann integrability of a func-
tion f ∈ B([a, b], K) is equivalent to the validity of one of the following
conditions:

(i) ∀ ε > 0 ∃ δ > 0 s.t. |Sf (P )− Sf (P̃ )| ≤ ε

∀ P, P̃ ∈ P
(
[a, b]

)
with 4(P ),4(P̃ ) ≤ δ

(ii) ∃I ∈ K s.t. ∀ ε > 0 ∃ δ > 0 s.t. |Sf (P )− I| ≤ ε

∀ P ∈ P
(
[a, b]

)
with 4(P ) ≤ δ

We leave the proof as an exercise. It can be based on theorem 6.7.6.

Theorem 7.3.8.

fn ∈ R(a, b; C) , n ∈ N
‖fn − f∞‖∞ → 0 (n→∞)

}
=⇒

{
f∞ ∈ R(a, b; C) ,

limn→∞
∫ b
a fn(x) dx =

∫ b
a f∞(x) dx .

Proof. (i) Given ε > 0, we can find N ∈ N such that

‖fn − f∞‖∞ ≤
ε

3(b− a)
.

It follows that

|S(fn,P)− S(f∞,P)| =
∣∣ n∑

k=1

[fn(yk)− f∞(yk)](xk − xk−1)
∣∣

≤
n∑

k=1

|fn(yk)− f∞(yk)|(xk − xk−1) ≤
ε

3(b− a)

n∑
k=1

(xk − xk−1) ≤
ε

3

for any partition P of [a, b]. By assumption we can find δ > 0 with

|S(fN ,P)− S(fN , P̃)| ≤ ε

3
, whenever 4(P) , 4(P̃) ≤ δ .

Finally we obtain that

|S(f∞,P)− S(f∞, P̃)| ≤ |S(f∞,P)− S(fN ,P)|
+ |S(fN ,P)− S(fN , P̃)|+ |S(fN , P̃)− S(f∞, P̃)| ≤ ε .

(ii) Now that we know that f∞ is integrable we can find δ > 0 with

|S(f∞,P)−
∫ b

a
f∞(x) dx| ≤ ε

3
when 4(P) ≤ δ .
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Then

|S(fn,P)−
∫ b

a
f∞(x) dx| ≤ 2ε

3
∀ n ≥ N

and there is δn > 0 such that

|S(fn,P)−
∫ b

a
fn(x) dx| ≤ ε

3
if 4(P) ≤ δn .

Putting everything together we obtain

|
∫ b

a
f∞(x) dx−

∫ b

a
fn(x) dx| ≤ |

∫ b

a
f∞(x) dx− S(fn,P)|

+ |S(fn,P)−
∫ b

a
fn(x) dx| ≤ ε ∀ n ≥ N

and the proof is finished.
√

We can also ask the question as to what conditions need to be satisfied
for a sequence of differentiable functions to preserve that property in the
limit.

Example 7.3.9. Uniform convergence is not enough! In fact, consider the
sequence (fn)n∈N given through

fn(x) :=

√
x2 +

1
n2

, x ∈ [−1, 1] .

Then fn converges to | · | uniformly, but the absolute value function is not
differentiable in the origin.

Theorem 7.3.10. Let a sequence (fn)n∈N be given such that

fn ∈ C1
(
(a, b), R

)
for n ∈ N. Assume that

fn → f (n→∞) pointwise
f ′n → g (n→∞) uniformly

}
=⇒ f ∈ C1

(
(a, b), R

)
and f ′ = g .

Proof. Let x0 ∈ (a, b). Then by theorem 6.8.7 we have that

fn(x) = fn(x0) +
∫ x

x0

f ′n(x) dx , x ∈ (a, b) .
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Letting n→∞, we obtain

f(x) = f(x0) +
∫ x

x0

g(x) dx , x ∈ (a, b)

by the assumptions and theorem 7.3.8. Moreover g is continuous by theorem
7.3.5 and therefore f ∈ C1

(
(a, b), R

)
and f ′(x) = g(x) , x ∈ (a, b).

√

Remarks 7.3.11. (a) Convergence at one single point for fn together with
uniform convergence of the sequence of derivatives would suffice.
(b) Local uniform convergence for f ′n would be enough as well.
(c) Uniform convergence of f ′n is not enough.

7.3.3 Unrestricted Convergence

Next we give another characterization of uniform convergence (on compact
subsets).

Theorem 7.3.12. Let D ⊂ R be compact and (fn)n∈N ∈ C(D, R)N. Then

fn(xn)→ f(x) ∀ (xn)n∈N ∈ DN s.t. xn → x (n→∞)
⇐⇒ ‖fn − f‖∞ → 0 (n→∞) .

Proof. “⇐=”: Let a sequence (xn)n∈N be given which converges to x ∈ D.
Then, given ε > 0 we find δ > 0 and then N ∈ N such that

|f(y)− f(x)| ≤ ε

2
if |y − x| ≤ δ and

|xn − x| ≤ δ , ‖fn − f‖∞ ≤
ε

2
∀ n ≥ N .

Then

|fn(xn)− f(x)| ≤ |fn(xn)− f(xn)|+ |f(xn)− f(x)| ≤ ε

2
+

ε

2
= ε ∀ n ≥ N .

“=⇒”: Define the set

Am,N :=
{
x ∈ D

∣∣ |fn(x)− f(x)| ≤ 1
m
∀ n ≥ N

}
.

Then uniform convergence amounts to

∀m ∈ N ∃N(m) s.t. Am,N(m) = D .
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We now claim that

∀ x ∈ D ∀m ∈ N ∃N ∈ N s.t. Am,N ∈ U(x) .

Assume that this is not the case. Then we can find x ∈ D and m ∈ N as
well as a sequence (xN )N∈N in D with xN → x as N →∞, but xN /∈ Am,N .
It then follows that

∃ k(N) ≥ N s.t. |fk(N)(xN )− f(x)| > 1
m

.

Next define the sequence (yn)n∈N by

yk :=

{
xN , k = k(N) ,

x , otherwise .

Now yk → x as k →∞, but infinitely many y′ks satisfy satisfy

|fk(yk)− f(x)| > 1
m

.

contradicting the assumed convergence. Finally, for any m ∈ N given,

∀ x ∈ D ∃Nx ∈ N s.t. x ∈
◦
Am,Nx .

Now since D ⊂ ∪x∈D

◦
Am,Nx , compactness of D implies the existence of a

finite subcover, or that

D ⊂ ∪j=1,...,n

◦
Am,Nxj

which gives D ⊂
◦
Am,maxj(Nxj ) = ∪j=1,...,n

◦
Am,Nxj

.
√

7.4 Power Series

We have already talked about local approximation of functions by polyno-
mials when we introduced the Taylor polynomial of differentiable functions.
If a function turns out to possess infinitely many derivatives we can increase
the degree of the Taylor polynomial more and more. In the limit we would
get a series like

∞∑
n=0

an(x− x0)n , (an)n∈N ∈ KN ,
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which is called power series centered at x0 for obvious reasons. Here we
used the notation K := R , C. When Taylor developing a smooth function
we would of course have

an =
f (n)(x0)

n!
.

Eventhough it is easy to write down a power series or the Taylor expansion
of a smooth functions, what really matters is their convergence! So the
central question are: How can we assess the convergence of a power series?
What kind of convergence can be expected?

7.4.1 Radius of Convergence

We first observe that by simple translation we can assume, without loss of
generality, that the power series is centered at x0 = 0. This corresponds to
the intuitive observation the convergence will have something to do with the
distance from the center but not with its location.

Remark 7.4.1. Convergence of a power series can be limited to its center
as the example

∞∑
n=1

(nx)n

shows.

Definition 7.4.2. (Radius of Convergence)
The radius of convergence ρ ≥ 0 of a given power series

∑∞
n=0 an(x − x0)n

is defined by

ρ = sup
{
|x− x0| ∈ [0,∞)

∣∣ ∞∑
n=0

an(x− x0)n converges
}

.

Remarks 7.4.3. (a) A power series converges uniformly and absolutely
strictly within its radius of convergence. In other words, convergence is
uniform and absolut in [x0−ρ+ ε, x0 +ρ− ε] for any ρ > ε > 0. It therefore
represents a contiunuous function on (x0 − ρ, x0 + ρ). Why? To prove the
claimed convergence, observe that for |x−x0| ≤ ρ−ε the following estimate
holds

∥∥ N∑
n=0

an

( x− x0

ρ− ε/2

)n
(ρ− ε/2)n

∥∥ ≤ N∑
n=0

M
( |x− x0|

ρ− ε/2

)n

≤
N∑

n=0

M
( ρ− ε

ρ− ε/2

)n
<∞ .
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Notice that we have used the fact that an(ρ− ε/2)n ≤M ∀ n ∈ N for some
M > 0 since the associated series

∑∞
n=1 an(ρ− ε/2)n converges.

(b) At x = x0 ± ρ anything can happen as the following examples show
∞∑

n=1

xn diverges at x = ±1 ,

∞∑
n=1

nxn diverges at x = ±1 ,

∞∑
n=1

xn

n
diverges at x = 1 and converges at x = −1 ,

∞∑
n=1

xn

n2
converges at x = ±1 .

Lemma 7.4.4.
lim

n→∞
M1/n = 1 , M > 0 .

Proof. It is clear that 1
n log M → 0 (n → ∞), then continuity of the expo-

nential function implies that

e
1
n

log M = M1/n → 1 (n→∞)

and we are done.
√

Theorem 7.4.5. The radius of convergence of a power series
∑∞

n=1 anxn

is given by

ρ =
1

lim supn→∞ |an|1/n

Proof. The idea of the proof is to compare the series
∞∑

n=1

(
|an|1/nx

)n

to the geometric series.
(i) First we prove that

lim sup
n→∞

|an|1/n ≤ 1
ρ

.

This is obviously true if ρ = 0. Assume then that ρ > 0 and take r ∈ (0, ρ).
It follows that |anxn| ≤ M ∀ n ∈ N for some M > 0 and |x| ≤ r. Thus we
get

|an|1/n ≤ M1/n

r
∀ n ∈ N .
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It follows that
lim sup

n→∞
|an|1/n ≤ 1

r
lim sup

n→∞
M1/n =

1
r

.

(ii) Let now 1
ρ0

:= lim supn→∞ |an|1/n. If we can show convergence of the
series for |x| < ρ0, then ρ ≥ ρ0, which would conclude the proof. Let r < ρ0

and pick ρ1 ∈ (r, ρ0), then

lim sup
n→∞

|an|1/n <
1
ρ1

and, consequently, we can find k ∈ N s.t.

|an|1/n ≤ 1
ρ1
∀ n ≥ k .

Finally this gives

|anxn| ≤
( r

ρ1

)n for |x| ≤ r and n ≥ k

and, finally, ∑
n≥k

|anxn| ≤
∑
n≥k

( r

ρ1

)n
<∞

implies the desired convergence.
√

Examples 7.4.6. (a) Let p, q be polynomial functions such that q(n) 6=
0 ∀ n ∈ N and define

an :=
p(n)
q(n)

.

Then ρ = 1.

Proof. Itis enough to show that

lim
n→∞

|p(n)|1/n = 1

for any nonzero polynomial p. For n large we find constants M , M > 0
such that

Mnk ≤ |p(n)| ≤Mnk

and it is therefore enough to show

lim
n→∞

(
Mnk

)1/n
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for M > 0, which follows from

1
n

log(Mnk) =
1
n

log M +
k

n
log n→ 0 (n→∞)

and the continuity of the exponential function.
√

(b) The series
∑∞

n=0
xn

n! has radius of convergence ρ =∞. To see this we

need to show limn→∞
(

1
n!

)1/n = 0. For any m ∈ N we have that

n! ≥ mn−m if n ≥ m

and, consequently, (n!)1/n ≥ m m−m/n if n ≥ m. Finally it follows that

lim inf
n→∞

(n!)1/n ≥ m ∀m ∈ N

and the proof is finished.

Theorem 7.4.7. Let ρ > 0 be the radius of convergence of
∑∞

n=0 anxn.
Define

f(x) :=
∞∑

n=0

anxn , x ∈ (−ρ, ρ) .

Then

f ∈ C1
(
(−ρ, ρ), K

)
and f ′(x) =

∞∑
n=1

nanxn−1 .

Then, it follows that

f ∈ C∞(
(−ρ, ρ), K

)
and f (k)(x) =

∞∑
n=k

n(n− 1) . . . (n− k + 1)anxn−k .

Proof. Define fn(x) = anxn, then, obviously

fn ∈ C1
(
(−ρ, ρ), K

)
and

∑∞
n=0 fn converges uniformly in (−r, r) for any r ∈ (0, ρ). What about∑∞

n=0 f ′n? Since
∑∞

n=1 nanxn−1 =
∑∞

n=0(n+1)an+1x
n we see that its radius

of convergence is given by

1
ρ′

= lim sup
n→∞

(
(n + 1)|an+1|

)1/n
= lim sup

n→∞
|an+1|1/n =

1
ρ
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whrere the last equality follows from example 7.4.6(a). Thus
∑∞

n=0 f ′n con-
verges uniformly in (−r, r) as well and therefore

f ∈ C1
(
(−r, r), K

)
∀ r ∈ (0, ρ)

which amount to the claim. The argument can then be iterated to cover all
derivatives.

√

Remark 7.4.8. The above proof shows that a power series can be differen-
tiated term-by-term within its domain of convergence and that the resulting
power series for the derivative has the same radius of convergence as the
original series.

Warning. It has to be pointed out that NOT ALL C∞-functions can be
represented by power series! In fact the non-zero function

f(x) =

{
e−1/x2

, x ∈ R \ {0} ,

0 , x = 0 ,

has a vanishing power series expansion in x0 = 0.

Definition 7.4.9. (Analytic Functions)
Any function f : D ⊂ R → K is called analytic if it has a power series
expansion about every point in its domain D. We also define

Cω(D, K) :=
{
f : D → K

∣∣ f is analytic
}

.

Proposition 7.4.10. (Identity)
Let

∞∑
n=0

anxn ≡
∞∑

n=0

bnxn

and let both series have the same radius of convergence ρ > 0. Then

an = bn ∀ n ∈ N .

Proof. Let |x| < r < ρ, then the both series define the same function there

f(x) =
∞∑

n=0

anxn =
∞∑

n=0

bnxn .

It follows that an = f (n)(0)
n! = bn for any n ∈ N.

√
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7.4.2 Analytic Continuation

Consider a power series
∑∞

n=0 anxn with radius of convergence ρ > 0. Take
x0 with |x0| ∈ (0, ρ). What is the power series

∑∞
n=0 bn(x − x0)n represen-

tation about x0 of
∑∞

n=0 anxn and what is its radius of convergence?

Theorem 7.4.11. If
∑∞

n=0 an(x− x0)n is convergent in [|x− x0| < ρ] and
defines a function f there, then f also has a power series expansion about
each x1 ∈ (x0−ρ, x0+ρ) which converges in the largest interval (x1−r, x1+r)
still contained in (x0 − ρ, x0 + ρ).

Proof. Without loss of generality take x0 = 0 and x1 = x0. Write x =
(x− x0) + x0 which then gives

xn =
[
(x− x0) + x0

]n =
n∑

k=0

(
n
k

)
(x− x0)kxn−k

0 .

Moreover

m∑
n=0

anxn =
m∑

n=0

an

n∑
k=0

(
n
k

)
(x−x0)kxn−k

0 =
m∑

k=0

( m∑
n=k

an

(
n
k

)
xn−k

0

)
(x−x0)k .

Letting m→∞ we expect to have

bk =
∞∑

n=k

an

(
n
k

)
xn−k

0 =
∞∑

n=0

an+k

(
n + k

k

)
xn

0

and

f(x) =
∞∑

n=0

bn(x− x0)n .

Now the bk’s are given by a power series with convergence radius ρ since(
n + k

k

)
=

(n + k)!
n!k!

=
1
k!

(n + k)(n + k − 1) · · · (n + 1)

and therefore limn→∞

(
n + k

k

)1/n

= 1. It follows that

bk =
∞∑

n=0

an+k

(
n + k

k

)
xn

0
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is well-defined for any x0 ∈ (−ρ, ρ). We still have to show that

f(x) =
∞∑

n=0

bn(x− x0)n for |x− x0| < R− |x0| .

To that end observe that

∣∣ ∞∑
n=0

n∑
k=0

an

(
n
k

)
(x− x0)kxn−k

0

∣∣ ≤ ∞∑
n=0

n∑
k=0

|an|
(

n
k

)
|x− x0|k|x0|n−k

=
∞∑

n=0

|an|
(
|x− x0|+ |x0|

)n =
∞∑

n=0

|an|rn <∞

which gives absolute convergence. Furthermore

f(x) =
∞∑

n=0

anxn =
∞∑

n=0

n∑
k=0

an

(
n
k

)
(x− x0)kxn−k

0

=
∞∑

k=0

( ∞∑
n=k

an

(
n
k

)
xn−k

0

)
(x− x0)k

which converges in |x− x0| < ρ− |x0|.
√

Remarks 7.4.12. (a) The previous theorem shows that power series define
functions which are analytic within the domain of covergence of the series.
(b) Convergence could hold in a larger interval than we proved in the theo-
rem. Consider

1
1− x

=
∞∑

n=0

xn

where the power series has radius convergence ρ = 1. For x0 ∈ (−1, 1) we
compute

bn =
f (n)(x0)

n!
or

1
1− x

=
1

1− x0 + (x− x0)
=

1
1− x0

1
1− x−x0

1−x0

=
1

1− x0

∞∑
n=0

(x− x0

1− x0

)n =
∞∑

n=0

(1− x0)−n−1(x− x0)n
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where to ensure convergence of the series we need to assume that
∣∣x−x0
1−x0

∣∣ < 1.
Now, this is what the theorem predicts for x0 ∈ (0, 1), but, if x0 ∈ (−1, 0),
we get the larger interval [|x− x0| < |1− x0|] = (2x0 − 1, 1).

7.4.3 Analytic Functions on Complex Domains

Motivation. Next we would like to extend real functions to the complex
plane. Since C is itself a field, we can certainly easily do so for polynomials.
In general, however, given f : R → K, is is not clear how to define an
extension f̃ : C → K in natural way. The zero function could be extended
by f(x + iy) := y , x, y ∈ R, for instance. For power series it seems natural
to extend

f(x) =
∞∑

n=0

anxn

by simply allowing x to become complex

f(z) =
∞∑

n=0

anzn .

This is justified since

∣∣ M∑
n=m

anzn
∣∣ ≤ M∑

n=m

|an||z|n ≤ ε ∀m,M ≥ Nε

for |z| < ρ and some Nε by absolute convergence of the real series with the
radius of convergence ρ > 0 implies convegence in C by Cauchy’s criterion.

Remarks 7.4.13. (a) It follows that analytic functions can locally be ex-
tended to the complex plane.
(b) The function f(x) = 1

1−x can be extended to 1
1−z to [|z| < 1] by observ-

ing that the series
∑∞

n=0 zn actually converges for all |z| < 1.
(c) The function f(x) = 1

1+x2 is analytic and can be locally extended to by
its power series expansion. Take for instance the origin as center, then

1
1 + z2

=
∞∑

n=0

(−1)nz2n , |z| < 1 .

Observe that this function has no singularities along the real line but has
poles at z = ±i. They clearly seem to have something to do with the size
of the radius of convergence.
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Theorem 7.4.14. (Elementary Properties)
Let {∑∞

n=0 an(x− x0)n =: f(x) ,∑∞
n=0 bn(x− x0)n =: g(x) ,

both converge for |x− x0| < ρ. Then

f ± g , f g and
f

g

all possess a power series expansion about x0 as well provided g(x0) 6= 0
for the quotient. In the first two cases the radius of convergence remains
unchanged, whereas in the third it might shrink.

Theorem 7.4.15. (Composition)
Let {∑∞

n=0 an(x− x0)n =: f(x) ,∑∞
n=0 bn(x− x1)n =: g(x) ,

converge in [|x−xj | < ρj ], j = 0, 1 and assume that x1 = f(x0). Then g ◦ f
has a convergent power series expansion in a neighborhood of x0 obtained by
rearranging

∞∑
n=0

bn

( ∞∑
k=0

ak(x− x0)k − x1

)n
.

Why does rerranging not create troubles?

7.5 Approximation by Polynomials

Motivation. Functions are many and can show wildly different behaviors.
Among them we find functions which are simpler to describe and/or under-
stand than others. Functions which are arguably quite simple are polynomial
functions. It is therefore natural to ask how well and in which sense a general
function can be approximated by polynomials. We have seen that analytic
functions can be locally represented by power series, which in turn, implies
that they can be approximated locally uniformly by polynomials. But what
about more general, less regular functions?

7.5.1 Lagrange Interpolation

Definition 7.5.1. Given n arguments

x1, . . . , xn ∈ R and n values y1, . . . , yn ∈ K ,
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the associated Lagrange polynomial is given by

n∑
k=1

ykQk

where Qk is defined by

Qk(x) =
qk(x)
qk(xk)

, qk(x) := Πj 6=k(x− xj) , k = 1, . . . , n .

Notice that Qk(xj) = δjk.

Even though Lagrange interpolation represents a viable way of approx-
imating functions by interpolating between their values as described in the
definition above, it provides no direct control on the behavior of the ap-
proximating polynomial in betweeb interpolation points. We therefore use
another method based on convolutions which has a much wider range of
applications.

7.5.2 Convolutions and Mollifiers

Definitions 7.5.2. (i) Given f ∈ C(R, K), its support supp f is defined by

supp f := {x ∈ R | f(x) 6= 0} .

We also define

Cc(R, K) :=
{
f ∈ C(R, K)

∣∣ f has compact support
}

.

(ii) Given f, g ∈ Cc(R, K) we defined their convolution f ∗ g by

(
f ∗ g

)
(x) :=

∫ ∞

−∞
f(x− y)g(y) dy , x ∈ R .

Remarks 7.5.3. (a)
(
f ∗ g

)
(x) =

(
g ∗ f

)
(x) , x ∈ R , ∀ f, g ∈ Cc(R, K).

(b)
(
(f ∗ g) ∗ h

)
(x) =

(
f ∗ (g ∗ h)

)
(x) , x ∈ R , ∀ f, g, h ∈ Cc(R, K).

(c) f ∈ Cc(R, K) , p ∈ R[x] =⇒ p ∗ f ∈ R[x].
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Proof. Let p(x) =
∑n

k=0 akx
k , x ∈ R , and consider

(
p ∗ f

)
(x) =

∫ ∞

−∞
p(x− y)f(y) dy =

∫ ∞

−∞
f(y)

n∑
k=0

ak(x− y)k =

∫ ∞

−∞

n∑
k=0

ak

k∑
j=0

(
k
j

)
xj(−y)k−jf(y) dy

=
n∑

j=0

[ n∑
k=j

(−1)k−jak

(
k
j

) ∫ ∞

−∞
yk−jf(y) dy

]
xj

which shows that the convolution is indeed a polynomial.
√

Definition 7.5.4. (Approximation of the identity)
A sequence of functions (gn)n∈N is called approximation of the identity if the
following conditions are satisfied
(i) 0 ≤ gn ∈ C(R, R).
(ii)

∫∞
−∞gn(x) dx = 1.

(iii) limn→∞
∫
|x|≥ 1

m
gn(x) dx = 0 for every m ∈ N.

Lemma 7.5.5. Let (gn)n∈N be an approximation of the identity and f ∈
Cc(R, K). Then

‖f ∗ gn − f‖∞ = sup
x∈R
|
(
f ∗ gn

)
(x)− f(x)| → 0 (n→∞) .

Proof. First observe that

(
f ∗ gn

)
(x)− f(x) =

∫
R

f(y)gn(x− y) dy − f(x) =∫
R

gn(y)
[
f(x− y)− f(x)

]
dy =

∫
[|y|≥1/n]

gn(y)
[
f(x− y)− f(x)

]
dy

+
∫

[|y|≤1/n]
gn(y)

[
f(x− y)− f(x)

]
dy .

Then, given ε > 0, Nε and Mε can be found such that∫
[|y|≥1/n]

gn(y) dy ≤ ε

4‖f‖∞
∀n ≥ Nε

and |f(x− y)− f(x)| ≤ ε

2
∀ y ∈ R s.t. |y| ≤ 1

Mε
.
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We observe that Mε does not depend on x since f is uniformly continuous
(why?). Combining the following two inequalities

∣∣ ∫
[|y|≥1/n]

gn(y)
[
f(x− y)− f(x)

]
dy

∣∣
≤ 2‖f‖∞

∫
[|y|≥1/n]

gn(y) dy ≤ ε

2
∀ n ≥ Nε ,

∣∣ ∫
[|y|≤1/n]

gn(y)
[
f(x− y)− f(x)

]
dy

∣∣
≤ ε

2

∫
[|y|≤1/n]

gn(y) dy ≤ ε

2
∀ n ≥Mε ,

we obtain

|
(
f ∗ gn

)
(x)− f(x)| ≤ ε ∀ x ∈ R ∀ n ≥ max(Mε, Nε)

and the proof is finished.
√

7.5.3 Weierstrass Approximation Theorem

Next we are going to use an approximation of the identity to prove that any
continuous map on a compact interval can approximated arbitrarily well by
a polynomial.

Theorem 7.5.6. Let −∞ < a < b < ∞ and f ∈ C
(
[a, b], K

)
. Then there

exists a sequence of polynomials (pn)n∈N such that

‖f − pn‖∞ → 0 (n→∞) .

Proof. We want to use an approximation of the identity but, to do so, we
need to resolve two issues:
1. f is not defined on the whole real line.
2. We need an approximation of the identity by polynomials to exploit
remark 7.5.3(c).
Let us resolve 1. first. By substituting f by f̃ = f − (Ax + B), we can
assume w.l.o.g. that f(a) = f(b) = 0. In fact, if we can approximate f̃ by
a polynomial p, then p + Ax + B approximates f . We can therefore extend
the function f by zero to the whole real line, if needed.
For 2. remember that we only need an approximation on [a, b]. To compute

f ∗ g(x) =
∫ b

a
f(y)g(x− y) dy
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for x ∈ [a, b] we only need values of g on [x − b, x − a]. Thus we only need
values of g on [a− b, b− a] to get the convolution f ∗ g on [a, b].
So let us construct an approximation of the identity as follows. First define

g̃n(x) :=

{
(1− x2)n , |x| < 1 ,

0 , |x| ≥ 1 ,

and then compute the normalizing constant

cn :=
∫ 1

−1
g̃n(x) dx

in order to set g = g̃n

cn
and obtain

∫
Rgn(x) dx = 1 for n ∈ N. Let us next get

a bound for cn. Observe that{
pn(0) = qn(0) ,

p′n(x) = −2nx < −2xn(1− x2)n−1 = q′n(x) , |x| ≤ 1√
n

,

implies that

pn(x) = 1− nx2 ≤ (1− x2)n = qn(x) , |x| ≤ 1√
n

.

It follows that∫ 1

−1
(1− x2)n dx ≥

∫ 1/2
√

n

−1/2
√

n
(1− nx2) dx ≥ 3

4
√

n

and therefore cn ≤ 4
3

√
n. Now we have

gn ≥ 0 ,

∫
R

gn(x) dx = 1 .

To obtain an approximation of the identity we only need make sure that∫
|x|≤ 1

m

gn(x) dx→ 0 (n→∞) ,

which would follow from the uniform convergence of gn → 0 on |x| ≥ 1
m . To

prove the latter, observe that

0 ≤ gn(x) ≤ c(1− 1
m2

)n√n ∀ |x| ≥ 1
m
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and that
(1− 1

m2
)n√n→ 0 (n→∞) .

Finally
f ∗ gn → f uniformly on [a, b]

since gn is an approximation of the identity and f ∗ gn is a polynomial on
[a, b].

√

Corollary 7.5.7. Let f ∈ C
(
[0, 1]

)
and assume that

∫ 1
0 xnf(x) dx = 0 for

every n ∈ N. Then f ≡ 0.

Proof. Take a sequence of polynomials (pn)n∈N such that pn → f (n → ∞)
uniformly on [0, 1], then

0 =
∫ 1

0
pn(x)f(x) dx −→

∫ 1

0
|f(x)|2 dx (n→∞)

and f must vanish identically.
√

7.6 Equicontinuity

Motivation. We are already familiar with the concept of compactness. We
know for instance that sequences in compact sets have to have convergent
subsequences. If we are given a sequence of continuous functions we might
be interested in establishing its uniform convergence or that of a subse-
quence. The general concept of compactness can be used within the space
of continuous functions but it would be really handy to have a more con-
crete characterization of compactness than the one given by the definition
or the one that states that every open cover has a finite subcover. Such a
characterization is precisely the main goal of this section.

Example 7.6.1. The function sequence (fn)n∈N in C
(
[0, 1]

)
defined by

fn(x) := n shows that we need some boundedness, that is

|fn(x)| ≤M ∀ x ∈ [0, 1] ∀ n ∈ N ( or, equivalently, sup
n∈N
‖f‖∞ ≤M) .

But, in contrast to sequences of reals, this is not enough as the example

fn(x) := sin(nπx) , x ∈ [0, 1] ,

shows.
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Let us try to figure out what possible additional condition needs to
be satisfied by looking at a convergent sequence. Assume that (fn)n∈N is
a uniformly convergent sequence of continuous functions defined on [0, 1].
Then

∀ ε > 0 ∃N(ε) s.t. ‖fn − f∞‖∞ ≤ ε/3 ∀ n ≥ N(ε) ,

and, by continuity of the limiting function, we find δ̃(ε) such that

|f∞(x)− f∞(y)| ≤ ε/3 ∀ x, y ∈ [0, 1] with |x− y| ≤ δ̃(ε) .

Making combined use of these two inequalities we arrive at

|fn(x)− fn(y)| ≤ |fn(x)− f∞(x)|+ |f∞(x)− f∞(y)|+ |f∞(y)− fn(y)| ≤ ε

∀ x, y ∈ [0, 1] with |x− y| ≤ δ̃(ε) ∀ n ≥ N(ε) .

On the other hand, for k = 1, . . . , N(ε)− 1, we can find δk(ε) > 0 such that

|fk(x)− fk(y)| ≤ ε ∀ x, y ∈ [0, 1] with |x− y| ≤ δ̃k(ε) .

Finally this gives that

∀ ε > 0 ∃δ(ε)
(
= min(δ̃(ε), δ1(ε), . . . , δN(ε)−1(ε))

)
> 0 s.t.

|fn(x)− fn(y)| ≤ ε ∀ x, y ∈ [0, 1] with |x− y| ≤ δ(ε) ∀ n ∈ N .

In other words all functions are continuous “in the same way”: They are
equicontinuous.

Definition 7.6.2. (Equicontinuity)
A set of functions A ⊂ C(D, K) is called uniformly equicontinuous iff

∀ ε > 0 ∃δ > 0 s.t. |f(x)− f(y)| ≤ ε

∀ x, y ∈ D with |x− y| ≤ δ , ∀ f ∈ A .

Theorem 7.6.3. (Arzéla-Ascoli)
Let (fn)n∈N ∈ C

(
[a, b]

)N for a < b ∈ R be uniformly bounded and uniformly
equicontinuous. Then (fn)n∈N has a uniformly convergent subsequence, that
is, there exists f∞ ∈ C

(
[a, b]

)
and a subsequence of indices (nk)k∈N with

fnk
→ f∞ (k →∞) uniformly.
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Proof. The proof uses two main ingredients. Boundedness allows to con-
struct a subsequence which converges on a dense countable subset. Equicon-
tinuity makes it possible to show that the convergence occurs everywhere
and is uniform.
Step 1: Let {xk | k ∈ N} be a dense subset of [a, b]. For fixed k ∈ N the
sequence

(
fn(xk)

)
n∈N is bounded. In particular, by Problem 10 of Chapter

2, there exists a subsequence of indices (n1
j )j∈N such that

fn1
j
(x1) −→ f∞(x1) (j →∞)

for some f∞(x1) ∈ R. Then there exists a further subsequece (n2
j )j∈N of

(n1
j )j∈N such that

fni
j
(xi) −→ f∞(xi) (j →∞) , i = 1, 2 ,

for some f∞(x2) ∈ R. Step by step we construct a subsequence (nk
j )j∈N of

(nk−1
j )j∈N such that

fni
j
(xi) −→ f∞(xi) (j →∞) , i = 1, 2, . . . , k ,

for some f∞(xk) ∈ R. Eventually taking the diagonal (nk
k)k∈N we obtain

that
fnk

k
(xi) −→ f∞(xi) (k →∞) , i ∈ N .

Step 2: By theorem 7.3.4 uniform convergence would follow if we had

∀ ε > 0 ∃M s.t. ‖fnk
k
− fnl

l
‖∞ ≤ ε ∀ k, l ≥M .

Let ε > 0, then we can find δ > 0 and N ∈ N such that

|fj(x)− fj(y)| ≤ ε/3 ∀ x, y ∈ [a, b] with |x− y| ≤ δ , ∀ j ∈ N
and ∀ x ∈ [a, b] ∃ k = k(x) ≤ N with |x− xk(x)| ≤ δ .

Then

|f
nj

j
(x)− fnl

l
(x)| ≤ |f

nj
j
(x)− f

nj
j
(xk(x))|+ |fnj

j
(xk(x))− fnl

l
(xk(x))|

+ |fnl
l
(xk(x))− fnl

l
(x)|

≤ 2
3
ε + |f

nj
j
(xk(x))− fnl

l
(xk(x))| ≤ ε ∀ nj

j , n
l
l ≥M

for an M ∈ N which exists by Step 1 and the fact that {k(x) |x ∈ [a, b]}
contains less than N indices, thus only finitely many.

√
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Corollary 7.6.4. Let (fn)n∈N ∈ C
(
[a, b]

)N for a < b ∈ R be such that

|fk(x)| ≤M , |f ′k(x)| ≤M ∀ x ∈ [a, b] ∀ k ∈ N ,

for some M > 0. Then (fn)n∈N has a uniformly convergent subsequence,
that is, there exist f∞ ∈ C

(
[a, b]

)
and (nk)k∈N such that

‖fnk
− f∞‖∞ −→ 0 (n→∞) .

Proof. Since boundedness is assumed, we need only prove equicontinuity.
The estimate

|fn(x)− fn(y)| ≤ |
∫ x

y
f ′n(ξ) dξ| ≤M |x− y| ∀ n ∈ N

readily implies it.
√

7.7 Problems


