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Abstract—Variational auto-encoder (VAE) is an effective neural
network architecture to disentangle a speech utterance into
speaker identity and linguistic content latent embeddings, then
generate an utterance for a target speaker from that of a
source speaker. This is possible by concatenating the identity
embedding of the target speaker and the content embedding of
the source speaker uttering a desired sentence. In this work, we
propose to improve VAE models with self-attention and structural
regularization (RGSM). Specifically, we found a suitable location
of VAE’s decoder to add a self-attention layer for incorporating
non-local information in generating a converted utterance and
hiding the source speaker’s identity. We applied relaxed group-
wise splitting method (RGSM) to regularize network weights and
remarkably enhance generalization performance.

In experiments of zero-shot many-to-many voice conversion
task on VCTK data set, with the self-attention layer and relaxed
group-wise splitting method, our model achieves a gain of speaker
classification accuracy on unseen speakers by 28.3% while slightly
improved conversion voice quality in terms of MOSNet scores.
Our encouraging findings point to future research on integrating
more variety of attention structures in VAE framework while
controlling model size and overfitting for advancing zero-shot
many-to-many voice conversions. 1

I. INTRODUCTION

VC(voice conversion) is to convert speech of a source speaker

to that of a target speaker while preserving its linguistic content.

Recent works [1], [2] are able to do high quality End-to-

End VC with parallel data, i.e. speech pairs of two speakers

pronounce the same sentences. Yet, parallel training has the

following obstacles: i) parallel data are expensive to collect,

and utterance alignment takes even more effort, ii) VC to a

different target requires re-training, iii) unable to do zero shot

VC, i.e. conversion from/to the voice of an unseen speaker

with only a few of his/her utterances.

To overcome these limitations above, non-parallel voice

conversion models are proposed. Several studies use extra

data [3], [4] or additional models [5] to facilitate training

process, although it brings more cost of training. To avoid

such disadvantages, recent studies introduced deep generative

1The work was partially supported by NSF grants DMS-1854434 and DMS-
1952644 at UC Irvine.

models, such as GANs [6], [7], and VAEs [6], [8]. Among

them, CycleGAN-VC [9] (and the enhanced version [10]) is a

GAN based model by configuring CycleGAN model (as widely

used in image style transfer) with a gated CNN and cycle

consistency loss. It produced promising results on parallel-VC

without parallel corpus for training. However, it is only designed

for one-to-one voice conversion. In contrast, StarGAN-VC

[11] and its variants [12], [13] provided many-to-many voice

conversion on non-parallel corpus by only single generator.

Adaptations from StarGAN [14] include embedding loss and

source-and-target conditional adversarial loss to enhance the

models’ generation accuracy.

However, the GAN based methods encounter saddle point

problem that causes difficulties in training. Despite the good

performance in computer vision, GAN based methods do not

sound real [15], as the discriminator is easier to fool than human

ears. In many-to-many VC task, the quality of converted voices

are degraded as more speakers are trained simultaneously [16].

In another research direction, variational auto-encoders

(VAE) based methods have a simple objective function, i.e. the

maximization of ELBO (evidence lower bound) and its training

strategy is suitable for self-supervised learning. Recent works

[15], [17], [16] use autoencoder frameworks to disentangle

input utterances into two embeddings which correspond to

speaker and linguistic content information respectively. To

generate a specific utterance from a target speaker, we use

the concatenation of the speaker embedding of the target

speaker and the content embedding of source speaker uttering

the desired sentences. Previous works have showed that the

transformer structure has advantages in speech recognition

[18] and general speech applications compared to RNN’s [19].

In speech tasks, attention mechanism was first adopted for

speech recognition [20] and afterward used in VC tasks [21],

[22], [23], [24], [25]. Prior works mainly used cross-attention

between source and target in latent space.

Noticing that the speaker information is global and has

long range dependency, we add self-attention to gain a more

effective many-to-many zero-shot style transfer, i.e. attention

disentangled VAE. We find that self-attention VAE with struc-
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tured pruning has considerable advantages in voice conversion
especially on unseen speakers. Merely adding self-attention to

VAE is much less dramatic.

In our experimental section, we compared our method

with Disentangled-VAE [16]2 and another recent method

Fragment VC [26] on VCTK Corpus [27]. We employ group-�0
penalty and a splitting algorithm [28] in our implementation to

remarkably improve model generalization on unseen speakers.

Our converted utterances out-perform [16], [26] in both voice

quality and conversion accuracy measured objectively by third

party packages [29], [30].

II. RELATED WORKS

A. Zero Shot Voice Conversion

IDE-VC [31] learned disentangled representation by in-

troducing coarse lower/upper bounds of mutual information.

Sequential AutoEncoder [32], [33] replaced standard normal

prior with time-dependent learnable prior. Later works [16],

[34], [15], [31] improved the performance of disentangled VAE

to enable zero-shot voice conversion, i.e. the network has never

listened to the voice of source/target speaker. Disentangled-VAE

[16] used β-VAE [35], which modified the variational ELBO

of VAE to encourage disentangled representations, and learn

separate features for speaker and content respectively. AutoPST

[17] furthermore disentangled prosody by re-sampling, which

captures speaker’s rhythm information.

B. Attention Based Voice Conversion

ATTS2S-VC [21] is a sequence-to-sequence model trained

on parallel data with RNN appearing in encoder and decoder,

and with guided cross-attention layer to do conversion in latent

space. FastS2S-VC [22] used the same idea and improved

the inference speed to real time voice conversion. Similarly,

[23] also used cross-attention in latent space, but the encoder

and decoder used CNN instead of RNN and one-shot voice

conversion was supported. Apart from latent space, [24], [25]

also tried attention to extract speaker identity information.

FragmentVC [26] obtained the source utterance latent phonetic

structure from Wav2Vec 2.0 and target utterance spectral

features from log-mel-spectrograms. Aligning the hidden

structures of the two different feature spaces with a two-

stage training process, FragmentVC extracts fine-grained voice

fragments from target speaker utterance(s) and fuse them into

the desired utterance. Both self and cross attention mechanisms

exist in the decoder. Different from previous works, only self-
attention is present in our VAE decoder to capture long-range
dependency while keeping the model size increase due to adding
attention moderate (around 10%). Moreover, we performed

structured pruning on the resulting VAE to reduce its over-
fitting and generalization error.

2The baseline code miscalculated the KL divergence term, see github
discussion of this issue. We adopted the corrected version.
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Fig. 1: Network structure of variational auto-encoder.
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(b) An example of voice conversion process of generating voice
V̂ s2,c1 with speaker s2 and linguistic content c1.

Fig. 2: Model training and voice conversion process of our

proposed method.

III. PROPOSED APPROACH

A. Preliminary

VAE [36] is an autoencoder that compresses the input into a

regularized latent distribution in the encoder, and reconstructs

the input back in the decoder. More precisely, let the encoder

extract posterior distribution qφ(z|x) of a group of latent

variables z given an input data x, while the decoder recovers
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the conditional distribution pθ(x|z) of input data x given a

sample of the random variable z. Since the marginal likelihood

pθ(x) =
∫
p(z)pθ(x|z)dz is intractable for a large dataset, it

is hard to maximize directly. A variational lower bound(ELBO)

is often optimized instead:

Eqφ(z|x) [log pθ(x|z)]−DKL (qφ(z|x)||p(z)) ,
which is the same as minimizing the sum of the reconstruction

error and Kullaback-Leibler divergence between the posterior

and the prior. The β-VAE [35] is a modification of VAE with

an emphasis on discovering disentangled latent factors. The

objective function to maximize, different from the original, is

Eqφ(z|x) [log pθ(x|z)]− βDKL (qφ(z|x)||p(z)) ,
where β > 1 is a trade-off between reconstruction quality and

the extent of disentanglement.

B. Problem Formulation

We build on network structure and objective function in

[35], [16] by adding a suitable attention mechanism [37] to

the decoder and train with Group-�0 Splitting Method (RGSM,

[28]) to alleviate over-fitting. Denote by vsi,ci for speaker si to

utter the linguistic content ci, and by xsi,ci the 80 dimensional

log-MFCC of the corresponding utterance. The goal of this

work is to generate vsj ,ci from vsi,ci and vsj ,cj where si and

sj could be unseen during training, and i �= j.

C. Encoder

We assume that the latent space z of any utterance x is the

direct sum of two sub-latent spaces zs and zc that correspond

to the speaker s and content c of that utterance respectively,

where the distribution of z := (zs, zc) can be extracted by a

well-designed encoder Enc.

Same as the standard VAE [36], we assume that z is normally

distributed with a diagonal co-variance matrix and use re-

parameterization trick to sample z during the training stage. In

short, we assume that (zs, zc) ∼ pφ(zs, zc|x) = Enc(x;φ),
where zs and zc are assumed to be normally distributed zs ∼
N (μs,σs) and zs ∼ N (μc,σc)

3 respectively.

D. Decoder

Since we have assumed that the speaker’s sub-latent repre-

sentation does not change much between different utterances of

the same speaker, we adopt group based learned representation

[38], where the decoder takes each content embedding zc
sampled from distribution of corresponding utterance and one

speaker embedding zs sampled from the “average distribution”

of all utterances in the same group, i.e.

z(i)
s ∼ N

⎛
⎜⎝ 1

n

n∑
j=1

μ(j)
s ,

⎛
⎝

n⊙
j=1

σ(j)
s

⎞
⎠

1/n
⎞
⎟⎠

3Since we consider only Gaussians with diagonal co-variances, we specify
a vector of variances in the second parameter to Gaussian distribution as
convention.

for i ∈ [n] where n is the group size. Decoder gives

reconstructed input as follows:

x̂ = Dec (z|θ) = Dec (zs, zc|θ) .
E. Objective Function

Same as in [16], we also adopt Post-Net [39], namely Post,
to refine the reconstructed log-MFCC so that our reconstruction

loss splits into two terms:

Lrec = ‖x̂− x‖+ ‖x̂+ Post (x̂)− x‖
where x̂ = Dec (z|θ) is the decoder output.

Our loss function is a variant of negative Evidence Lower

Bound (ELBO):

L = Lrec + β DKL (pφ (z|x) ||N (0, I)) ,

for some β ≥ 1 which was proposed in [35].

F. Relaxed Group-wise Splitting Method

Consider W = {· · · , wg, · · · }, 1 ≤ g ≤ G as grouped

weights of a layer in VAE model, where G is the number

of groups. The group �0 (Gl0) penalty is: ||W ||Gl0 :=
ΣG

g=11||wg||2 �=0, where 1 is the characteristic function, and its

standard convex relaxation the group Lasso (GL) penalty [40]

is: ||W ||GL := ΣG
g=1||wg||2. By solving exactly the following

G�0 proximal problem for positive parameter λ:

argmin
zg

λ1‖zg‖�=0 +
1

2
||zg − wg||2

we deduce the proximal (projection or shrinkage) operator of

G�0 penalty:

ProxGl0,λ(wg) := wg1||wg||2>
√
2λ.

Similarly, ProxGL,λ(wg) := wg max{||wg||2 − λ, 0}/||wg||2.
Both operators are group-wise operations. Applying group-wise

splitting and proximal operators to gradient descent training, we

implemented the relaxed group-wise splitting method (RGSM)

[28], [41] summarized in Alg.1, where α is the learning rate

of gradient descent, β is a positive (relaxation) parameter,

δ = G�0 or GL refers to the type of penalty.

In our work here on voice conversion, RGSM is applied to

each VAE layer having width greater than 128, which turns out
to be either a fully-connected layer or an LSTM layer where

group means column of a weight matrix. In our experiments,

the group �0 penalty (δ = G�0) is found better than group

Lasso and is adopted for all results reported below. Because the

group �0 penalty is discontinuous, the splitting step in RGSM

is absolutely necessary for the penalty to be integrated into the

stochastic gradient descent training. The hyper-parameters we

chose for RGSM are β = 0.1, λ = 4× 10−2, λl = 10−6. Due

to its built-in shrinkage mechanism, RGSM helps to reduce
overfitting in network training and considerably improve the
generalization capability of our proposed self-attention VAE

model as we shall see in section IV.
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Algorithm 1 Relaxed Group-wise Splitting Method

1: Hyper-parameters λ, λl, β, α
2: Objective function: f(w) = loss(w, x) + λl||w||GL

3: Initialize w0

4: for e = 1, · · · ,max-epoch, do
5: for g = 1, · · · , G, do
6: ue = Proxδ,λ(we−1);
7: end for
8: we+1 = we − α∇f(w)− αβ(we − ue);
9: end for

Block Layer

Encoder

Input layer 64× 80
1D Conv layer ×3 (5, 2, 512)

BiLSTM layer (512, 64, 2)
FC layer (8192, 2048)

FC layer (content) (2048, 56)
FC layer (speaker) (256, 8)

Decoder

FC layer (32, 2048)
FC layer (2048, 8192)

LSTM layer (128, 512, 1)
1D Conv Layer ×3 (5,2,512)

LSTM layer (512, 1024, 2)
Multihead Self-Attention (8, 128)

FC layer (1024, 80)

TABLE I: The architecture of our model. The parameters of

the 1D convolution layer are denoted as kernel size, stride,

output channel number. The parameters of the LSTM layer

are input size, hidden layer width, and the number of hidden

layers. The parameters of the multihead attention are number

of head and feature dimension of each head.

IV. EXPERIMENTS

A. Dataset and experimental setting

We use VCTK Corpus [27] which includes hundreds of

utterances of 109 speakers respectively. We split the data set

into two parts: a training set and a testing set. The test set

contains all utterances of 6 speakers (3 males and 3 females)

and 10 utterances of the rest speakers. The six unseen speakers

are p225 (female), p226 (male), p227 (male), p228 (female),

p229 (female), and p232 (male), while the seen speakers to

evaluate are p286 (male), p287 (male) p288 (female), p292

(male), p293 (female) and p294 (female). The feature we fed

to and the output of our network are both 80 dimensional

log MFCC (Mel-frequency cepstral coefficients), for which

the STFT (short-term Fourier transform) is performed with

window size 1024 and hop length 256. We chose the vocoder

from wavnet [42]. The Table I presents the detail of our model

parameter settings.

B. Evaluation

To evaluate our method, we consider two objective metrics:

i) voice quality and ii) speaker classification accuracy. Both

metrics are measured with third-party pre-trained network and

applied to conversion between both seen and unseen speakers.

We picked 6 seen and 6 unseen speakers and do 10 cross

utterance conversions for each pair.

For each converted utterance, the voice quality is measured

by MOSNet [29] that predicts human ratings of converted

speech. MOSnet score ranges from 1 to 5, with lowest score of

1 and highest score of 5. Table II compares MOSNET scores

of converted utternance of seen/unseen speakers from VAE

models with/without attention and RGSM in training, showing

that the objective speech quality is improved by having RGSM.

seen unseen
Baseline 3.59 3.35

FragmentVC 3.01 3.07
Attention 3.49 3.39
RGSM 3.74 3.58

Attention + RGSM 3.63 3.51

TABLE II: Average MOSNet scores of converted utternance

of seen/unseen speaker and with/without attention.

Given any audio file of a speech, Resemblyzer [30] creates a

summary vector of 256 values summarizing the characteristics

of the voice spoken. Given multiple speech wav files of a

speaker, the Resemblyzer speaker embedding is the mean of

multiple Resemblyzer speech embeddings. From the full VCTK

dataset [27], we generated six speaker embeddings of seen

and unseen speakers respectively. For each converted utterance,

we generate the utterance embedding and select the speaker

with closest speaker embedding among the six candidates.

The prediction is correct if the selected speaker is the target

speaker. Since our classifier picks the closest embedding among

the six known speaker embeddings, no threshold is involved

in our classification. Table III compares the average speaker

classification accuracy of converted utterances of seen/unseen

speakers with/without attention and with/without RGSM in

training, showing that VAE model with attention layer and

trained by RGSM reaches the highest classification accuracy.

seen unseen
Baseline 78.6% 36.7%

FragmentVC 67.3% 63.3%
Attention 84.0% 37.7%
RGSM 80.0% 34.3%

Attention + RGSM 93.3% 65.0%

TABLE III: Average speaker classification accuracy of con-

verted utterances of seen/unseen speakers and with/without

attention.

V. CONCLUSIONS

We successfully integrated a self-attention layer into the

decoder of a VAE framework to enhance the zero-shot many-

to-many voice conversion task. To improve generalization

due to the ensuing larger model capacity, an efficient group-

wise splitting and thresholding algorithm has been found

efficient in maintaining the generated voice quality of VAE

while significantly increasing speaker classification accuracy

of converted utterance of seen/unseen speakers. In future work,

we plan to explore some of the feature extraction and attention

structures in [26] to further reduce generalization error.
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