Nonnegative Sparse Blind Source Separation for NMR Spectroscopy by Data Clustering, Model Reduction, and $\ell_1$ Minimization
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Abstract. Motivated by applications in nuclear magnetic resonance (NMR) spectroscopy, we introduce a novel blind source separation (BSS) approach to treat nonnegative and correlated data. We consider the (over)-determined case where $n$ sources are to be separated from $m$ linear mixtures ($m \geq n$). Among the $n$ source signals, there are $n - 1$ partially overlapping (Po) sources and one positive everywhere (Pe) source. This condition is applicable for many real-world signals such as NMR spectra of urine and blood serum for metabolic fingerprinting and disease diagnosis. The geometric properties of the mixture matrix and the sparseness structure of the source signals (in a transformed domain) are crucial to the identification of the mixing matrix and the sources. The method first identifies the mixing coefficients of the Pe source by exploiting geometry in data clustering. Then subsequent elimination of variables leads to a sub-BSS problem of the Po sources solvable by the minimal cone method and related linear programming. The last step is based on solving a convex $\ell_1$ minimization problem to extract the Pe source signals. Numerical results on NMR spectra show satisfactory performance of the method.
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1. Introduction. The goal of this paper is to study nonnegative blind source separation (BSS) problems arising from nuclear magnetic resonance (NMR) spectroscopy. The motivation is the separation of NMR spectra of biofluids such as urine and blood for metabolic fingerprinting and disease diagnosis. BSS methods aim to recover source signals from a set of mixture signals without knowing the mixing process. BSS has received considerable attention in processing of speech, image, and biomedical signals [2, 6, 8, 9, 10, 11, 16, 19, 20, 23, 24, 29, 31, 32, 40, 45]. Recently, there have been considerable activities [3, 5, 15, 21, 22, 27, 28, 32, 33, 34, 35, 36, 37, 38, 42] involving nonnegative BSS in computer tomography, biomedical image processing, remote sensing, analytical chemistry, and other areas. The nonnegative BSS problem is defined by the matrix model

$$X = AS,$$

where $A_{ij}, S_{ij}$ are matrix entries of $A$ and $S$, respectively. We shall use similar notation for other matrices. $X \in \mathbb{R}^{m \times p}$ is the mixture matrix containing known mixture signals as

*Received by the editors March 11, 2011; accepted for publication (in revised form) April 2, 2012; published electronically July 26, 2012. This work was partially supported by NSF-ADT grant DMS-0911277 and NSF grant DMS-0712881.

†Department of Mathematics, University of California at Irvine, Irvine, CA 92697 (sunyuanc@gmail.com, jxin@math.uci.edu).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
its rows, \( S \in \mathbb{R}^{n \times p} \) is the unknown source matrix, and \( A \in \mathbb{R}^{m \times n} \) is the unknown mixing matrix. All the matrices are nonnegative. The dimensions of the matrices are expressed in terms of three numbers: (1) \( p \), the number of available samples; (2) \( m \), the number of mixture signals; and (3) \( n \), the number of source signals. Both \( X \) and \( S \) are sampled functions of an acquisition variable which may be time, frequency, position, or wavenumber depending on the measurement device. The mathematical problem is to estimate nonnegative \( A \) and \( S \) from \( X \). The problem is also known as nonnegative matrix factorization (NMF) [22]. Similar to factorizing a composite number \((24 = 3 \times 8 = 8 \times 3 = 4 \times 6 = 6 \times 4)\), there are permutation and scaling ambiguities in solutions to BSS. For any permutation matrix \( P \) and invertible diagonal matrix \( \Lambda \), \((AP \Lambda, \Lambda^{-1}P^{-1}S)\) is another pair equivalent to the solution \((A, S)\), since

\[
X = AS = (AP \Lambda)(\Lambda^{-1}P^{-1}S).
\]

Various BSS methods have been proposed based on a priori knowledge of source signals such as spatiotemporal decorrelation, statistical independence, sparseness, and nonnegativity [4, 8, 9, 12, 18, 19, 22, 23, 24, 25, 26, 28, 36, 37]. Sparseness BSS has been receiving considerable attention recently. Among many others, Hoyer [18] studied nonnegative matrix factorization with sparseness constraint; Takigawa, Kudo, and Toyama [39] used the \( \ell_1 \) norm to study underdetermined BSS which extracts more sources than the number of mixtures; sparsity in a transformed domain has been widely explored by Bobin et al. [4] in the problem of BSS. Despite some success in signal/image processing, their methods solve nonconvex optimizations and are potentially unreliable in some real-world applications such as NMR spectroscopy. Independent component analysis (ICA) and its derivatives [10, 11] recover statistically independent source signals and mixing matrix \( A \). However, the source independence fails to be a good separation criterion for NMR spectra, because the data are correlated when molecules responsible for each source share common structural features. Besides, the properly phased absorption-mode NMR spectral signals from a single-pulse experiment are positive. Separation of such positive and correlated data (NMR spectra) is a fundamental problem in analytical chemistry. Analysis of NMR signals is playing a significant role in the identification of complex chemical compounds and in studying structures of large proteins [35]. ICA-based methods would not work for this class of data. A better working assumption for the data is the partial sparseness condition proposed by Naanaa and Nuzillard [28]. The source signals are required to be nonoverlapping at some locations of acquisition variable (e.g., frequency). Such a local sparseness condition leads to a dramatic mathematical simplification of a general nonnegative matrix factorization problem (1.1) which is nonconvex. Geometrically speaking, the problem of finding the mixing matrix \( A \) reduces to the identification of a minimal cone containing the columns of mixture matrix \( X \). The latter can be done by linear programming. In fact, Naanaa and Nuzillard’s sparseness assumption and the geometric construction of columns of \( A \) were known in the 1990s [3, 42] in the study of blind hyperspectral unmixing of remote sensing, where the same mathematical model (1.1) is used. The analogue of Naanaa and Nuzillard’s assumption is called the pixel purity assumption (PPA) [7]. The resulting geometric (cone) method is the so-called N-findr [42], and it is now a benchmark in hyperspectral unmixing.

The minimal cone methods (Naanaa and Nuzillard’s method, N-findr method) are efficient in separating the sources for determined and overdetermined BSS problems where their conditions are met. They are also robust in that major peaks can still be recovered when their...
condition is violated to a certain extent. A recent study by the authors of the current paper investigated how to postprocess with the abundance of mixture data, and how to improve mixing matrix estimation with major peak–based corrections [36]. Here we are interested in seeking a new method to deal with data which are intractable to the cone method and postprocessing.

The present work originates from analytical chemistry and, more precisely, from NMR spectroscopy of biofluids such as urine and blood. The change of metabolites in biofluids is directly related to the biochemical changes in a living system. Identifying and quantifying metabolites in these two biofluids has been an important research topic in biological sciences. The NMR-based metabonomics have been proved to be a powerful technology for measuring the metabolic responses of living systems to internal or external stimuli (see [1, 43, 44] and the references therein). The NMR spectra of urine samples are normally assigned using a catalogue of two-dimensional (2D) NMR methods. However, the complexity of urinary composition makes the complete assignments of the urinary spectra difficult with spiking alone or even with the combination of 2D NMR and spiking methods. For example, some 2D NMR methods require the so-called metabolite standards (reference spectra), which are not necessarily available all the time. In particular, the references for unknown metabolites, by default, are not available at all. Consequently, as of now, only about one-third of detectable urinary metabolites have been assigned unambiguously [44]. A similar situation exists in the NMR spectroscopy of blood serum. Our method can be useful for separating out unknown sources from the residuals after any known reference spectra have been first deployed to fit the data. Our hope is to offer a helpful tool for identifying and quantifying the remaining unknown sources.

The mathematical challenges of this problem lie in two aspects. First, the ideal stand-alone peak (SAP) [28] is no longer satisfied. The complicated NMR spectra contain both wide-peak source signals and narrow-peak source signals. In Figure 1, blood serum has constituent with very wide peaks extending over the acquisition regime; it is also observed that the narrow-peak sources nowhere dominate the wide-peak signal. As a result, the convex cone method and its postprocessing fail to be good separation approaches for this type of data. Second, a new and effective algorithm needs to be developed that is more than the minimal cone construction in [28]. The present work addresses these issues and makes an initial attempt for the blind separation of sources in serum and urine types of NMR data.

The paper is organized as follows. In section 2, we review the essentials of the convex cone method and its source sparseness assumption, and then propose a new source condition motivated by NMR spectra of urine and blood. In section 3, we introduce our BSS method consisting of a combination of data clustering, model reduction via elimination of variables, and solving a convex \( \ell_1 \) minimization problem. The first two steps reduce a general nonconvex NMF problem to a convex problem. Numerical examples are shown in section 4, and concluding remarks are in section 5.

The notation \( A^j \) stands for the \( j \)th column of matrix \( A \), \( S^j \) for the \( j \)th column of matrix \( S \), and \( X^j \) for the \( j \)th column of matrix \( X \), while \( S_j \) and \( X_j \) are the \( j \)th rows of matrix \( S \) and \( X \), or the \( j \)th source and mixture, respectively.

**Remark.** For the purpose of illustration, we shall use the simulated data (Figures 2–16) for which we did not specify units. The unit of the \( x \)-axis can be understood as number of
Figure 1. NMR spectrum of a human serum sample from [41], where the unit of the x-axis is ppm. This plot shows that the blood serum has a constituent with very wide spectral peaks which overlap others everywhere. As a result, the mixing matrix $A$ cannot be recovered from data matrix $X$ independently of $S$, and so $A$ and $S$ are much more coupled.

pixels. A real-world NMR spectrum usually has ppm (parts per million) as its unit (see the data in Figure 1, Figures 17–21). The multidimensional figures are the scatter plots of the columns of the mixture matrix.

2. The source assumption and the method.

2.1. Convex cone method. Naanaa and Nuzillard [28] proposed an efficient sparse BSS method and its mathematical analysis for nonnegative and partially overlapped signals. Consider the (over)-determined cases of model (1.1), where $m \geq n$ and the mixing matrix $A$ is full rank. Simply speaking, the key sparseness assumption on source signals is that each source has an SAP at some location of acquisition variable where the other sources are identically zero. We shall call this assumption the SAP condition. More precisely, the source matrix is assumed to satisfy the following condition.

Assumption [SAP]. For each $i \in \{1, 2, \ldots, n\}$ there exists a $j_i \in \{1, 2, \ldots, p\}$ such that $S_{ij_i} > 0$ and $S_{kj_i} = 0$ ($k = 1, \ldots, i - 1, i + 1, \ldots, n$).

If (1.1) is written in terms of columns as

$$X^j = \sum_{k=1}^{n} S_{kj} A^k, \quad j = 1, \ldots, p,$$

then the SAP implies that $X^{j_i} = S_{ij_i} A^{i'}$, $i = 1, \ldots, n$, or $A^{i'} = \frac{1}{S_{ij_i}} X^{j_i}$. Hence (2.1) can be rewritten as

$$X^j = \sum_{i=1}^{n} \frac{S_{ij}}{S_{ij_i}} X^{j_i},$$
which means that every column of $X$ is a nonnegative linear combination of the columns of $A$. Here $\hat{A} = [X^{j_1}, \ldots, X^{j_n}]$ is the submatrix of $X$ consisting of $n$ columns each of which is collinear to a particular column of $A$. It should be noted that $j_i$ ($i = 1, \ldots, n$) are not known and have to be computed. Once all the $j_i$ are found, an estimation of the mixing matrix is obtained. The identification of $\hat{A}$’s columns is equivalent to identifying a minimal cone of a finite collection of vectors. The cone encloses the data columns in matrix $X$ and is the smallest of such cones. The edges of the minimal cone are columns of $\hat{A}$. To find the edges, the following optimization is suggested:

$$c = \min \sum_{j=1, j \neq k}^p \lambda_j$$

subject to (s.t.) $\sum_{j=1, j \neq k}^p X^j \lambda_j = X^k, \lambda_j \geq 0$.

Reference [13] shows that $X^k$ is an edge of the convex cone if and only if the optimal objective function value of $c^*$ is greater than 1.

If the data are contaminated by noise, the following optimization problems is suggested to estimate the mixing matrix:

$$\min \text{score} = \left\| \sum_{j=1, j \neq k}^p X^j \lambda_j - X^k \right\|_2,$$

s.t. $\lambda_j \geq 0$.

A score is associated with each column of $X$. A column with a low score is unlikely to be a column of $\hat{A}$ because this column is roughly a nonnegative linear combination of the other columns of $X$. On the other hand, a high score means that the corresponding column is far from being a nonnegative linear combination of other columns. The $n$ rows from $X$ with highest scores are selected to form $\hat{A}$, the mixing matrix.

Once the mixing matrix is extracted from the data, the Moore–Penrose inverse $\hat{A}^+$ of $\hat{A}$ is then calculated, and an estimate of $S$ is achieved: $\hat{S} = \hat{A}^+ X$. However, the recovered $S$ contains negative values due to the error in the estimation of $A$. Realizing that the columns of $S$ possess sparsity due to the SAP condition, we solve a nonnegative $\ell_1$ optimization problem for each column $S^i$ of $S$:

$$\min_{S^i \geq 0} \mu \|S^i\|_1 + \frac{1}{2} \|X^i - \hat{A} S^i\|_2^2.$$

One can also solve the constrained problem; however, the unconstrained problem is more reasonable because the data in general contain noise. When there is minimal measurement error, one assigns a tiny value to $\mu$ to heavily weigh the fidelity term $\|X^i - \hat{A} S^i\|_2^2$ in order for $\hat{A} S^i = X^i$ to be nearly satisfied. The solution can be obtained by the Bregman iterative method [17, 46] with a proper projection onto a nonnegative convex set.

2.2. PePoDi source condition. The convex cone method is very efficient in separating the SAP sources for determined and overdetermined BSS problems. However, new methods have
to be found for separating the source signals violating SAP. Among the non-SAP data, we are particularly concerned with the urine (serum)-type NMR data. An examination of NMR structures of the constituents suggests a better working condition: among the $n$ sources, $n - 1$ sources are assumed to satisfy SAP, or they are allowed to have partial overlapping with each other. These $n - 1$ sources are said to satisfy the Po condition, which essentially is SAP. The last source has positive response everywhere over the whole acquisition region. This source is called a Pe source. In addition, the Pe source is required to have dominant interval(s) (Di) over other Po sources. We shall call this source condition the PePoDi assumption. To simplify the notation, we assume that $S_1, \ldots, S_{n-1}$ are the Po sources, while $S_n$ is the Pe source. Note that these assignments are not known and have to be computed. Mathematically speaking, the source matrix $S$ is assumed to satisfy the following condition.

**Assumption [PePoDi].** For each $i \in \{1, 2, \ldots, n - 1\}$ there exists a $j_i \in \{1, 2, \ldots, p\}$ such that $S_{ij_i} \gg S_{kj_i}$ ($k = 1, \ldots, i - 1, i + 1, \ldots, n$). Moreover, $S_{nj} > 0$ for $j \in \{1, 2, \ldots, p\}$, and there is a set $I \subset \{1, 2, \ldots, p\}$ such that $S_{nk} \gg S_{ik}$ for $k \in I$ and $i \in \{1, 2, \ldots, n - 1\}$.

Simply stated, sources $S_1, \ldots, S_{n-1}$ satisfy a relaxed SAP condition which is more appropriate due to the noise in the real-world data. The postprocessing techniques developed in [36] in fact deal with this type of data. Source $S_n$ is the Pe source which has dominant intervals over other sources. We further assume that there are no locations where $S_1, \ldots, S_{n-1}$ dominate $S_n$ motivated by the NMR spectra of blood serum. Figure 2 is an example of such a source matrix $S$ which contains three source signals. In the next section, we develop a BSS method to separate Po and Pe sources.

3. Proposed method. In this section, we present a novel three-step BSS method. In the following, we shall assume that $m = n$ (determined case); however, the results can be easily extended to the case of $m > n$ (overdetermined case). Let us rewrite (1.1) as follows:

\[ X^j = \sum_{k=1}^{n} S_{kj} A^k, \quad j = 1, \ldots, p. \]

For the purpose of illustration, we shall continue to assume that the first $n - 1$ rows of $S$ are the Po sources, and the last row $S_n$ corresponds to the Pe source. However, these assignments are not known and have to be identified in the computation. If SAP holds, the column vectors of the mixing matrix $A$ span a minimal cone which contains all the column vectors of $X$. SAP implies that the spanning edges of the cone lie in the column vectors of $X$, and their identification can be achieved by linear programming. From a geometric perspective, if SAP is satisfied and $A$ is full rank, the column vectors of $A$ span the minimal cone containing all the columns of $X$. However, if the mixture matrix $X$ comes from mixing sources that violate SAP, none of the columns of $X$ are parallel to those of $A$. The estimated mixing matrix whose columns are extracted from columns of $X$ according to the convex cone method will then deviate from the true $A$, causing errors in the recovered source signals. The second plot in Figure 3 shows two mixtures of two sources satisfying the PePoDi condition. The true cone, spanned by the two red diamond dots, is wider than the set of column vectors of $X$ (the collection of stars). The convex cone method, however, identifies the smallest cone containing the mixtures (spanned by the two blue circles). As illustrated in Figure 3, the convex cone method fails to retrieve the mixing matrix $A$ for the PePoDi data. However, the
dominant interval(s) (Di) in the last (nth) source implies that \( A^n \) could be estimated by a clustering technique combined with linear programming. We shall explain the idea in detail next.

### 3.1. Identification of \( A^n \)

In fact, the dominant interval(s) in source \( S_n \) imply that there are columns of \( X \) such that

\[
X^k = S_{nk}A^n + \sum_{i=1}^{n-1} O_{ik}A^i,
\]

where \( S_{nk} \) dominate \( O_{ik} \) (\( i = 1, \ldots, n - 1 \)), i.e., \( S_{nk} \gg O_{ik} \). The identification of \( A^n \) is equivalent to finding these columns \( X^k \) that form a cluster due to the Di condition. As seen in Figure 2, mixtures in the sampling region [120, 140] satisfy (3.2); hence a cluster is formed in Figure 4. Next we shall discuss how to locate the cluster (thus \( A^n \)). All of \( X \)'s columns form a set of points \( S = \{X^1, X^2, \ldots, X^p\} \) in \( n \)-dimensional space. The convex hull of \( S \) is a polytope, \( A \in \mathbb{R}^n \). The frame \( F \) of these points is the set of extreme points of the
Figure 3. A Pe source (dash-dot line) and a Po source (solid line) are shown in the left panel. Notice that the Pe source has a dominant interval [100, 140]. Right: Comparison of the two columns of the mixing matrix (blue circles) recovered from the convex cone method with those of the true mixing matrix \( A \) (red diamonds). The cone method identifies the columns of the mixing matrix as the edges of a minimal cone enclosing the mixtures. The deviation of the convex cone’s results is due to the violation of the SAP condition.

To determine whether the element \( X^k \) of the set \( S \) constitutes an element of \( F \), the constrained equations (2.3) can be used. \( X^k \) belongs to \( F \) if it cannot be written as a linear combination of other points of \( S \); i.e., (2.3) is inconsistent. Finding the convex hull and its frame for a finite collection of points is a basic problem in computational geometry; the standard approach consists of solving linear programs [13]. Apparently, \( F \) contains a vector which is approximately parallel to \( A^n \); this can be seen from (3.2). Let us denote it as \( \hat{A}^n \). Among the elements of \( F \), \( \hat{A}^n \) is the one attracting a cluster. To identify \( \hat{A}^n \), an \( \epsilon \)-ball is created with the center at each element of \( F \). The center of the ball that contains most of the data points is recognized as \( \hat{A}^n \). To summarize, the following algorithm is suggested for identifying \( \hat{A}^n \):

1. Select a submatrix \( \hat{X} \) of \( X \) consisting of all the mutually noncollinear columns of \( X \).
2. Find the frame \( \mathcal{F} \) of the set of points \( \hat{X} \).
3. Identify \( A^n \) from \( \mathcal{F} \) by the geometry of the mixture \( X \) (clustering).

For example, the plot in Figure 4 is an illustration of the algorithm. In this example, we used the spectra given in Figure 2 as source signals. The mixtures are constructed by simulating the mixing process described by model (1.1). The mixing matrix

\[
A = \begin{pmatrix}
6 & 2 & 3 \\
3 & 5 & 4 \\
2 & 3 & 3.5
\end{pmatrix},
\]

and the recovered \( \hat{A}^3 \) is \([0.2866, 0.3809, 0.3326]^t\), which is approximately parallel to \([3, 4, 3.5]^t\) (it can be normalized to \([0.2858, 0.3810, 0.3333]^t\)); hence it is taken as the estimate of \( A^3 \). Once \( \hat{A}^n \) is obtained, we eliminate the last source \( S_n \) (Pe source) from \( X \). The resulting mixtures contain only Po sources, and the reduced BSS problem could be solved by the convex cone method.
3.2. Recovery of Po sources. Denoting the $n$ mixture data as row vectors $X_1, \ldots, X_n$, we have

\begin{align*}
X_1 &= \left[ \sum_{j=1}^{n-1} A_{1j} S_{j1} + A_{1n} S_{n1}, \sum_{j=1}^{n-1} A_{1j} S_{j2} + A_{1n} S_{n2}, \ldots, \sum_{j=1}^{n-1} A_{1j} S_{jp} + A_{1n} S_{np} \right], \\
X_2 &= \left[ \sum_{j=1}^{n-1} A_{2j} S_{j1} + A_{2n} S_{n1}, \sum_{j=1}^{n-1} A_{2j} S_{j2} + A_{2n} S_{n2}, \ldots, \sum_{j=1}^{n-1} A_{2j} S_{jp} + A_{2n} S_{np} \right] \\
& \vdots \\
X_n &= \left[ \sum_{j=1}^{n-1} A_{nj} S_{j1} + A_{nn} S_{n1}, \sum_{j=1}^{n-1} A_{nj} S_{j2} + A_{nn} S_{n2}, \ldots, \sum_{j=1}^{n-1} A_{nj} S_{jp} + A_{nn} S_{np} \right],
\end{align*}

where $A^n = [A_{1n}, A_{2n}, \ldots, A_{nn}]^T$ are obtained from the last step (actually a parallel vector $\hat{A}^n$ is extracted, and it is considered equivalent to $A^n$). Using the last equation of (3.3) we transform $X_i \rightarrow X_i - \frac{A_{in}}{A_{nn}} X_n$, $i = 1, 2, \ldots, n - 1$. Then a new mixture matrix is formed as

\begin{align*}
\hat{X} &= \begin{pmatrix}
X_1 & X_2 & \cdots & X_{n-1}
\end{pmatrix} \\
&= \begin{pmatrix}
X_1 - \frac{A_{1n}}{A_{nn}} X_n \\
X_2 - \frac{A_{2n}}{A_{nn}} X_n \\
\vdots \\
X_{n-1} - \frac{A_{n-1n}}{A_{nn}} X_n
\end{pmatrix},
\end{align*}

which depends only on the first $(n - 1)$ Po sources satisfying the SAP condition. Note that the matrix $\hat{X}$ may contain negative entries, but the convex cone method is still able to identify the minimal cone which contains the columns of $\hat{X}$; the cone, however, may not lie in the sector consisting of nonnegative vectors. In this step, we separate Po sources from the reduced mixtures.
At this point, let us summarize the known and unknown variables by writing the model (1.1) in terms of components:

\[
\begin{pmatrix}
X_{11} & X_{12} & \cdots & X_{1p} \\
X_{21} & X_{22} & \cdots & X_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
X_{n1} & X_{n2} & \cdots & X_{np}
\end{pmatrix} =
\begin{pmatrix}
A_{11} & A_{12} & \cdots & A_{1n} \\
A_{21} & A_{22} & \cdots & A_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
A_{n1} & A_{n2} & \cdots & A_{nn}
\end{pmatrix}
\begin{pmatrix}
S_{11} & S_{12} & \cdots & S_{1p} \\
S_{21} & S_{22} & \cdots & S_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
S_{n1} & S_{n2} & \cdots & S_{np}
\end{pmatrix},
\]

where the known components are denoted in black, while the unknown variables are in red. To solve the unknown \(A_{ij}\) (there are \(n(n-1)\) in total), we select the first \(n\) columns of \(X\) to set up the following \(n^2\) equations:

\[
\begin{aligned}
X_{11} &= A_{11}S_{11} + A_{12}S_{21} + \cdots + A_{1n}S_{n1} \\
\vdots \\
X_{1n} &= A_{11}S_{1n} + A_{12}S_{2n} + \cdots + A_{1n}S_{nn}, \\
X_{21} &= A_{21}S_{11} + A_{22}S_{21} + \cdots + A_{2n}S_{n1} \\
\vdots \\
X_{2n} &= A_{21}S_{1n} + A_{22}S_{2n} + \cdots + A_{2n}S_{nn} \\
\vdots \\
X_{n1} &= A_{11}S_{11} + A_{n2}S_{21} + \cdots + A_{nn}S_{nn} \\
\vdots \\
X_{nn} &= A_{11}S_{1n} + A_{n2}S_{2n} + \cdots + A_{nn}S_{nn},
\end{aligned}
\]

which can be written in matrix form \(M y = b\) with

\[
M = \begin{pmatrix}
V & O & O & \cdots & A_{1n}I_n \\
O & V & O & \cdots & A_{2n}I_n \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
O & O & \cdots & V & A_{nn}I_n
\end{pmatrix} \in \mathbb{R}^{n^2 \times n^2},
\]

\[
V = \begin{pmatrix}
S_{11} & S_{21} & \cdots & S_{n-11} \\
S_{12} & S_{22} & \cdots & S_{n-12} \\
\vdots & \vdots & \ddots & \vdots \\
S_{1n} & S_{2n} & \cdots & S_{n-1n}
\end{pmatrix} \in \mathbb{R}^{n \times (n-1)},
\]

where \(O\) is a zero matrix in \(\mathbb{R}^{n \times (n-1)}\).

\[
y = (A_{11}, \ldots, A_{1n-1}, A_{21}, \ldots, A_{2n-1}, \ldots, A_{n1}, \ldots, A_{nn-1}, S_{n1}, \ldots, S_{nn})^T,
\]

\[
b = (X_{11}, \ldots, X_{1n}, X_{21}, \ldots, X_{2n}, \ldots, X_{n1}, \ldots, X_{nn})^T.
\]

In general, the matrix \(M\) is noninvertible. In fact, the following result holds for \(M\).

**Theorem.** For \(n \geq 2\), \(M\) is singular, and its kernel has dimension \(n - 1\).
Proof. It can be shown that column reductions transform $M$ into the following form:

$$
\begin{pmatrix}
O & O & O & \cdots & A_{1n}I_n \\
O & V & O & \cdots & A_{2n}I_n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
O & O & \cdots & V & A_{nn}I_n
\end{pmatrix}
$$

(3.7)

In fact, performing column addition operations by $A_{1n}I_n$ to eliminate $V$ in the top left corner, we will obtain

$$
\begin{pmatrix}
O & O & O & \cdots & A_{1n}I_n \\
\alpha_2V & V & O & \cdots & A_{2n}I_n \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\alpha_nV & O & \cdots & V & A_{nn}I_n
\end{pmatrix},
$$

where $\alpha_j = -\frac{A_{jn}}{A_{1n}} \neq 0$, $j = 2, \ldots, n$. Next, the submatrix $\alpha_2V$ can be eliminated by $V$, and similar operations can be performed until $\alpha_nV$ is canceled by $V$. Therefore, $W$ is transformed into the form (3.7), which has rank $n^2 - (n - 1)$.

Consider an example of $n = 3$. In this case, $M$ reads as

$$
\begin{pmatrix}
S_{11} & S_{21} & 0 & 0 & 0 & 0 & A_{13} & 0 & 0 \\
S_{12} & S_{22} & 0 & 0 & 0 & 0 & A_{13} & 0 \\
S_{13} & S_{23} & 0 & 0 & 0 & 0 & 0 & 0 & A_{13} \\
0 & 0 & S_{11} & S_{21} & 0 & 0 & A_{23} & 0 & 0 \\
0 & 0 & S_{12} & S_{22} & 0 & 0 & 0 & A_{23} & 0 \\
0 & 0 & S_{13} & S_{23} & 0 & 0 & 0 & 0 & A_{23} \\
0 & 0 & 0 & 0 & S_{11} & S_{21} & A_{33} & 0 & 0 \\
0 & 0 & 0 & 0 & S_{12} & S_{22} & 0 & A_{33} & 0 \\
0 & 0 & 0 & 0 & S_{13} & S_{23} & 0 & 0 & A_{33}
\end{pmatrix}
$$

After applying the column addition operations by the last three columns, we first eliminate the submatrix in the top left corner (blue):

$$
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & A_{13} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{13} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{13} \\
\alpha_2S_{11} & \alpha_2S_{21} & S_{11} & S_{21} & 0 & 0 & A_{23} & 0 & 0 \\
\alpha_2S_{12} & \alpha_2S_{22} & S_{12} & S_{22} & 0 & 0 & A_{23} & 0 & 0 \\
\alpha_2S_{13} & \alpha_2S_{23} & S_{13} & S_{23} & 0 & 0 & 0 & A_{23} & 0 & 0 \\
\alpha_3S_{11} & \alpha_3S_{21} & 0 & 0 & S_{11} & S_{21} & A_{33} & 0 & 0 \\
\alpha_3S_{12} & \alpha_3S_{22} & 0 & 0 & S_{12} & S_{22} & 0 & A_{33} & 0 \\
\alpha_3S_{13} & \alpha_3S_{23} & 0 & 0 & S_{13} & S_{23} & 0 & 0 & A_{33}
\end{pmatrix}
$$
where $\alpha_2 = -\frac{A_{23}}{A_{13}}$, $\alpha_3 = -\frac{A_{13}}{A_{13}}$. Next, the third and fourth columns can be used to eliminate the column entries marked in blue. Likewise, column entries in red can be canceled by columns five and six. Hence $M$ becomes

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & S_{11} & S_{21} & 0 & 0 & A_{13} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{13} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & A_{13} & 0 \\
0 & 0 & S_{12} & S_{22} & 0 & 0 & 0 & A_{33} & 0 & 0 \\
0 & 0 & S_{13} & S_{23} & 0 & 0 & 0 & 0 & A_{33} & 0 \\
0 & 0 & 0 & 0 & S_{11} & S_{21} & 0 & 0 & 0 & 0 & A_{33} \\
0 & 0 & 0 & 0 & S_{12} & S_{22} & 0 & 0 & 0 & 0 & A_{33} \\
0 & 0 & 0 & 0 & S_{13} & S_{23} & 0 & 0 & 0 & 0 & A_{33}
\end{pmatrix},
\]

which has rank $7 = (3^2 - (3 - 1))$. □

It appears that solving the equations exactly for $S^n$ is hopeless due to $M$ being singular. However, a meaningful solution is possible if the actual source signals are structurally compressible, meaning that they essentially depend on a low number of degrees of freedom. For instance, if our source signal is sparse in some transformed domain, then the problem is readily simplified, and the search for solutions becomes feasible. According to analytical chemistry [14], an NMR spectrum can be presented as a sum of symmetrical, positive valued, Lorentzian-shaped peaks. Therefore, the NMR spectrum can be thought as a convolution of the Lorentzian kernel with some sparse function consisting of a few sharp peaks or, more precisely,

\[
S = \hat{S} \ast \mathcal{L}(x, w),
\]

where $\mathcal{L}(x, w) = \frac{1}{\pi} \frac{2w}{x^2 + (\frac{1}{2}w)^2}$, $w$ specifies its width, and $\hat{S}$ is a sparse function. In Figure 5, the NMR signal (dash-dot line) is a convolution of a sparse (solid line) with Lorentzian kernel of width $= 4$. The sparsity under the Lorentzian kernel suggests that an $\ell_1$ minimization problem can be formulated to recover the Pe source.

### 3.3. Recovery of the Pe source.

Let matrix $S_{P_0} \in \mathbb{R}^{(n-1) \times p}$ denote the $(n-1)$ Po sources (each of dimension $p$) which are already recovered by the minimal cone method. The facts that the Pe source is sparse under the Lorentzian kernel and that mixture signals $X$ may in general contain noise suggest solving the following nonnegatively constrained optimization problem:

\[
\min_{A_{P_0} \in \mathbb{R}^{n \times (n-1)}, A_{P_0} \geq 0, \hat{S} \geq 0} \mu \|\hat{S}\|_1 + \frac{1}{2} \|X - A_{P_0} S_{P_0} - \hat{S} \ast \mathcal{L}\|_2^2,
\]

where $n$ is the number of source signals and $p$ is the number of available samples. Here $A_{P_0}$ is an $n \times (n-1)$ matrix whose columns are the mixing coefficients of the Po sources in $X$. Due to the nonnegativity constraint, the $\ell_1$ norm of $\hat{S}$ is a linear function. Each row of $\hat{S}$...
stands for a sparse function with a few sharp peaks, and the rows of \( \hat{S} \) are the multiples of the Pe source in the mixtures. The linear convolution \( \hat{S} \ast L \) is approximated by a matrix multiplication \( \hat{S}L \) in the computation; here \( L \in \mathbb{R}^{p \times p} \) is the discretized Lorentzian kernel. Because (3.8) allows the constraint \( A_{Po}S_{Po} + \hat{S} \ast L = X \) to be relaxed, it is applicable when the mixtures \( X \) are contaminated by measurement errors such as instrument noise. When there is minimal measurement error, one assigns a tiny value to \( \mu \) to heavily weigh the fidelity term \( \|X - A_{Po}S_{Po} - \hat{S} \ast L\|_2^2 \) in order for \( A_{Po}S_{Po} + \hat{S} \ast L = X \) to be nearly satisfied. In this case, one could also formulate an optimization problem as

\[
\min \|\hat{S}\|_1 \quad \text{s.t.} \quad A_{Po}S_{Po} + \hat{S} \ast L = X, \quad A_{Po} \geq 0, \quad \hat{S} \geq 0,
\]

for which the Bregman iterative method [17, 46] with a proper projection onto a nonnegative convex subset can be used to obtain a solution. The equality constraint of (3.9) contains \( n \times p \) equations and \( n \times (n - 1 + p) \) variables, which implies that it is underdetermined. When measurement noise is minimal, the region defined by the equality and inequality constraints is nonempty.

For simplicity, we solve (3.8) by the projected gradient descent approach. The following multiplicative update rules preserve the nonnegativity constraints for nonnegative initial data:

\[
\begin{align*}
a_{ij} &\leftarrow a_{ij} \left[ [X S_{Po}^T]_{ij} - \left[ \hat{S} L S_{Po}^T \right]_{ij} \right]_+ , \\
\hat{s}_{jk} &\leftarrow \hat{s}_{jk} \left[ [X L - A_{Po} S L]_{jk} - \mu \right]_+ ,
\end{align*}
\]

where nonlinear operator \([x]_+ = \max\{0, x\}\), \( a_{ij} = (A_{Po})_{ij} \), \( \hat{s}_{jk} = (\hat{S})_{jk} \). For the convex objective (3.8), the iterations in (3.10) converge to a global minimum.

For the peak width parameter \( w \) in the computation, an estimate of an upper bound suffices. A straightforward way of estimating an upper bound is to read off an approximate value from the mixture signals if the dominant interval(s) happen to contain a peak. For more
Figure 6. The three source signals which are the idealized NMR spectra of some urine components. The first two have very narrow peaks, while the last one has wide peaks and dominant intervals in the region $[500, 700]$ over the other sources.

complicated mixture signals, a low pass filter could be designed to extract a more accurate estimation. In the practice of NMR, the expertise of an analytical chemist may also be helpful in estimating this parameter.


4.1. Examples. We present here numerical examples computed by our method. The data used in the first example are synthetic; we use the source signals in Figure 6 and generate mixtures by simulating the mixing process (1.1). The results are shown in a series of plots in Figures 7–10. The plots in Figure 7 are the three mixtures and the scatter plot of $X$’s columns. The convex hull frame contains six points, and $\hat{A}^3$ is identified as the one attracting a cluster. Figure 8 shows the second step of the method. The first plot is the two reduced mixtures after eliminating the Pe source; note that the new mixtures contain negative values. However, the minimal cone method still recovers the two Po sources shown in the right column. In the last step of recovering the Pe source via $\ell_1$ minimization, a Butterworth low pass filter is designed to estimate the upper bound of the peak width $w$. From Figure 9, a value $w = 130$ is read off and used in the $\ell_1$ minimization. The recovered Pe source is plotted in Figure 10.

In the second and third examples the sources are real-world data, and the mixtures are constructed by mixing the sources with random matrices. The sources are the NMR spectra of quinine and urea; their noisy mixtures are in Figure 11. The result is shown in Figure 12. The quality of the separation can be seen from the comparison between the real sources and their recovery. The third example is to separate NMR spectra of menthol (Po source) and $\beta$-sitosterol (Pe source) (their spectral references are plotted in Figure 13) from the mixture signals shown in Figure 14. The calculated spectra are in Figures 15–16. Comparing the two calculated spectra of $\beta$-sitosterol in Figure 16, $\ell_1$ minimization generates a sparser solution and proves to be robust to noise.
Figure 7. First step of our method: $A^3$ is identified from the column vectors of $X$. The left plot shows the three mixtures, and the right plot is their geometry. The red diamonds are the convex hull frame of $X$, and $A^3$ is the one attracting a cluster (in the blue circle).

Figure 8. Second step of our method: Two new mixtures are obtained by eliminating $S_1$ (left); the recovered Po sources are in the right column.

We remark that although the proposed method is motivated by the NMR spectroscopy of biofluids, the idea can be applied to separating other NMR data. In practice, we might need to perform only data clustering and $\ell_1$ minimization. Next we shall process an experimental data set. We shall use clustering to retrieve all the columns of the mixing matrix, and then retrieve the sources by solving a nonnegative $\ell_1$ optimization problem. The elimination of variables (model reduction) is unnecessary for this example.
In this example, we provide a set of real-world data to test our method. The data are produced by diffusion ordered spectroscopy (DOSY), which is an NMR spectroscopy technique used by chemists for mixture separation [26]. However, the three compounds used in the experiment (quinine, geraniol, and camphor) have similar chemical functional groups (i.e., there is overlap in their NMR spectra) [30], for which DOSY fails to separate them. Though our working hypothesis is not satisfied completely, it is known that each of the three sources has dominant interval(s) over others in its NMR spectrum. This can also be verified from the three isolated clusters formed in their mixed NMR spectra (see the geometry of their mixtures in Figure 17). Here we separate three sources from three mixtures. Figure 17 plots the mixtures (rows of $X$) and their geometry (columns of $X$), where three clusters of points can be spotted. Then the columns of $A$ are identified as the center points of three clusters. Note that elimination of variables is not necessary since all of $A$’s columns have been obtained by one time clustering ($K$-means). The three isolated clusters imply that the source matrix $S$ possesses column sparsity; therefore we consider solving the nonnegative $\ell_1$ optimization (2.4) for each column $S_i$ of $S$. The solutions are presented in Figure 18; the results are satisfactory compared to those of the ground truth. As a comparison, the source signals recovered by the convex cone method are shown in Figure 19, where $S = \text{inverse}(A) X$, which produces some negative (erroneous) peaks in $S$.

4.2. Robustness. In this subsection, various examples are carried out to support the reliability of our approach. To test its robustness in the presence of noises, we varied the signal-to-noise ratio (SNR) when adding white Gaussian noise to the data. We also present the comparison with the convex cone method. To test the performance of the methods, we compute Comon’s index [10]. The index is defined as follows: Let $A$ and $\hat{A}$ be two nonsingular matrices with normalized columns. Then the distance between $A$ and $\hat{A}$ is denoted by $\epsilon(A, \hat{A})$.
which reads as

$$
\epsilon(A, \hat{A}) = \sum_i \left| \sum_j |d_{ij}| - 1 \right|^2 + \sum_j \left| \sum_i |d_{ij}| - 1 \right|^2 + \sum_i \left| \sum_j |d_{ij}|^2 - 1 \right| + \sum_j \left| \sum_i |d_{ij}|^2 - 1 \right|
$$

where $D = A^{-1} \hat{A}$ and $d_{ij}$ is the entry of $D$. In [10] Comon proved that $A$ and $\hat{A}$ are treated as nearly equivalent in the sense of BSS (i.e., $\hat{A} = AP \Lambda$) if $\epsilon(A, \hat{A}) \approx 0$. The results are shown in Figure 20: the proposed method outperforms the convex cone method, and it is robust to noise. For example, at SNR = 30 dB, for the true mixing matrix $A_{\text{True}}$, its estimations via

Figure 10. Comparison: The left column shows the real sources, and the right column is the solution by our method.
Figure 11. Two mixtures of quinine and urea.

Figure 12. Left: Reference spectra of quinine and urea. Right: The recovery by our method.
Figure 13. Reference spectra of $\beta$-sitostanol and menthol.

Figure 14. Spectra of two mixture samples of menthol and $\beta$-sitosterol.
Figure 15. Computed source spectrum of menthol (Po source).

Figure 16. Computed source spectrum of \( \beta \)-sitosterol (Pe source) by \( \ell_1 \) minimization (3.8) using different \( \mu \) values. Top: \( \mu = 0 \). Bottom: \( \mu = 0.04 \). The \( \ell_1 \) penalty provides a sparser solution in the bottom panel.
Figure 17. Three columns of $A$ are identified as the three center points in blue circles attracting the most points in scatter plots of the columns of $X$ (left), and the three rows of $X$ (right).

The cone method ($A_{cone}$) and the proposed approach $A_{pr}$ are

$$A_{true} = \begin{pmatrix} 0.8571 & 0.3244 & 0.4915 \\ 0.4286 & 0.8111 & 0.6554 \\ 0.2857 & 0.4867 & 0.5735 \end{pmatrix},$$

$$A_{cone} = \begin{pmatrix} 0.6654 & 0.4255 & 0.4917 \\ 0.5893 & 0.7279 & 0.6552 \\ 0.4582 & 0.5377 & 0.5733 \end{pmatrix},$$

$$A_{pr} = \begin{pmatrix} 0.8433 & 0.3291 & 0.4923 \\ 0.4515 & 0.8050 & 0.6553 \\ 0.2914 & 0.4936 & 0.5728 \end{pmatrix}.$$

Figure 21 shows the comparison results of the recovered sources by the two methods. Even though two sources recovered by the cone method are recognizable compared to the ground truth, the third has spurious peaks which make it hard to identify the reliable peaks needed to perform the postprocessing. As a matter of fact, postprocessing developed in [36] deals with the regime when the SAP condition is violated to some extent; clearly the PePoDi data are intractable to the postprocessing. The proposed method in this paper becomes useful.

We also test the dependence of our method on the width parameter $w$. The result is presented in Figure 22. The true value is $w = 7$. It can be seen that the method achieves fairly good results if the estimation of $w$ falls in $(4.5, 8.5)$.
5. Concluding remarks. This paper presented a novel BSS method for nonnegative and correlated data. This work is motivated by the study of the urine (serum) metabolites using NMR spectroscopy. The separation of urine-type NMR data is challenging mainly due to the heavy overlapping of some constituents (Pe sources). To deal with this class of data, this paper proposed a viable working hypothesis which enables the development of a new BSS method. The method includes three main steps. Exploiting the dominant regions in the Pe sources, the first step identifies the mixing columns of these sources. Eliminating the Pe sources is then possible, based on which the second step constructs new mixtures containing only the Po sources, for which the convex cone method is applicable. The sparsity of Pe sources under
Figure 20. Comparison of the convex cone method and the proposed approach in the presence of noises.

Figure 21. The top row is the ground truth; the middle row is the result of the convex cone method; and the bottom row is the result of the proposed method.

the Lorentzian kernel allows an efficient recovery by $\ell_1$ minimization. The effectiveness of the method is validated by NMR spectra data.

The method developed in this paper deals with one Pe source which is already applicable to many real-world data. The first novelty of this paper is the formulation of a clustering problem exploiting the geometry of the mixtures, which makes possible an accurate estimation
Figure 22. The dependence of the error on the width parameter. Gaussian noise of SNR = 20 dB is added to the data.

of a partial mixing matrix by means of linear programming and a clustering technique. The second novelty is the reduction of the model to a subproblem for which effective methods are available. The major strength of this work is in converting a nonconvex problem to a convex one by exploiting the data structures, which is nontrivial and requires a nonstandard approach. It is worthwhile to pursue this line of inquiry for more NMR data in the future by a combination of clustering, model reduction, and $\ell_1$ minimization. In practice, more than one Pe NMR source could exist in the mixture signals. An ongoing project is to extend our method from treating one Pe source to multiple Pe sources. In this case, the current source condition PePoDi should be replaced by a constraint which requires dominant interval(s) from each source signal over some of the other source signals in a hierarchical manner. To this end, a more complicated method needs to be developed.
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