Abstract. We study the Kolmogorov–Petrovsky–Piskunov minimal front speeds in spatially random shear flows in cylinders of various cross sections based on the variational principle and an associated elliptic eigenvalue problem. We compare a standard finite element method and a two-scale finite element method in random front speed computations. The two-scale method iterates solutions between coarse and fine meshes and reduces the cost of the eigenvalue computation to that of a boundary value problem while maintaining the accuracy. The two-scale method saves computing time and provides accurate enough solutions. In the case of square and elliptical cross sections, our simulation shows that larger aspect ratios of domain cross sections increase the average front speeds in agreement with an asymptotic theory.
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1. Introduction. Front propagation in heterogeneous flows is an active research area in applied science and mathematics [7, 14, 15, 18, 19, 25, 32, 33, 36]. A fundamental problem is to characterize and compute large-scale front speeds in random flows [10, 19, 30, 31, 39]. The Kolmogorov–Petrovsky–Piskunov (KPP) minimal front speeds admit a variational characterization in terms of the principal eigenvalue or principal Lyapunov exponent of an associated linear operator [6, 5, 16, 37, 28, 29]. The variational principle of KPP front speeds makes accurate and efficient analytical and numerical studies possible. It is known that KPP front speeds are enhanced by spatially random shear flows in cylinders, with a quadratic (linear) law in the small (large) root mean square amplitude regime; see [28] and the references therein. However, less is known about how the domains influence the front speeds.

In this paper, we shall study the dependence of KPP front speeds (in spatially random shear flows) on the aspect ratio of cylindrical cross sections. We shall use both numerical methods and asymptotic methods. Let $D \equiv \mathbb{R} \times \Omega$, where $\Omega \subset \mathbb{R}^2$ is a simply connected bounded domain with a Lipschitz continuous boundary. The reactive scalar equation is

\begin{equation}
    u_t = \Delta_{x,y} u + B \cdot \nabla_{x,y} u + f(u),
\end{equation}
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where $f(u) = u(1-u)$, the KPP nonlinearity; $x \in \mathbb{R}$, $y = (y_1, y_2) \in \Omega \subset \mathbb{R}^2$; $B = (b(y, \omega), \vec{0})$, $b(y, \omega)$ being a stationary Gaussian process with mean zero; and parameter $\omega$ refers to a random sample or realization. The zero Neumann boundary condition is imposed on $u$ at $\partial \Omega$. The KPP minimal speed along $x$ is given by

$$c^* = c^*(\omega) = \inf_{\lambda > 0} \frac{\mu(\lambda, \omega)}{\lambda}$$

where $\mu$ is the principal eigenvalue with a positive eigenfunction of the eigenvalue problem

$$\begin{aligned}
\Delta \phi + [\lambda^2 + \lambda b(y, \omega) + f'(0)] \phi &= \mu(\lambda, \omega) \phi \quad \text{in } \Omega, \\
\frac{\partial \phi}{\partial \nu} &= 0 \quad \text{on } \partial \Omega.
\end{aligned}$$

The KPP front speed computation becomes that of a principal eigenvalue problem in a general domain $\Omega$. We shall perform Monte Carlo simulation of the KPP minimal front speed ensemble by solving a large number of eigenvalue problems (1.3) and then minimizing the objective function (1.2). The shear flow $b$ will be random but smooth, and its spectral energy decays rapidly towards high frequencies. A resolved computation is feasible with refined finite element meshes. To reduce the computational cost in solving the stochastic eigenvalue problem (1.3), we employ a so-called two-scale finite element method, first proposed in [23] and later developed in [8, 9, 11, 20, 24, 34, 38]. The two-scale method reduces the cost of eigenvalue computation to the level of computing a boundary value problem. The method is iterative and related to [22, 35].

Our method is formulated for KPP reactions. For other nonlinearities, the variational formula (1.2) provides an upper bound only. However, it is known in many cases (including fronts through shear flows) that qualitative properties of front speeds of non-KPP reactions are the same as the KPP ones; see [15, 28, 36, 40] among others. As of now, computing the non-KPP random front speeds relies on direct simulation of the governing equation (1.1) in time [28]. Some non-KPP front speeds satisfy min-max principles [17, 18]. Though helpful for analysis of random front speeds [27], the min-max principles have not been utilized for computation.

This paper is organized as follows. In section 2, we present standard and two-scale finite element methods and their convergence properties. We also derive an asymptotic theory of KPP minimal speeds in the limit of thin domains, implying that larger aspect ratios of domains lead to larger front speeds. In section 3, we show numerical results of random KPP front speeds in rectangular and elliptical domains of various aspect ratios. The front speeds always increase with the aspect ratio of domains, in agreement with the asymptotic theory. We also compute probability distributions of random front speed and compare costs as well as the efficiency of the standard and two-scale methods. Concluding remarks are in section 4.

2. Numerical methods and asymptotic theory.

2.1. Preliminaries. We use the standard notation for Sobolev space $W^{s,p}(\Omega)$ and their associated norms and seminorms [1, 12]. For $p = 2$, we denote $H^s(\Omega) = W^{s,2}(\Omega)$, $\| \cdot \|_{s, \Omega} = \| \cdot \|_{s,2,\Omega}$, and $\| \cdot \|_{0, \Omega} = \| \cdot \|_{0,2,\Omega}$. Let $(\cdot, \cdot)$ be the standard inner product of $L^2(\Omega)$. Throughout this paper, the letter $C$ (with or without subscripts) denotes a positive (random) constant independent of mesh sizes.
Consider the following problem: Find $\phi \in H^1(\Omega)$ and $\mu \in \mathbb{R}$ such that

\begin{align}
\Delta \phi + V(y, \omega) \phi &= \mu(\omega) \phi, \quad y \text{ in } \Omega, \\
\frac{\partial \phi}{\partial n} &= 0, \quad y \in \partial \Omega,
\end{align}

where $V(y, \omega)$ is a stationary continuous scalar random process in $y$ and so $V(y, \omega) \in L^\infty(\Omega)$. Let $\mu \equiv \mu(\omega)$ be the principal (simple) eigenvalue with corresponding eigenfunction $\phi > 0$ and $\|\phi\|_{0,\Omega} = 1$.

Define $a(\phi, v) = \int_{\Omega} \nabla \phi \nabla v - \int_{\Omega} V(y, \omega) \phi v$; the variational form for (2.1) is

\begin{align}
a(\phi, v) &= -\mu(\omega) (\phi, v) \quad \forall v \in H^1(\Omega).
\end{align}

Note that if we define $\tilde{a}(\phi, v) = a(\phi, v) + \xi(\phi, v)$ for some constant $\xi > 0$, then (2.2) is equivalent to

\begin{align}
\tilde{a}(\phi, v) &= \tilde{\mu}(\phi, v) \quad \forall v \in H^1(\Omega),
\end{align}

where $\tilde{\mu} = -\mu + \xi$. Select a positive random constant $\xi$ so that $\tilde{a}(\phi, v)$ is a positive symmetric definite bilinear form and satisfies

\begin{align}
C^{-1}\|u\|_{1,\Omega}^2 \leq \tilde{a}(u, u) \quad \forall u \in H^1_0(\Omega).
\end{align}

We compute the principal eigenvalue $\mu$ of (2.2) or, equivalently, the minimal eigenvalue of (2.3). We shall use the following property of eigenvalue and eigenfunction approximations [3, 4, 38].

**Proposition 2.1.** Let $(\tilde{\mu}, \phi)$ be an eigenpair of (2.3). For any $w \in H^1(\Omega) \setminus \{0\}$, there holds

\begin{align}
\tilde{a}(w, w) - \tilde{\mu} &= \frac{\tilde{a}(w - \phi, w - \phi)}{(w, w)} - \frac{\tilde{\mu}}{(w, w)}.
\end{align}

Let $T^h(\Omega)$, consisting of shape-regular simplices, be a finite element mesh over $\Omega$ with mesh size $h = \max_{x \in \Omega} b(x)$, where the function $b(x)$ denotes the diameter of the element $\tau$ containing $x$. Define $S^h(\Omega)$ to be the space of continuous functions on $\Omega$ such that for $v \in S^h(\Omega)$, $v$ restricted to each $\tau$ is linear, namely,

\begin{align}
S^h(\Omega) = \{ v \in C(\bar{\Omega}) : v|_{\tau} \text{ is linear } \forall \tau \in T^h(\Omega) \}.
\end{align}

We refer the reader to [12, 13] for its basic properties. For instance, for a given $u \in H^{1+s}(\Omega)$, there holds

\begin{align}
\inf_{v \in S^h(\Omega)} (h^{-1}\|u - v\|_{0,\Omega} + \|u - v\|_{1,\Omega}) \leq Ch^s\|u\|_{1+s,\Omega}, \quad 0 \leq s \leq 1.
\end{align}

**2.2. One-scale discretization scheme.** The standard finite element discretization for (2.2) is a one-scale discretization: Find $\phi_h \in S^h(\Omega)$ and $\mu_h \in \mathbb{R}$ such that $\|\phi_h\|_{0,\Omega} = 1$ and

\begin{align}
a(\phi_h, v) &= -\mu_h(\phi_h, v) \quad \forall v \in S^h(\Omega),
\end{align}
which is equivalent to

\[(2.9) \quad \tilde{a}(\phi_h, v) = \tilde{\mu}_h(\phi_h, v) \quad \forall v \in S^h(\Omega),\]

with \(\tilde{\mu}_h = -\mu_h + \xi\). In the following discussion, we assume that \((-\mu_h, \phi_h)\) and \((\tilde{\mu}_h, \phi_h)\) are the first eigenpair of (2.8) and (2.9), respectively.

Set

\[
\rho_\Omega(h) = \sup_{f \in L^2(\Omega), \|f\|_{0,\Omega}=1} \inf_{v \in S^h(\Omega)} \|(-\Delta - V(\cdot, \omega) + \xi)^{-1}f - v\|_{1,\Omega},
\]

\[
\delta_h(-\mu) = \sup_{u \in M(-\mu), \|u\|_{0,\Omega}=1} \inf_{v \in S^h(\Omega)} \|u - v\|_{1,\Omega}
\]

with

\[M(-\mu) = \{w \in H^1(\Omega) : w \text{ is an eigenvector of (2.2) corresponding to } -\mu\} \]

For the standard finite element solution \((-\mu_h, \phi_h)\), the following estimates hold [3, 4, 9, 38].

**Theorem 2.2.** There hold

\[(2.10) \quad \|\phi - \phi_h\|_{1,\Omega} \leq C\delta_h(-\mu),\]

\[(2.11) \quad \|\phi - \phi_h\|_{0,\Omega} \leq C\rho_\Omega(h)\|\phi - \phi_h\|_{1,\Omega},\]

\[(2.12) \quad -\mu \leq -\mu_h \leq -\mu + C\delta_h^2(-\mu),\]

where \(C\) is independent of the mesh parameter \(h\). Moreover, if \(\Omega\) is convex or a domain with a smooth boundary, then

\[(2.13) \quad \mu - \mu_h + \|\phi - \phi_h\|_{0,\Omega} + h\|\phi - \phi_h\|_{1,\Omega} \leq Ch^2.\]

**2.3. Two-scale discretization scheme.** To reduce computational cost, let us present a two-scale scheme dating back to [23]; see also a general framework in [38], where \(a(\cdot, \cdot)\) is a (deterministic) positive symmetric definite bilinear form. We extend the two-scale approach to solving (2.1).

Let \(H \gg h\) and assume that \(S^H(\Omega) \subset S^h(\Omega)\). We put the mesh size to the superscript and subscript of an eigenpair to tell the difference between the one-scale and two-scale finite element solution on the corresponding mesh; e.g., we use \((\mu_H, \phi_H)\) and \((\mu_h, \phi_h)\) to denote the one-scale solution on \(T^H(\Omega)\) and \(T^h(\Omega)\), respectively, and use \((\mu^h, \phi^h)\) to denote the two-scale solution associated with the fine mesh \(T^h(\Omega)\).

The two-scale finite element scheme for (2.3) is as follows.

**Two-scale discretization scheme.**

**Step 1.** Find \((\tilde{\mu}_H, \phi_H) \in \mathbb{R} \times S^H(\Omega)\) such that \(\|\phi_H\|_{0,\Omega} = 1\) and

\[
\tilde{a}(\phi_H, v) = \tilde{\mu}_H(\phi_H, v) \quad \forall v \in S^H(\Omega).
\]

**Step 2.** Find \(\phi^h \in S^h(\Omega)\) such that

\[(2.14) \quad \int_\Omega \nabla \phi^h \nabla v + \xi_0 \phi^h v = \tilde{\mu}_H(\phi_H, v) + (V(y, \omega) - \xi + \xi_0)\phi_H, v) \quad \forall v \in S^h(\Omega),\]

where \(\xi_0\) is some (deterministic) positive constant.
Step 3. Compute the Rayleigh quotient

\[ \tilde{\mu}^h = \frac{\tilde{a}(\phi^h, \xi^h)}{(\phi^h, \phi^h)} \]

and set \( \mu^h = -\tilde{\mu}^h + \xi \).

The error estimate of the two-scale solution reads as follows.

**Theorem 2.3.** Let \( (\mu, \phi) \) be the principal eigenpair of (2.2) and \( (\mu^h, \phi^h) \) be obtained from the two-scale scheme. Then

\[
\begin{align*}
\|\phi - \phi^h\|_{1, \Omega} &\leq C \left( \delta_H^2 \mu + \rho(H)\delta_H(-\mu) + \delta_h(-\mu) \right), \\
|\mu - \mu^h| &\leq C \left( \delta_H^2 \mu + \rho^2(H)\delta_H^2(-\mu) + \delta_h^2(-\mu) \right).
\end{align*}
\]

Moreover, if \( \Omega \) is convex or a domain with a smooth boundary, then for \( h = O(H^2) \) there holds

\[ |\mu - \mu^h| + h\|\phi - \phi^h\|_{1, \Omega} \leq C h^2. \]

**Proof.** From the construction of \( \phi^h \) and (2.8), we have

\[
\int_{\Omega} \nabla(\phi^h - \phi_h) \nabla v + \xi_0(\phi^h - \phi_h)v = \tilde{\mu}_H(\phi_H, v) - \tilde{\mu}_h(\phi_h, v) + ((V(y, \omega) - \xi + \xi_0)(\phi_H - \phi_h), v) \quad \forall v \in S^h(\Omega).
\]

It follows from \( V(y, \omega) \in L^\infty(\Omega) \) and the identity

\[
\tilde{\mu}_H(\phi_H, v) - \tilde{\mu}_h(\phi_h, v) = (\tilde{\mu}_H - \tilde{\mu}_h)(\phi_H, v) + \tilde{\mu}_h(\phi_H - \phi_h, v) \quad \forall v \in S^h(\Omega)
\]

that

\[ \|\phi^h - \phi_h\|_{1, \Omega} \leq C(|\mu_h - \mu_H| + \|\phi_H - \phi_h\|_{0, \Omega}), \]

which together with the triangular inequality leads to

\[
\begin{align*}
\|\phi^h - \phi\|_{1, \Omega} &\leq \|\phi^h - \phi_h\|_{1, \Omega} + \|\phi_h - \phi\|_{1, \Omega} \\
&\leq C(|\mu_h - \mu_H| + \|\phi_H - \phi_h\|_{0, \Omega}) + \|\phi_h - \phi\|_{1, \Omega}.
\end{align*}
\]

Combining the triangular inequalities with Theorem 2.2 gives

\[
\begin{align*}
|\mu_h - \mu_H| &\leq |\mu_h - \mu| + |\mu_H - \mu| \leq C \delta_H^2(-\mu), \\
\|\phi_H - \phi_h\|_{0, \Omega} &\leq \|\phi_H - \phi\|_{0, \Omega} + \|\phi_h - \phi\|_{0, \Omega} \leq C \rho(H)\delta_H(-\mu),
\end{align*}
\]

which leads to (2.15). Proposition 2.1 and (2.15) imply (2.16). Theorem 2.2, (2.15), and (2.16) produce (2.17). This completes the proof.

Theorem 2.3 says that the resulting two-scale approximations of eigenvalue and eigenfunction still maintain optimal accuracy.

**Remark 2.1.** In Step 2, the random term appears on the right-hand side only, and the fine mesh computation is on a boundary value problem. The eigenvalue problem is on a coarse mesh in Step 1. If the absolute value of the random term \( V(y, \omega) \) is bounded by some deterministic positive constant \( v_0 \), then \( \xi \) in (2.9) (and hence Step 1) and \( \xi_0 \) in Step 2 can be selected to be \( v_0 \).
Remark 2.2. We may also obtain similar results for the following scheme (cf. [38]):

Step 1. Find \((\tilde{\mu}_H, \phi_H) \in \mathbb{R} \times S^H(\Omega)\) such that \(\|\phi_H\|_{0,\Omega} = 1\) and
\[
\tilde{a}(\phi_H, v) = \tilde{\mu}_H(\phi_H, v) \quad \forall v \in S^H(\Omega).
\]

Step 2. Find \(\phi^h \in S^h(\Omega)\) satisfying
\[
\tilde{a}(\phi^h, v) = \tilde{\mu}_H(\phi^h, v) \quad \forall v \in S^h(\Omega).
\]

Step 3. Compute the Rayleigh quotient
\[
\tilde{\mu}^h = \frac{\tilde{a}(\phi^h, \phi^h)}{\langle \phi^h, \phi^h \rangle}
\]
and set \(\mu^h = -\tilde{\mu}^h + \xi\).

2.4. A thin domain theory. Consider the cross section \(\Omega = [0, \epsilon] \times [0, \frac{1}{\epsilon}]\) for \(\epsilon\) small. The area of \(\Omega\) is 1, while the aspect ratio is \(\frac{1}{\epsilon}\). Integrating (1.3) over \(y_1 = [0, \epsilon]\) and applying the zero Neumann boundary condition gives
\[
(2.19) \quad \tilde{\phi}_{y_2y_2} + (\lambda^2 + \lambda b(y_2, \omega) + f'(0))\tilde{\phi} \approx \mu \tilde{\phi},
\]
where \(\tilde{\phi}(y_2)\) is the integral average of \(\phi(y_1, y_2)\) over \(y_1 \in [0, \epsilon]\), and \(\tilde{b}(y_2, \omega)\) is the integral average of \(b(y_1, y_2, \omega)\) over \(y_1 \in [0, \epsilon]\). An approximation is made so that the integral average of \(b(y_1, y_2, \omega)\) is replaced to leading order by the product of the integral averages of the two factors. The eigenvalue problem (2.19) is on the large interval \([0, \frac{1}{\epsilon}]\). For a Gaussian process \(\tilde{b}(y_2, \omega)\) with large enough root mean square amplitudes, the principal eigenvalue \(\mu\) behaves like the running maximum of \(\tilde{b}\) [26]; the latter scales as \(\sqrt{-2\log \epsilon}\) in probability (Theorem 6.9.5 of Chapter 6 of [2]). Hence \(\mu\) increases with the aspect ratio in probability, and it follows from (1.2) that the front speed also increases with the aspect ratio in this regime.

3. Numerical results. In this section, we report numerical results using both the standard finite element scheme and the two-scale finite element scheme.

For a given constant \(\lambda > 0\), we find \(\mu(\lambda, \omega) \in \mathbb{R}\) such that
\[
(3.1) \quad (\nabla \phi, \nabla v) - (|\lambda^2 + \lambda b(y, \omega) + f'(0)|\phi, v) = -\mu(\lambda, \omega)(\phi, v) \quad \forall v \in H^1(\Omega),
\]
where \(\Omega\) is a two-dimensional domain and \(b(y, \omega)\) is a random process. Let \(S^h(\Omega)\) be the linear finite element space over a uniform mesh \(T^h(\Omega)\) with mesh size \(h\).

The standard finite element scheme is the following: Find \((\mu_h, \phi_h) \in \mathbb{R} \times S^h(\Omega)\) such that \(\|\phi_h\|_{0,\Omega} = 1\) and
\[
(3.2) \quad (\nabla \phi_h, \nabla v) - (|\lambda^2 + \lambda b(y, \omega) + f'(0)|\phi_h, v) = -\mu_h(\lambda, \omega)(\phi_h, v) \quad \forall v \in S^h(\Omega).
\]
To approximate the principal eigenvalue, we apply the inverse power method to solve the above algebraic system.

To generate the random process \(b(y, \omega)\), we adopt the random Fourier method [21]
\[
(3.3) \quad b_{Four}(y) = \sum_{j_1=0}^{M} \sum_{j_2=0}^{M} \exp(-((j_1d_{k_1})^2 + (j_2d_{k_2})^2)/2) \sqrt{d_{k_1}^2 + d_{k_2}^2} \cdot \left[\zeta_{j_1,j_2} \cos 2\pi (j_1d_{k_1}, j_2d_{k_2}) \cdot y + \eta_{j_1,j_2} \sin 2\pi (j_1d_{k_1}, j_2d_{k_2}) \cdot y\right],
\]
where \( y = (y_1, y_2)^T \in \Omega \), \( dk_1 \) and \( dk_2 \) are wave number spacing, and \( M \) is the highest Fourier mode retained. \( \{ \zeta_{j_1,j_2} \}_{j_1,j_2=1}^M \) and \( \{ \eta_{j_1,j_2} \}_{j_1,j_2=1}^M \) are independent standard unit Gaussian random variables. The energy spectrum of the process has exponential decay towards high frequencies. The random field \( b \) is also statistically isotropic.

Figure 1 shows a realization of the random field at grid size \( 1/16 \).

Consider the scaled realizations \( \delta b(y, \omega_i) \) \( (i = 1, \ldots, N) \), \( \delta \) being a positive deterministic constant. We first solve (3.2) and obtain an approximation of the principal eigenvalue \( \mu(\lambda, \omega_i) \). Then we find a sample of minimal speed

\[
c_i^*(\delta) = \inf_{\lambda > 0} \frac{\mu(\lambda, \omega_i)}{\lambda}
\]

and the average

(3.4) \[ E[c^*(\delta)] \approx \bar{E} = c_0^* + \frac{1}{N} \sum_{i=1}^N M_i(\delta), \]

where \( c_0^* = 2\sqrt{f'(0)} \) denotes the minimal speed in the case of zero advection, \( M_i(\delta) = c_i^*(\delta) - c_0^* - \delta \bar{b}_i \), and \( \bar{b}_i \) is the integral average of \( b(y, \omega_i) \) over cross section \( \Omega \). Subtracting \( \delta \bar{b}_i \) improves the accuracy of finite sample approximation of expectation [26, 28].

The most expensive part of the computation is solving linear eigenvalue problem (3.1). Due to the large number of such eigenvalue problems involved (on the scale of \( 10^4 \)), the two-scale method is very helpful for reducing computational time without losing accuracy.

We will solve (3.1) both for square and elliptical domains. We first show fully resolved computational results from the one-scale method (the standard finite element method) on the effect of domain sizes. Later, we compare these as a benchmark with the results of the two-scale scheme to demonstrate the advantage of the latter. In the two-scale method, we choose the coarse mesh size \( H = 1/4 \) and the fine mesh size \( h = 1/16 \).

3.1. Resolved computation of one-scale method. First, we consider the square domains. We use the standard finite element method to compute the average
Fig. 2. The average enhancement of minimal speed as a function of $\delta \in [0, 2]$. Left (right) panel is with $N = 2000$ ($10000$) samples and mesh size $h = 1/16$. The legends show that the different lines refer to different domain aspect ratios.

Fig. 3. Average enhancement of minimal speed with $1000$ samples. The left figure shows the values when $\delta \in [0, 50]$, and the right figure shows the values when $\delta \in [30, 50]$. The legends show that the different lines refer to different domain aspect ratios.

speed with various domain aspect ratios. Figure 2 plots the ensemble averaged front speeds as a function of scaling parameter $\delta \in [0, 2]$ when the domains have different aspect ratios but the same area (equal to 4). Comparing the left panel ($N = 2000$) and the right panel ($N = 10000$) shows that convergence in $N$ for averaged speeds occurs at $N = 2000$, in fact beginning even at $N = 1000$. We observe that as the domain aspect ratio increases, so does the average front speed. Because the random field $b$ is isotropic, the average speed is invariant as the domain dimensions in $y_1$ and $y_2$ switch. The monotonicity of the plotted curves comes from the enhancement of front speeds by shear flows (see [28] and the references therein).

Figure 3 plots the enhancement of the minimal speed in the range $\delta \in [0, 50]$. The figure recovers the fact that when $\delta$ is small (large), the enhancement obeys a quadratic (linear) law in $\delta$. Moreover, it shows that the effect of aspect ratio on
average front speeds persists to larger values of $\delta$. We omitted plotting the 8 x 0.5 curve partly because the 2 x 2 and 2.5 x 1.6 curves would have looked too close.

We also compute the distributions of the speed enhancement $M(\delta)$ at fixed $\delta$. We partition the range of $M$ values into $Q = 300$ bins and approximate the speed distribution as

$$\text{pdf}(x) = \frac{1}{N} \sum_{i=1}^{N} \frac{\chi_j(M_i(\delta))}{(x_{j+1} - x_j)} \quad \text{if} \quad x \in [x_j, x_{j+1}), \quad j = 1, \ldots, Q,$$

where $\chi_j(x)$ is the characteristic function of the interval $[x_j, x_{j+1})$. Figure 4 shows the values of pdf at various domain aspect ratios with $N = 2000$ and 10000 samples at $\delta = 1$. Both the mean and variance of the speed enhancement increase with the aspect ratio.

Next we compute the front speeds in the case of elliptical domains. The boundary equation of the elliptical domain is

$$\frac{x^2}{a^2/\pi} + \frac{y^2}{b^2/\pi} = 1,$$

where $a$ and $b$ are positive parameters controlling the aspect ratio and area. Figure 5 shows that the average enhancement of minimal speed increases with the domain area at the same aspect ratio.

Figure 6 shows the values of $E[c^*]$ when $0 \leq \delta \leq 2$, and Figure 7 shows the values when $0 \leq \delta < 50$. The legends of these figures show the values of $a$ and $b$ and the number of samples.

### 3.2. Computations by two-scale method

Using the two-scale scheme, we computed the average enhancement of minimal speed with $N = 1000$ samples both in square and elliptical domains. Choose $H = 1/4$ and $h = 1/16$ to keep $h = H^2$. In Figure 8, the fine-scale corrections of Steps 2 and 3 of the method clearly make an appreciable difference in averaged speeds.

We see in Figure 8 that the average enhancement of minimal speed has little difference whether the domain is square shape or elliptical, as long as the area and
Figure 5. The values of $E[c^*]$ over elliptical domains of different areas and the same aspect ratio with $N = 1000$ samples.

Figure 6. The values of $E[c^*]$ with different domain aspect ratios and the same area at $\delta \in [0, 2]$ with $N = 1000$, 5000, and 10000 samples.

Figure 7. The values of $E[c^*]$ with different domain aspect ratios and the same area at $\delta \in [0, 50]$ with $N = 10000$ samples.

The aspect ratio are the same. Figure 9 shows that results of the two-scale scheme agree quite well with those from the standard (one-scale) finite element discretization. Figure 10 shows that the two-scale scheme saves computing time significantly when compared with the standard finite element method. Here we use the same numerical linear algebra solver when implementing the two discretization schemes. We see in Figure 10 that the $8.0 \times 0.5$ square domain takes much more computing time. The reason is that, for such a thin domain, the matrix condition gets worse, and so the
Convergence rate is slower when using the inverse power method to solve the eigenvalue problem.

4. Concluding remarks. Based on the variational principle of KPP front speeds in random shear flows in cylinders, we carried out finite element computations of KPP front speed ensemble by using both the one-scale finite element discretization and the two-scale finite element discretization. The numerically computed average speed enhancement is in agreement with theoretical analysis. In particular, equal area domains with larger aspect ratios increase the mean and variance of the front speeds in the parameter regimes simulated. The two-scale discretization scheme is much more efficient than the one-scale discretization while achieving the same accuracy. In future work, we plan to study front speed ensemble in
space-time random flows \cite{29, 31} by extending the two-scale method to parabolic problems.
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