I. INTRODUCTION

This is the first paper in a two-part series in which we analyze two model systems to study pinchoff and reconnection in a binary fluid in a Hele-Shaw cell with arbitrary density and viscosity contrast between the components. The systems stem from a simplification of a general system of equations governing the motion of a binary fluid (NSCH model) to flow in a Hele-Shaw cell. The system takes into account the chemical diffusivity between different components of a fluid mixture and the reactive stresses induced by inhomogeneity. In one of the systems we consider (HSCH), the binary fluid may be compressible due to diffusion. In the other system (BHSCH), a Boussinesq approximation is used and the fluid is incompressible. In this paper, we motivate, present and calibrate the HSCH/BHSCH equations so as to yield the classical sharp interface model as a limiting case. We then analyze their equilibria, one-dimensional evolution and linear stability. In the second paper, we analyze the behavior of the models in the fully nonlinear regime.
Test cases in which to develop mathematical theory and numerical methods to study singularities and topological transitions, see for instance Refs. 8–17. The latter is our point of view here.

Topological transitions such as pinchoff and reconnection of interfaces are fundamental features of multicomponent fluid flows. The details of such transitions are important in many physical processes as mixing and reaction rates may sensitively depend on the production/reduction of interfacial area. In general, the dynamics of topological transitions are difficult to understand and model even in the Hele-Shaw context. It is not obvious how to change the interface topology in a physically justified manner using continuum theory and numerical simulation. The collision of material surfaces, for instance, produces a singularity in the fluid equations (e.g., see Ref. 18).

In interface tracking algorithms for example (e.g., Refs. 19–26), ad hoc cut-and-connect procedures are typically used to change the topology of interfaces. Only in a few special cases involving liquid/air interfaces is it possible to develop physically based reconnection conditions based on similarity solutions of the fluid equations.27–29 The development of such similarity solutions and reconnection conditions for the general liquid/liquid case remains open and thus it is difficult to provide a physical justification for the cut-and-connect rules. In fact, in the context of colliding drops, Nobari et al.34 noticed that the flow may sensitively depend on the time at which the interface surgery is performed.

In interface capturing algorithms, such as color function and level set methods (e.g., see Refs. 30–35), and the volume of fluid method (also sometimes referred to as a tracking method, e.g., see Refs. 36–40) an analogous ambiguity arises. In these methods, the fluid equations are augmented with an additional conservation law for the color/level set function and volume fraction, respectively, which are used to mark each fluid domain. The numerical viscosity introduced by using an upwind method to solve the equations of motion actually allows topological transitions to occur smoothly. The flow discontinuities (density, viscosity) are typically smoothed as well although there are now several methods in which the interface jump conditions (i.e., surface tension) are handled explicitly.41–43 It is not clear, however, which types of smoothing and numerical viscosity are physically justified.

Recently, Goodman, Lowengrub, and Shelley44 suggested that chemical diffusion between the different fluid components provides a physical mechanism to smooth flow discontinuities and to yield smooth evolutions through topology changes. They gave a physical derivation of the equations for binary fluids with density matched, or nearly density matched, components (also known as model H,45 see below). The diffusion is limited if the components are macroscopically immiscible and reflects the partial miscibility of real fluids always display. As a consequence, interfaces separating the flow components are diffuse although the thickness of interfaces between real immiscible fluids, such as oil and water, may be microscopic in many circumstances. The interface thickness and structure may be important at topological transitions since the distance between interfaces becomes comparable to the interface thickness.

With topology transitions in mind, Lowengrub and Truskinovsky1 gave a systematic derivation of the general equations governing the motion of a binary fluid. In this model, subsequently referred to as the NSCH model, the mass concentration is coupled to the fluid motion and the resulting system couples the Navier–Stokes (NS) equations to a nonlinear, fourth order diffusion equation of Cahn–Hilliard (CH, Ref. 46) type for the concentration. The gradients in concentration produce reactive stresses in the fluid which mimic surface tension. The NSCH model reduces to a system known as model H45 (see also Refs. 47 and 48) when the flow components are density matched. When the components have different densities, diffusion may create density variation and in the NSCH model, the binary fluid may be slightly compressible even if the components are incompressible, e.g., see Joseph49 and Perera and Sekera.50 Moreover, the chemical potential depends explicitly on the fluid pressure. We note that Antanovskii51 also derived equations for the motion of a binary fluid with immiscible components with different densities. His system shares common features with the NSCH model however the dependence of the chemical potential upon the pressure is missing.

The idea that interfaces have a finite thickness dates to Poisson,52 Gibbs,53 Rayleigh,54 van der Waals,55 and Korteweg.56 The idea is according to the thermodynamics of immiscible fluids, there is a range of concentrations (of one of the components) where the free energy is concave and homogeneous states are unstable.55 An interface between two immiscible fluids may then be described as a layer where thermodynamically unstable mixtures are stabilized by weakly nonlocal terms (gradients) in the energy55 which have their origins in molecular force interactions between the components.37 These gradient terms induce extra reactive stresses in the fluid which become surface stress in the zero thickness limit.58

There has been much recent work on the use of diffuse interfaces in multicomponent fluid flows. Applications include modeling the two- and three-dimensional Rayleigh–Taylor instability (e.g., Refs. 59, 63, and 44), the pinchoff of liquid/liquid jets (e.g., Ref. 38), thermocapillary flow (e.g., Refs. 60 and 61), mixing (e.g., Ref. 62), contact angles and wetting phenomena (e.g., Refs. 63 and 64), nucleation and spinodal decomposition (e.g., Refs. 65, 66, 38, 60, and 61), gravity and capillary waves (e.g., Refs. 67–69), coalescence (e.g., Ref. 61), reactive flows (e.g., Struchtrup and Dold (pre-

FIG. 1. A Hele-Shaw cell in which light and heavy fluids are separated by interfaces (Ref. 3).
print]) and the displacement of miscible fluids (e.g., Refs. 70, 49, 71, and 72). In the interest of brevity, we have cited only a few works. We refer the interested reader to the review of recent research by Anderson, McFadden, and Wheeler73 and the references contained therein for a much more complete listing.

In this paper, we use a simplified NSCH model to study binary fluid flow in a Hele-Shaw (HS) cell. In particular, we follow the classical sharp interface model and assume Poiseuille flow between the plates. In addition, we assume there is no diffusion in the direction normal to the plates. This results in a generalized Darcy law in which there is only diffusion in the direction parallel to the plates. In this way, we assume that there is no diffusion in the direction normal to the plates. This assumption reduces to one which was previously used by Shinozaki and Homsy74 for the classical Hele-Shaw model. We do not present such an analysis here (although it seems quite possible such an analysis could be performed at least away from topology transitions) and thus our model should be understood as just that—a model. We do provide an indirect justification for our model by demonstrating that it converges to the classical sharp interface models in the limit of zero interface thickness.

In this work, we consider primarily buoyancy driven flow (Rayleigh–Taylor instability) in which the two components are incompressible and macroscopically immiscible. The densities of the fluids may be arbitrary but the viscosities must be nonvanishing. We also consider a Boussinesq limit (referred to as the HSCH model) in which density variation is assumed to be non-negligible only in the gravitational force. The HSCH and BHSC models are calibrated so that the classical sharp interface model is a limiting case; we note that other nonclassical sharp interface limits are possible.1 Several essential features of the NSCH system are retained in the HSCH model including the reactive stresses, the diffusionally induced compressibility and the pressure dependence of the chemical potential. The BHSC model contains reactive stresses but the flow is incompressible and the chemical potential does not depend on the pressure since density variation is assumed to be small. Thus, Hele-Shaw flow provides a simpler setting than the full NSCH model in which to compare and contrast these effects.

Recently, E and Palffy-Muhoray75 derived equations similar to the HSCH model to study polymer melts (see also Ref. 76). In addition, Verschueren61 derived an analogous system to study thermocapillary flow in a Hele-Shaw cell. In the case of density matched components, the HSCH model reduces to one which was previously used by Shinozaki and Oono77 to study spinodal decomposition and has been recently used by Verschueren61 to study coalescence in hyperbolic flows. We note that very recently, Struchtrup and Dold (preprint) derived a version of the HSCH system to study miscible, buoyantly unstable reaction fronts in a Hele-Shaw cell. The HSCH and BHSC models belong collectively to the class of phase-field models which have been widely used for free boundary problems in other physical situations such as the solidification of binary alloys, e.g., see the review edited by Gurtin and McFadden.78 In fact, because there is a close connection between quasisteady diffusion and the Hele-Shaw problem (both involve harmonic fields in a domain with a free boundary), some phase-field equations (even the classical Cahn–Hilliard equation), have Hele-Shaw like sharp interface limits (e.g., Refs. 79–82). Typically these limiting models do not include hydrodynamic effects such as buoyancy. Very recently, however, Folch et al.83 derived, analyzed, and implemented numerically a phase-field model for Hele-Shaw flows, with buoyancy and arbitrary viscosity constraints, to study the evolution of viscous fingers (e.g., Ref. 84). They also consider only planar flow. However, their approach differs from ours in several important ways. In their model, a modified Allen–Cahn equation85 (nonconservative equation) governs the motion of the phase field which is then coupled to a dissipative, time evolution equation for the stream function. Although Folch et al. show that this system converges to the classical Hele-Shaw system in the thin interface limit and indeed reproduces fingering, it seems difficult to justify their choice of phase-field function and governing equations from physical considerations. Our approach, on the other hand, is motivated by physical considerations such as chemical diffusion between the liquid components.

In this paper, the differences between the HSCH, the BHSC and sharp interface models are studied by considering equilibrium solutions and their linear stability. In the BHSC system, the equilibrium concentration profile is obtained using the classical Maxwell construction3 and does not depend on the orientation of the gravitational field. In the HSCH system, on the other hand, the gravitational field actually affects the internal structure of an isolated interface by driving additional stratification of light and heavy fluids over that predicted in the Boussinesq case. We are only able to obtain an equilibrium solution numerically for the stably stratified case and there is no analytic formula. Boundary layers in the equilibrium solution are observed and the evolution towards the stably stratified equilibrium simulated in one dimension. It remains an open question as to whether an unstably stratified equilibrium solution of the HSCH model exists.

The linear stability of unstably stratified equilibria to two-dimensional perturbations is studied using two approaches. In the first, the linearized equations are solved directly in the BHSC context using an analytic formula for the equilibrium concentration profile. Because no such formula exists for the HSCH case, a practical comparison is made between the growth rates for the two models by solving the full equations numerically in the linear regime. The BHSC and HSCH growth rates are consistent although the HSCH system is seen to be slightly more diffusive than the BHSC system. Linear convergence to the sharp interface growth rates is observed in a parameter controlling the interface thickness. In addition, we identify the effect that each of the parameters, in the HSCH/BHSC models, has on the linear growth rates. We then use this information to suggest a
modified set of parameters for which a better match is obtained between the HSCH/BHSCH and sharp interface linear growth rates at finite interface thicknesses. The models with the modified parameters still have the sharp interface model as a limiting case. In paper II, we present evidence indicating that improved agreement between the models is achieved in the nonlinear regime as well. This technique of enhancing agreement is quite general and has application beyond the current context.

The outline of the paper is as follows. In Sec. II, we present a derivation of the HSCH and BHSCH models. In Sec. III, the method of matched asymptotic expansions is used to obtain the sharp interface limit of the models. In Sec. IV, the equilibrium solutions of the models are given and, in addition, the evolution (one dimensional) is studied for the HSCH system. In Sec. V, the linear stability of the equilibrium solutions is analyzed. Last, in Sec. VI, conclusions are given.

II. THE HELE-SHAW–CAHN–HILLIARD MODEL

Consider a viscous two-component (binary) fluid between two parallel plates with gap width \( b \). We suppose that the two plates are located at \( z = \pm b \) and extend over the region \( 0 \leq x, y \leq L \) where \( \delta = b/L \) is small. See Fig. 1 for an illustration of a Hele-Shaw cell with a layer of light fluid surrounded by heavy fluid. Let us begin by considering the classical sharp interface model.

A. Classical sharp interface model

In the classical sharp interface model, Darcy’s law is assumed to hold in each fluid

\[
\nabla \cdot \mathbf{u}_i = 0, \quad \quad \text{(2.1)}
\]

\[
\mathbf{u}_i = -\frac{1}{12 \eta_i} \left( \nabla p_i - \nabla \rho_i \mathbf{g} \right), \quad \quad \text{(2.2)}
\]

where \( i = 1, 2 \) denotes the fluid region, \( \mathbf{u}_i \) denotes the gap-averaged fluid velocity, \( \eta_i \) is the viscosity, \( p_i \) is the pressure, \( \rho_i \) is the density, \( \nabla \) is the gravitational force in the direction of the unit vector \( \mathbf{g} = \mathbf{e}_2 = (0, 1) \). In addition, we have absorbed the effect of gap width into the velocity scale and the above equations have been made nondimensional using a characteristic velocity scale \( U^* \), pressure scale \( p^* \), density scale \( \rho^* \), viscosity scale \( \eta^* \), gravitational scale \( G \), and length scale \( L \).

If the fluid components are immiscible, a sharp interface \( \Gamma \) separates them. The boundary conditions on the interface \( \Gamma \) are assumed to be

\[
(\mathbf{u}_1 - \mathbf{u}_2) \cdot \mathbf{n} = 0, \quad \quad \text{(2.3)}
\]

\[
(p_2 - p_1) = \tau \kappa, \quad \quad \text{(2.4)}
\]

where \( \mathbf{n} \) is the unit normal vector to \( \Gamma \), \( \kappa \) is the curvature, and \( \tau \) is the dimensionless surface tension coefficient. In the cases we will consider in this paper, the flow is characterized by the two relevant physical parameters

\[
B = G(p_2 - p_1)/\tau \quad \text{the Bond number,} \quad \quad \text{(2.5)}
\]

which measures the relative strengths of the gravitational and surface tension forces. For example, in Fig. 1, the upper interface has \( B < 0 \) (unstable stratification) while the lower interface has \( B > 0 \) (stable stratification). In addition, let

\[
A = \frac{\eta_1 - \eta_2}{\eta_1 + \eta_2} \quad \text{be the Atwood number,} \quad \quad \text{(2.6)}
\]

which is a measure of the difference in the fluid components’ viscosity.

Before turning to the Hele-Shaw–Cahn–Hilliard system, a few remarks are in order. In a certain sense, the sharp interface system given above represents the simplest set of equations governing the motion of a viscous fluid between two closely spaced parallel plates. The system is obtained from the Navier–Stokes equations by assuming that the viscous forces dominate the inertial forces and that the bulk flow between the plates is Poiseuille flow. However, because the flow may actually be fully three dimensional in the region near the two-fluid interface \( \Gamma \), particularly near the glass plates due to flow near the contact region, it is not at all obvious that Darcy’s law in fact holds near \( \Gamma \). Further, \( \Gamma \) actually has two-dimensional curvature so that it is also not clear that the pressure jump condition (2.4) holds across \( \Gamma \). Nevertheless, under several assumptions, including that of complete wetting of the plates by the displaced fluid, Park and Homsy performed a matched asymptotic analysis near \( \Gamma \) and showed that for small capillary numbers, the above system indeed describes the leading order behavior of the flow provided that the surface tension \( \tau \) is appropriately modified. We wish to make this point because in the Hele-Shaw–Cahn–Hilliard models we present next, we also assume Poiseuille flow and neglect three-dimensional diffusion near the interface and contact region.

B. The Navier–Stokes–Cahn–Hilliard model

The Hele-Shaw–Cahn–Hilliard models we consider in this paper are versions of the general Navier–Stokes–Cahn–Hilliard (NSCH) model (see Ref. 1), simplified to model the Hele-Shaw geometry. For completeness, we briefly review the NSCH model. In this model, a mass concentration field \( c(x,t) \) is introduced to denote the mass ratio of one of the components in a heterogeneous mixture of two fluids (e.g., \( M_1/M \) where \( M_1 \) is the mass of component 1 and \( M \) is the total mass of the binary fluid in a representative volume \( V \)). In this paper, \( c \) is always taken to be the mass concentration of the fluid labeled 1.
As an illustrative example, let component 1 be oil, component 2 be water and thus the binary fluid is the combination of the two separated by very thin interfaces. Even though such a combination of fluids is macroscopically immiscible, there is nevertheless a narrow region of chemical mixing in which van der Waals intermolecular forces play an important role.

Separately, the fluid components are assumed to be incompressible and have constant densities and viscosities. We assume that the density of the binary fluid depends on the concentration but not on the pressure. This is referred to as the "quasi-incompressible" case since diffusion may introduce density variation and hence may cause the binary fluid to be slightly compressible. Diffusion is allowed to occur between the fluid components which is limited if the components are macroscopically immiscible.

Let \( \rho_1, \rho_2 \) and \( \mathbf{v}_1, \mathbf{v}_2 \) be the densities \( (M/V) \) and velocities of the two fluid components, respectively. Let \( \rho = \rho(c) \) be the total density \( (M/V) \) and \( \mathbf{v} \) be the mass-averaged velocity field, i.e., \( \rho\mathbf{v} = \rho_1\mathbf{v}_1 + \rho_2\mathbf{v}_2 \).

In dimensional form, the NSCH equations are

\[
\nabla \cdot \mathbf{v} = -\frac{\rho'(c)}{\rho} \dot{c},
\]

\[
\rho \dot{\mathbf{v}} = -\nabla p - \mathbf{e} \cdot (\rho \nabla c \otimes \nabla c) + \rho \mathbf{G} + \nabla \cdot \left( \eta (\nabla \mathbf{v} + \nabla \mathbf{v}^T) \right) + \nabla (\lambda \nabla \cdot \mathbf{v}),
\]

\[
\rho \dot{\mu} = \nabla \cdot (\nu \nabla \mu),
\]

where \( \cdot = \partial_t + \mathbf{v} \cdot \nabla \) is the advective derivative, \( \rho = \rho(c) \) is the density, \( \mathbf{v} = (u, v, w) \) is the velocity, \( p \) is the pressure, \( \lambda \) and \( \eta \) are the viscosity coefficients, \( \mathbf{G} = -\nabla \Phi \), \( \Phi \) is the gravitational potential, \( \dot{\cdot} \) denotes the derivative with respect to \( c \), \( \mu \) is the generalized chemical potential given by

\[
\mu = f'_0(c) - \frac{\rho'(c)}{\rho^2} \left[ p - (\lambda + 2 \eta/3) \nabla \cdot \mathbf{v} \right] - \frac{\mathbf{e}}{\rho} \nabla \cdot (\rho \nabla c),
\]

where \( f'_0(c) \) is the Helmholtz free energy. Note that the chemical potential depends explicitly on the fluid pressure and the bulk viscosity. This form of \( \mu \) is slightly more general than that presented in Ref. 1 since it was assumed there that the bulk viscosity was equal to zero. The derivation of Eq. (2.12) follows straightforwardly from the approach given in Ref. 1.

If the fluid components are immiscible, then \( f_0 \) is taken to be a nonconvex function of \( c \). If the components are miscible, \( f_0 \) is taken to be a convex function of \( c \). See Fig. 2.
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Note that for $f_0$ nonconvex, there is a region (called the spinodal region) in which the diffusion coefficient $f_0'(c) < 0$. This creates antidiffusion and is what prevents the fluids from mixing completely.

Finally, the two additional parameters $\epsilon$ and $\nu$ may be interpreted as follows. $\epsilon$ is a measure of nonlocality (gradient energy) which, as we will see, effectively introduces an internal length scale (interface thickness in the immiscible case), see Refs. 46 and 1 for example. $\nu$ is a measure of nonviscous dissipation and may also be interpreted as a mobility.

We wish to point out two important features of the NSCH model. First, the velocity $u$ is not necessary solenoidal which may introduce compressibility effects. Second, gradients in concentration may produce stresses which as we see in the next section, mimic the effect of surface tension. For further details, we refer the reader to Ref. 1.

Equations (2.9)–(2.11) have the associated energy functional

$$ E = \int_\Omega \left[ \frac{1}{2} |\nabla u|^2 + f_0(c) + \frac{\epsilon}{2} |\nabla c|^2 + \Phi \right] dx \, dy \, dz, \quad (2.13) $$

which is the sum of the kinetic, surface (chemical) and potential energies. It is easily seen that

$$ \dot{E} = - \int_\Omega \nabla \cdot u \cdot \frac{\partial \mathcal{F}}{\partial \mu} \, dx \, dy \, dz - \int_\Omega \left[ \eta \sum_{i=1}^3 (\nabla v_i)^2 ight] \, dx \, dy \, dz + \text{boundary terms.} \quad (2.14) $$

We further assume that the viscosity coefficients $\eta$ and $\lambda$ may depend on $c$ and that $\epsilon$ and $\nu$ are constant.

On the parallel plates, we take the boundary conditions

$$ v = 0, \quad \text{no slip,} \quad (2.15) $$

$$ c_z = 0, \quad \text{no concentration flux,} \quad (2.16) $$

$$ \mu_z = 0, \quad \text{no diffusion flux,} \quad (2.17) $$

at $z = \pm b/2$, where the subscript $z$ denotes $\partial/\partial z$. We note that Eqs. (2.16) and (2.17) imply that the liquid/solid contact angle is $90^\circ$. We choose these boundary conditions for simplicity. See Jacqmin$^{63}$ for a discussion of other concentration boundary conditions and their relation to liquid/solid contact angles.

**C. Simplification of the NSCH model for flow in a Hele-Shaw cell**

Next, we obtain the Hele-Shaw–Cahn–Hilliard system by supposing in the NSCH model that the viscous forces dominate the inertial forces, the flow between the plates is Poiseuille flow and that there is no diffusion in the $z$ direction so that $c$ is independent of $z$. Using an analogous non-dimensionalization as in the sharp interface case, the HSCH model is given as

HSCH model

$$ \nabla \cdot u = - \frac{1}{\rho} \frac{\partial f_0(c)}{\partial c} \frac{1}{\rho' \rho} \Delta \mu, \quad (2.18) $$

$$ u = - \frac{1}{12 \eta} \left[ \nabla p + \frac{C}{M} \nabla \cdot (\rho \nabla c \otimes \nabla c) - \bar{G} \rho g \right], \quad (2.19) $$

$$ \rho(c) \nabla c = \frac{1}{\rho} \Delta \mu, \quad (2.20) $$

where $\text{Pe} = U^* \rho^* L / (\nu \mu^*)$ is the diffusional Peclet number ($\mu^*$ is a characteristic scale of $f_0'(c)$), $C = \epsilon L^2 / (\mu^* L)$ is the Cahn number (a measure of interface thickness), and $M = \rho^* / (\rho^* \mu^*)$ is a Mach number (a measure of the relative strengths of the pressure and chemical forces). $\nabla$ and $\Delta$ denote the two-dimensional gradient and Laplace operators. The generalized chemical potential $\mu$ is given by

$$ \mu = f_0' - \rho \frac{\partial f_0'}{\partial c} \cdot \nabla c - \frac{1}{\rho} \nabla \cdot (\rho \nabla c). \quad (2.21) $$

The dimensionless energy for the HSCH equations can be obtained by dropping the kinetic energy and nondimensionalizing the NSCH energy in Eq. (2.13) to yield

$$ E = \frac{1}{M} \int_{\Omega_r} \rho(c) \left[ f_0(c) + \frac{C}{2} |\nabla c|^2 + M \bar{G} \Phi \right] dx \, dy, \quad (2.22) $$

which is the sum of the dimensionless surface (chemical) and potential energies. By $\Omega_r$, we denote the reduced two-dimensional domain. It is not difficult to see that the energy is dissipated by the evolution

$$ E(t) = - \int_{\Omega_r} 12 \eta |u|^2 \, dx \, dy - \frac{1}{M} \int_{\Omega_r} \frac{1}{\text{Pe}} |\nabla \mu|^2 \, dx \, dy $$

$$ + \frac{1}{M} \int_{\partial \Omega_r} C \rho \sigma \mu \delta_r \nabla \cdot \left[ \rho \mu \sigma \mu - \frac{M q + M \bar{G} \rho \Phi}{\partial \delta_r} \right] \, n \, dS. \quad (2.23) $$

This is one of the simplest diffusional systems that can describe binary Hele-Shaw flow and is in the spirit of the sharp interface model presented earlier. However, it does neglect three-dimensional flow and diffusion which could play a role near the meniscus, pinchoff and reconnection. While we do not present an analogous version of the analysis of Park and Homsy to justify our assumptions, it seems quite possible that such an analysis could be performed, at least away from topology transitions. We do provide an indirect justification for the HSCH model by demonstrating that it converges to the classical sharp interface models in the limit of zero interface thickness.

The HSCH model is considerably simpler than the NSCH system. As such, it provides a simpler forum in which to investigate the effects of diffusion and compressibility on the fluid motion. We note that equations similar to (2.18)–(2.21) were derived by E and Palffy-Muhoray in the context of polymer melts. In particular, those authors noticed the dependence of the chemical potential on the pressure. However, they did not seem to account for compressibility effects.

---
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due to density differences of the constituents. In addition, Verschueren derived an analogous system to study thermocapillary flow in a Hele-Shaw cell. Very recently, Struchtrup and Dold (preprint) derived a version of the HSCH system to study miscible, buoyantly unstable reaction fronts in a Hele-Shaw cell.

Finally, we will take the following simple mixture model for the density in the HSCH system:
\[
\frac{1}{\rho(c)} = \frac{1}{\rho_1} c + \frac{1}{\rho_2} (1 - c),
\]
(2.24)
where \(\rho_1\) and \(\rho_2\) are the nondimensional densities of two fluids before mixing. The formula (2.24) means that volume is preserved under mixing. In the case of a simple mixture, the HSCH equations can be simplified by using
\[
-\frac{\partial^2(c)}{\partial t^2} = \alpha = \frac{1}{\rho_1} - \frac{1}{\rho_2}.
\]

In this paper, we consider both the HSCH system given above and a slightly simpler version obtained from a Boussinesq approximation. To obtain this reduced system, we assume that the deviation between \(\rho(c)\) and its spatial average \(\langle \rho \rangle\) is small, but \([\rho(c) - \langle \rho \rangle]\) \(\bar{G}\) is not negligible. In the Boussinesq limit, we suppose that the density is a constant which we take equal to 1 everywhere except in the gravitational term. We refer to this simpler system as the BHSCH model and the equations are given by

**BHSCH model**

\[
\nabla \cdot \mathbf{u} = 0,
\]
(2.25)
\[
\mathbf{u} = \frac{1}{12 \eta(c)} \left[ \nabla p + \frac{C}{M} \nabla \cdot (\nabla c \otimes \nabla c) - \bar{G} \rho(c) g \right],
\]
(2.26)
\[
c + \mathbf{u} \cdot \nabla c = \frac{1}{\text{Pe}} \nabla \mu,
\]
(2.27)
where
\[
\bar{\rho}(c) = (\rho_1 - 1)c + 1,
\]
(2.28)
and \(\rho_2 = 1\). Further,
\[
\mu = f_0(c) - C \Delta c.
\]
(2.29)

In the Boussinesq case, the energy Eq. (2.22) reduces to
\[
E = \frac{1}{M} \int \left[ f_0(c) + \frac{C}{2} |\nabla c|^2 + M \bar{G} \rho(c) \right] dx dy,
\]
(2.30)
and a formula analogous to (2.23) may be obtained for \(E\) in the Boussinesq limit.

The BHSCH system is simpler than the HSCH model in that the velocity is solenoidal and the chemical potential does not depend directly on the fluid pressure. Concentration gradients still may produce nonzero velocities however. The system (2.25)–(2.27) has been used previously to study spinodal decomposition in a Hele-Shaw cell in the absence of gravity and was recently used by Verschueren to study coalescence in hyperbolic flows.

Before concluding this section, we rewrite the HSCH equations in a more useful way by using the vector identity
\[
\nabla \cdot (\rho \nabla c \otimes \nabla c) = \nabla (\rho |\nabla c|^2) + \rho \Delta c \nabla c - \frac{1}{2} \nabla |\nabla c|^2,
\]
arducing the modified pressure
\[
q = p + \frac{C}{M} \rho |\nabla c|^2.
\]
(2.31)

Using these, Eq. (2.19) can be written as
\[
\mathbf{u} = \frac{1}{12 \eta(c)} \left[ \nabla q + \frac{C}{M} \rho \left( \Delta c \nabla c - \frac{1}{2} \nabla |\nabla c|^2 \right) - \bar{G} \rho(c) g \right],
\]
(2.32)
and the chemical potential (2.21) may be written as
\[
\mu = f_0(c) - \frac{\rho'_c}{\rho} Mq - C \Delta c.
\]
(2.29)

Yet another equivalent form of Eq. (2.19) may be obtained by introducing the generalized Gibbs free energy
\[
g = p + \frac{1}{2} \frac{C}{M} |\nabla c|^2 + \frac{1}{M} f_0.
\]
(2.33)

Using this we obtain
\[
\mathbf{u} = -\frac{\rho(c)}{12 \eta(c)} \left[ \nabla (g + \bar{G} \Phi) - \frac{1}{M} \mu \nabla c \right].
\]
(2.34)

Using Eq. (2.34) we obtain a relatively simple form for the out of plane vorticity \(\omega = \nabla \times \mathbf{u} \cdot \mathbf{e}_3\) where \(\mathbf{e}_3\) is the unit vector out of the plane. The vorticity is given by
\[
\omega = -\nabla \left( \frac{\rho(c)}{12 \eta(c)} \right) \times (g + \bar{G} \Phi) \cdot \mathbf{e}_3 + \frac{1}{M} \nabla \left( \frac{\mu \rho(c)}{12 \eta(c)} \right) \times \nabla c \cdot \mathbf{e}_3.
\]
(2.35)

The first term on the right-hand side is the baroclinic vorticity and the second term is the vorticity due to surface tension.

**III. THE SHARP INTERFACE LIMIT**

In this section, we present the sharp interface limit of the HSCH model (2.18)–(2.21) away from topological transitions such as pinchoff and reconexions. To do this, we follow the approach in Ref. 1 and relate the \(C, M,\) and \(\text{Pe}\) numbers to a single parameter \(\gamma\) which measures the interface thickness:
\[
C = O(\gamma^2), \quad M = O(\gamma), \quad \text{and} \quad \text{Pe} = O(1/\gamma) \quad \text{or} \quad O(1).
\]
(3.1)

We then sketch matched asymptotic expansions in \(\gamma\) and show that at leading order in the outer equations, the classical sharp interface system is recovered. In addition, we show that the BHSCH model has the same classical leading order limit which suggests that for thin interfaces, the two approaches yield very similar results away from topology transitions. While this is indeed borne out by our numerical results in paper II, we also note some important differences between the models. As we will see in the next section, there
are interesting differences in the 1D equilibria for the two models for finite $\gamma$. In particular, boundary layers are present in the HSCH equilibria and the gravitational field actually affects the concentration profile and hence the interface structure. Further, in paper II, observe that the limiting behavior of the two models is subtly different near pinchoff and reconnection.

A. Sharp interface asymptotics

We now present a brief sketch of the matched asymptotic expansions of the HSCH and BHSC systems. Following the standard approach (e.g., Pego), we suppose that at time $t=0$, there is a single smooth transition layer of width $O(\gamma)$ separating two domains $\Omega_1$ and $\Omega_2$ where the fluids are nearly uniform. In particular, suppose that $c(x,0) = c_{1,2} + O(\gamma)$ in $\Omega_{1,2}$, respectively, where $c_{1,2}$ are the equilibrium concentrations of fluid 1 in the two domains [i.e., wells of the Helmholtz free energy $F_0(c)$]. Note that this implies $c_1 \approx 1$ and $c_2 \sim 0$. This initial condition for $c$ is consistent with letting the fluids equilibrate before motion starts. Let $\Gamma$ be a curve centered in the transition layer. The idea of the method is to expand $c$, $\mathbf{u}$ and $p$ in powers of $\gamma$ both away from the transition region (outer expansion, $\Omega_{1,2}$) and inside the transition region (inner expansion). In the inner expansion, a stretched local coordinate system (with respect to $\Gamma$) is used. In order for our expansions to be valid, the curvature $\kappa$ of $\Gamma$ must satisfy $\kappa \ll 1/\gamma$. By substituting these expansions into the equations and matching powers of $\gamma$, one can determine the field equations in the $\gamma \to 0$ limit. By matching the inner and outer expansions at the boundaries of the transition region, one can reconstruct the sharp interface jump conditions.

To be specific, we will take the scaling

$$C = \gamma^2,$$

$$M = \frac{\gamma}{\tau} \int_{c_2}^{c_1} \rho(c) \sqrt{f_0(c) - f_0(c_1)} - f_0'(c_1)(c - c_1) \, dc,$$

$$\mathbf{Pe} = 1/\gamma \text{ or } \mathbf{Pe} = 1.$$  \hspace{1cm} (3.2)

As will become apparent when we consider the inner expansion, this choice of $M$ guarantees the sharp interface limit of the HSCH model, satisfies the Laplace jump condition (2.4) with the surface tension $\tau$. In the BHSC model, the $\rho$ in $M$ should be set to 1.

1. Outer expansions

In the outer domains $\Omega_1$ and $\Omega_2$, write the variables $u$, $c$, and $p$ as expansions in powers of $\gamma$:

$$\mathbf{u}(x,y,t) = u^{(0)}(x,y,t) + \gamma u^{(1)}(x,y,t) + \gamma^2 u^{(2)}(x,y,t) + \cdots,$$

$$c(x,y,t) = c^{(0)}(x,y,t) + \gamma c^{(1)}(x,y,t) + \gamma^2 c^{(2)}(x,y,t) + \cdots,$$

$$p(x,y,t) = \frac{1}{\gamma} p^{(-1)}(x,y,t) + p^{(0)}(x,y,t) + \gamma p^{(1)}(x,y,t) + \cdots.$$  \hspace{1cm} (3.3)

The $1/\gamma$ term is introduced in the expansion for $p$ for a reason to be explained when we discuss the inner expansion. Substituting the expansions into the HSCH equations (2.18)–(2.21), the leading order equations are

$$\nabla p^{(-1)} = 0,$$

$$\mathbf{u}^{(0)} = -\frac{1}{12\eta'(c^{(0)})} \nabla p^{(0)} - \overline{g} \rho(c^{(0)}) \mathbf{g},$$

and

$$\nabla \cdot \mathbf{u}^{(0)} = -\frac{\rho'}{\rho} \left( c_1^{(0)} + u^{(0)} \nabla c^{(0)} \right) = 0,$$  \hspace{1cm} (3.4)

$$c_1^{(0)} + u^{(0)} \nabla c^{(0)} = 0,$$  \hspace{1cm} (3.5)

when $\mathbf{Pe} = 1/\gamma$, or

$$\nabla \cdot \mathbf{u}^{(0)} = -\frac{\rho'}{\rho} \left( c_1^{(0)} + u^{(0)} \nabla c^{(0)} \right) + \alpha \Delta \left( f_0'(c^{(0)}) + \alpha p^{(-1)} \right),$$

$$\rho(c^{(0)})(c_1^{(0)} + u^{(0)} \nabla c^{(0)}) = \Delta \left( f_0'(c^{(0)}) + \alpha p^{(-1)} \right),$$  \hspace{1cm} (3.7)

when $\mathbf{Pe} = 1$.

Equation (3.3) implies that $p^{(-1)}$ is constant in each outer region. Since $c^{(0)}$ is the constant $c_{1,2}$ in each fluid initially, $c^{(0)} = c_{1,2}$ is the solution to both (3.6) and (3.8). Thus, Eq. (3.5) is satisfied for both choices of $\mathbf{Pe}$. Consequently, at zeroth order in $\gamma$, the sharp interface field equations (2.1)–(2.2) are recovered with densities $\rho(c_{1,2})$ and viscosities $\eta(c_{1,2})$. In the BHSC case, the only change in the above equations is that the $\alpha$ in Eqs. (3.7) and (3.8) should be set to zero which does not alter the conclusion.

2. Inner expansions

To derive the jump conditions (2.3) and (2.4), we perform the matched asymptotic analysis of the HSCH system near the interface. Since the analysis for the BHSC system is somewhat simpler and yields the same leading order limit as the HSCH system, we do not present that case here.

First we introduce the signed distance function $\phi(x,y,t)$ which measures the distance from the interface; $\psi = 0$ denotes the distance to the interface from the fluid 1 direction. The interface is represented by $\Gamma(t) = \{ \phi(x,y,t) = 0 \}$. Next introduce the “stretched” coordinates $\hat{x}$ and $\hat{y}$, where $\hat{x}$ is taken to be the arc length of the interface. Let $\mathbf{t}$ and $\mathbf{n}$ be the unit vectors in the direction of increasing $\hat{x}$ and $\hat{y}$, respectively. The curvature $\kappa$ of the interface is $-\Delta \phi$.

In this new coordinate system,

$$\nabla \phi = \mathbf{t} \frac{\mathbf{n}}{\gamma} f_{\hat{x}},$$

$$\Delta \phi = f_{\hat{x}} + \frac{1}{\gamma} f_{\hat{y}} - \frac{\kappa}{\gamma} f_{\hat{y}},$$

$$\nabla \cdot (F_1 \mathbf{t} + F_2 \mathbf{n}) = (F_1)_{\hat{x}} + \frac{1}{\gamma} (F_2)_{\hat{y}} - \kappa F_{\hat{y}}.$$  \hspace{1cm} (3.8)

By using hats, we denote the variables in the inner region. We write $\mathbf{u} = \partial \mathbf{t} + \hat{\omega} \mathbf{n}$ and further suppose that the variables $c$, $v$, $w$, and $p$ have the following expansions in the inner region:

$$c^{(0)}(x,y,t) = c\left( x^\chi, y^\chi, t^\chi \right),$$

$$v^{(0)}(x,y,t) = v\left( x^\chi, y^\chi, t^\chi \right),$$

$$w^{(0)}(x,y,t) = w\left( x^\chi, y^\chi, t^\chi \right),$$

$$p^{(0)}(x,y,t) = p\left( x^\chi, y^\chi, t^\chi \right).$$
\[ \begin{align*}
  \dot{\theta}(\hat{x}, \hat{y}, t) &= \dot{\theta}^{(0)}(\hat{x}, \hat{y}, t) + \gamma \dot{\epsilon}^{(1)}(\hat{x}, \hat{y}, t) + \gamma^2 \dot{\epsilon}^{(2)}(\hat{x}, \hat{y}, t) \\
  & \quad + \cdots, \\
  \dot{\psi}(\hat{x}, \hat{y}, t) &= \dot{\psi}^{(0)}(\hat{x}, \hat{y}, t) + \gamma \dot{\epsilon}^{(1)}(\hat{x}, \hat{y}, t) + \gamma^2 \dot{\epsilon}^{(2)}(\hat{x}, \hat{y}, t) \\
  & \quad + \cdots, \\
  \dot{c}(\hat{x}, \hat{y}, t) &= \dot{c}^{(0)}(\hat{x}, \hat{y}, t) + \gamma \dot{\epsilon}^{(1)}(\hat{x}, \hat{y}, t) + \gamma^2 \dot{\epsilon}^{(2)}(\hat{x}, \hat{y}, t) \\
  & \quad + \cdots, \\
  \dot{p}(\hat{x}, \hat{y}, t) &= \frac{1}{\gamma} \hat{p}^{(-1)}(\hat{x}, \hat{y}, t) + \hat{p}^{(0)}(\hat{x}, \hat{y}, t) + \gamma \hat{p}^{(1)}(x, y, t) \\
  & \quad + \cdots.
\end{align*} \]

The matching procedure in the intermediate region where the inner and outer regions overlap is well known (see Ref. 81 for example) and so we do not discuss the details here. At leading order one obtains

\[ \begin{align*}
  \dot{c}^{(0)}(\hat{y}) &= c_{1,2}^{(0)}, \\
  \dot{p}^{(0)}(\hat{y}) &= p_{1,2}^{(0)},
\end{align*} \tag{3.9} \tag{3.10} \]
as \( \hat{y} \to \pm \infty \), where the \( 1, 2 \) values are the limiting values as the outer variables \( (x, y) \) approach the interface from \( \Omega_1 \) and \( \Omega_2 \). Further, let

\[ \tau = \tau \left[ \int_{c_2}^{c_1} \rho(c) \sqrt{2(f_0(c) - f_0(c_1) + f_0'(c_1)(c - c_1))} dc. \right] \tag{3.11} \]

At \( O(1/\gamma^2) \) in the inner expansion of Eq. (2.19), we obtain

\[ p^{(-1)} = P(\hat{x}) - \rho(\dot{c}^{(0)}(\hat{y})) \left( -\dot{c}^{(0)}(\hat{y}) c_{\gamma}^{(0)} \right)^2. \tag{3.12} \]

By matching with the outer solution and using that \( \lim_{\gamma \to \infty} \dot{c}^{(0)}(\hat{y}) = 0 \), we find \( P \) is independent of \( \hat{x} \) and that \( p^{(-1)} \) is the same constant \( P \) in each region \( \Omega_1 \) and \( \Omega_2 \).

Among the \( O(1/\gamma) \) equations in the inner expansion of Eqs. (2.18)–(2.21) are the following:

\[ \begin{align*}
  \dot{\psi}^{(0)}(\hat{y}) &= -\frac{1}{\rho(\dot{c}^{(0)}(\hat{y}))} \rho'(\dot{c}^{(0)}(\hat{y})) (\psi_t + \dot{w}^{(0)}(\hat{y})) \dot{c}^{(0)}(\hat{y}) \tag{3.13} \\
  \dot{c}_{\gamma}^{(0)} + (\rho'(\dot{c}^{(0)}(\hat{y})) \dot{c}^{(0)}(\hat{y})) c_{\gamma}^{(0)} + 2 \rho(\dot{c}^{(0)}(\hat{y})) c_{\gamma}^{(0)} \dot{c}^{(0)}(\hat{y})^2 + \kappa \rho(\dot{c}^{(0)}(\hat{y})) \dot{c}^{(0)}(\hat{y})^2 &= 0. \tag{3.14}
\end{align*} \]

Integrating (3.14) and using the matching conditions, we obtain the jump condition (2.4) for pressure

\[ p_2 - p_1 = \tau \kappa. \]

since as we will see presently,

\[ \sqrt{2} \int_{c_1}^{c_2} \rho_0(c) \sqrt{f_0(c) - f_0(c_1) - f_0'(c_1)(c - c_1)} dc = \int_{-\infty}^{+\infty} \rho(\dot{c}^{(0)}(\hat{y})) c_{\gamma}^{(0)}^2 d\hat{y}. \tag{3.15} \]

Further, integrating (3.13), we get

\[ (\psi_t + \dot{w}^{(0)}(\hat{y})) \rho(\dot{c}^{(0)}(\hat{y})) = C(t, \hat{x}) \tag{3.16} \]

for some function \( C(t, \hat{x}) \). We claim that \( C(t, \hat{x}) = 0 \) if \( Pe = 1/\gamma \) or \( Pe = 1 \). It will follow from this that

\[ w_+ = w_- = -\psi_t \]

and hence (2.3) is satisfied.

For the proof of this claim, we let

\[ \dot{\mu} = \frac{\partial f_0}{\partial c} - \gamma \frac{\dot{p}}{p^2} \frac{\partial p}{\partial c} - \gamma^2 \left( \frac{\rho(\dot{c}_{\gamma})^2}{\gamma} + \frac{1}{\gamma^2} \frac{\rho(\dot{c}_{\gamma})^2}{\gamma} - \frac{\kappa}{\gamma} \rho(\dot{c}_{\gamma}) \right) \]

be the inner expansion for the generalized chemical potential.

Case 1: \( Pe = 1/\gamma \).

At \( O(1/\gamma^2) \) in the inner expansion of Eq. (2.20), we have

\[ \rho(\dot{c}^{(0)}(\hat{y})) (\psi_t + \dot{w}^{(0)}(\hat{y})) \dot{c}^{(0)}(\hat{y}) = C(t, \hat{x}) \dot{c}^{(0)}(\hat{y}) = \dot{\sigma}^2(\hat{y}) \mu \tag{3.17} \]

where (3.16) is used. Integrating (3.17) with respect to \( \hat{y} \) yields

\[ C(t, \hat{x}) c_{1,2}^{(0)} = \dot{\sigma} \dot{\mu} + D(t, \hat{x}) \]

for some function \( D(t, \hat{x}) \). Evaluation of this equation at \( \hat{y} = \pm \infty \) gives

\[ C(t, \hat{x}) c_{1,2}^{(0)} = D(t, \hat{x}) \]

which is possible only if \( C(t, \hat{x}) = D(t, \hat{x}) = 0 \) because \( c_1 \neq c_2 \).

Case 2: \( Pe = 1 \).

The \( O(1/\gamma^2) \) equation in the inner expansion of Eq. (2.20) combined with the matching conditions gives

\[ \dot{\sigma} \dot{\mu} = 0. \]

Then at \( O(1/\gamma) \), the inner expansion in (2.20) reduces to

\[ C(t, \hat{x}) \dot{c}^{(0)}(\hat{y}) = \dot{\sigma}^2(\hat{y}) \mu \tag{3.18} \]

Thus, the same argument as is used in case 1 implies that \( C(t, \hat{x}) = 0 \).

Finally, it remains to show Eq. (3.15) holds. In either the case 1 or case 2, we conclude that

\[ \dot{\mu}^{(0)} = a, \tag{3.18} \]

where \( a = a(t, \hat{x}) \) is a constant in \( \hat{y} \). Using a centering condition of the type given in Pego\(^{81}\) which links \( \Gamma \) with the inner expansion, the argument given in the Appendix of Lowengrub and Truskinovskiy\(^1\) shows that \( \dot{c}^{(0)}(\hat{y}, t) = C_p(\hat{y}) \)

where \( C_p(\hat{y}) \) is the planar interface connecting \( c_1 \) with \( c_2 \) described in Sec. 5 of Ref. 1. From this, one can conclude that Eq. (3.15) indeed is satisfied.

**IV. SPECIAL SOLUTIONS**

In this section, we consider equilibrium solutions to the HSCH and BHSCH systems. These solutions and their stability, which is analyzed in Sec. V, help to characterize the models. The simplest equilibrium solution for the HSCH and BHSCH models corresponds to a homogeneous solution at rest:
\[ c(x,t) = \bar{c}, \quad u(x,t) = 0, \quad (4.1) \]

where \( \bar{c} \) is a constant. Note that there is a balancing linear pressure. More interesting equilibrium solutions are obtained when one considers a stratified binary fluid. That is, the case in which a flat (diffuse) interface separates two infinite regions of nearly pure fluids. Suppose the interface is centered at \( y = 0 \). Then, we may consider the one-dimensional problem in which there is no flow and all variables depend only on \( y \).

### A. 1D equilibrium for the BHSC model

The BHSC 1D equilibrium equations are

\[ q_y = \bar{G} \rho(c), \quad (4.2) \]

\[ \mu_{yy} = 0, \quad (4.3) \]

where

\[ \mu = f'_0(c) - Cc_{yy}. \quad (4.4) \]

Therefore Eq. (4.3) can be solved independently of Eq. (4.2). An explicit solution may be obtained for at least one choice of \( f_0(c) \) with the boundary conditions \( c_1 = 0 \) and \( c_{yy} = 0 \) (from \( \mu_y = 0 \)) at \( y = \pm \infty \). One can recast these conditions as \( \lim_{y \rightarrow \pm \infty} c(y) = c_{21} \). Let \( f_0(c) \) be the quartic function

\[ f_0(c) = \frac{D}{4} (c - c_1)^2(c - c_2)^2, \quad (4.5) \]

which with \( D = 4 \) and \( c_1 = 1 \) and \( c_2 = 0 \) is the solid curve in Fig. 2. Then, it is easy to see that

\[ c(y) = \frac{4}{9} [(c_1 + c_2) - (c_1 - c_2) \tanh((c_1 - c_2)y/\sqrt{2C/D})], \quad (4.6) \]

This is known as the Maxwell construction (e.g., Ref. 3) which connects the wells of the free energy \( f_0 \) with a common tangent. The modified pressure \( q \) is then obtained by integrating Eq. (4.2) in \( y \). Note that this solution is valid whether the fluid is stably or unstably stratified (determined by the sign of \( \bar{G} \)). For the more general free energies \( f_0(c) \), such as the regular solution model free energy (4.22) considered in the next subsection (dashed curve in Fig. 2), it is not possible to obtain an exact solution and the equilibrium solution is computed numerically. We next discuss how this is done in the context of the HSCH model.

### B. 1D equilibrium for the HSCH model

Since the chemical potential \( \mu \) depends explicitly on \( q \) in the HSCH model, it is not possible to find an exact form of the 1D equilibrium even for the case of the quartic free energy (4.5) given above. Therefore, numerical simulation is used. To compute the equilibrium, we solve the 1D time dependent equations and march in time until equilibrium is attained. We took this approach because we encountered difficulty in solving the equilibrium equations directly using a boundary value problem solver. As a consequence, we are able only to obtain the stably stratified equilibrium. Although we tried several strategies for computing unstably stratified solutions (including the approach taken in Ref. 86), none were successful. It is not immediately apparent that an unstably stratified 1D equilibrium solution does exist for the HSCH model.

In 1D, the HSCH equations reduce to the following system:

\[ v = \frac{\alpha}{Pe} \mu_{yy}, \quad (4.7) \]

\[ v = -\frac{1}{12 \eta} (q_y - \bar{G} \rho), \quad (4.8) \]

\[ \phi_y + (v \phi)_y = \frac{1}{Pe} \mu_{yy}, \quad (4.9) \]

where \( \rho(c) \) is given by (2.24), the viscosity \( \eta \) is assumed to be constant for simplicity, gravity is in the positive \( y \) direction (\( \bar{G} > 0 \)), the chemical potential is

\[ \mu = f'_0(c) + \alpha M q - Cc_{yy}, \]

and we have introduced the volume fraction

\[ \phi = \rho(c) c. \quad (4.10) \]

Note that as functions of \( \phi \),

\[ \phi(\phi) = \rho_2(1 - \alpha \phi), \quad c = \phi/\rho(\phi). \quad (4.11) \]

We suppose (4.7)–(4.9) hold on a sufficiently large finite interval \([-a, a]\) and we impose zero Neumann boundary conditions on \( c_y \) and \( \mu_y \) at the boundaries:

\[ c_y = 0, \quad \mu_y = 0 \] at \( y = \pm a \). (4.12)

Using these boundary conditions and after some manipulation, Eqs. (4.7)–(4.9) can be recast as a single conservation law for \( \phi \),

\[ \phi_y + f(\phi)_y = 0, \quad (4.13) \]

where

\[ f(\phi) = v \phi + \frac{1}{Pe} \mu_{yy} = -\frac{1}{\rho_2 Pe} \rho(c) \mu_y \quad (4.14) \]

is the flux for \( \phi \), and

\[ \mu_y = \frac{1}{\alpha^2 M} \frac{1}{Pe} \left[ (\mu_0(c) - Cc_{yy})_y + \alpha M \bar{G} \rho(c) \right], \]

where \( \mu_0(c) = f'_0(c) \) and we actually use (4.11) to replace \( c \) in terms of \( \phi \). This equation is equipped with the boundary conditions

\[ \phi_y = 0, \quad \mu_y = 0 \] at \( y = \pm a \). (4.15)

Note that the boundary condition on \( \mu \) implies that

\[ c_{yy} = \frac{\alpha M}{C} \bar{G} \rho(c) \] at \( y = \pm a \), (4.16)

which directly links gravity with the concentration profile. In the Boussinesq case, \( c_{yy}(\pm a) = 0 \) since \( \alpha \) is taken to be zero in \( \mu \).
1. Numerical method for 1D evolution

We use the following conservative finite difference method to solve Eq. (4.13) numerically. We first divide the interval $[a, b]$ into $N$ cells $I_i = [y_{i-1/2}, y_{i+1/2}]$, $1 \leq i \leq N$. Let $y_i = (y_{i+1/2} + y_{i-1/2})/2$ and $\Delta y_i = y_{i+1/2} - y_{i-1/2}$. For simplicity, we assume that these cells have equal lengths and thus that $\Delta y_i = \Delta y$

Integrating (4.13) over $I_i$, we obtain the following system:

$$
\frac{\partial}{\partial t} \int_{y_{i-1/2}}^{y_{i+1/2}} \phi(y, t) dy + (f(\phi(y_{i+1/2}, t)) - f(\phi(y_{i-1/2}, t))) = 0.
$$

(4.17)

To achieve second order accuracy, we approximate the solution using the value at cell centers, all derivatives are approximated by second order centered differences, and the integral

$$
\int_{y_{i-1/2}}^{y_{i+1/2}} \phi dy
$$

is approximated by $\Delta y \phi(y_i)$ from the midpoint rule. The resulting semidiscrete equation is

$$
\frac{\partial}{\partial t} \phi(y_i, t) + \frac{1}{\Delta y} (f'(\phi(y_{i+1/2}, t)) - f'(\phi(y_{i-1/2}, t))) = 0.
$$

(4.18)

Several advantages of this semidiscrete formulation can be easily observed. In view of (4.14), the Neumann boundary conditions (4.15) can be imposed exactly: we simply set $f'(\phi_{1/2}) = 0$, $f'(\phi_{N+1/2}) = 0$ as we evolve (4.18) in the cells $I_1$ and $I_N$. Due to this exact numerical implementation of zero Neumann boundary condition for $\mu$ and cancellation of fluxes at the cell boundaries in the interior, the mass of $\phi$ is preserved on the numerical level.

In this semidiscrete system, the primitive variables such as $c$ and $\phi$, and their derivatives of even order are computed at the cell centers (primary grid) and their derivatives of odd order are computed at the cell boundaries (dual grid). Whenever we need a value of a variable on one grid computed on the other grid, we take the average of two consecutive values on the other grid. For example, if $\rho$ is needed at $y_{i+1/2}$, it is defined by

$$
\rho_{i+1/2} = \frac{1}{2}(\rho(c_i) + \rho(c_{i+1})).
$$

To advance the solution in time, we use a simple first order forward–backward Euler scheme. Because of the fourth order derivatives in $c$ and the nonlinear relationship between $c$ and $\phi$, a little care must be taken to do this. Rather than updating (4.18) directly, we update following coupled system for $\phi$ and $\mu$:

$$
\phi_{i}^{n+1} = \frac{\Delta t}{\rho(c_i)} L_d \phi_{i}^{n+1} + R_i^n, \quad (4.19)
$$

$$
\mu_{i}^{n+1} = \frac{C}{\rho(c_i)} L_d \phi_{i}^{n+1} + Q_i^n, \quad (4.20)
$$

where

$$
R_i^n = \phi_i^n - \frac{\Delta t}{\Delta y} (\phi_{i+1/2} - \phi_{i-1/2}).
$$

$$
Q_i^n = \alpha \Delta t \phi_i^n - 2 \phi_{i+1/2} + \phi_{i-1/2},
$$

$$
\mu_{i}^{n+1} = \mu_{i}^{n+1} - \frac{\alpha M \Delta t}{\rho(c_i)} (q_{yy}^n) y_i^n - \frac{\alpha \mu(c_i)}{\rho(c_i)} \phi_i^n.
$$

To evaluate $(q_{yy})_i^n$, we take

$$
(q_{yy})_i^n = \frac{1}{\Delta y} [(q_{yy})_{i+1/2} - (q_{yy})_{i-1/2}].
$$

Note that by the definition of $\phi$,

$$
c = \frac{1}{\rho(c)} \phi \approx 0
$$

away from the transition region since $c_1 \approx 1$ and $c_2 \approx 0$. We will also take advantage of this fact when we solve the full equations in paper II. Finally, $L_d$ is the discrete Laplacian in 1D associated with the zero Neumann boundary condition, that is,

$$
L_d f = \begin{cases}
\frac{1}{\Delta y} (f_{i+1} - 2 f_i + f_{i-1}) & \text{for } 1 < i < N, \\
\frac{1}{\Delta y} (f_{i+1} - f_i) & \text{for } i = 1, \\
\frac{1}{\Delta y} (-f_i + f_{i-1}) & \text{for } i = N.
\end{cases}
$$

An advantage of our fully discrete formulation is that the resulting linear system for $\phi_{i+1}$ and $\mu_{i+1}$ can be solved directly using a block tridiagonal solver.

2. Numerical results for 1D evolution

We first solved Eqs. (4.19)–(4.20) using the quartic free energy $f_0$ given in Eq. (4.5) with $c_1 = 1$ and $c_2 = 0$ and $\rho_2 = 1$ and $\rho_1 = 0.9091$. Interestingly the code diverges for the following reason. Both antidiffusion and gravity drive the separation of light and heavy fluid, although the chemical diffusion “turns off” when $c \approx c_1$, $c_2$ since $\Delta \mu(c_{1,2}) = 0$. Gravity, however, continues to drive the separation even when $c \approx c_1$, $c_2$ (e.g., recall the boundary condition for $c_{yy}$) and the fluids “pile up” at the boundaries. As this occurs, the concentration becomes negative near the fluid 2 boundary since there is no maximum principle for the concentration equation with the quartic free energy and constant mobility;
recall that Eq. (4.13) is a fourth order nonlinear diffusion equation. The negative concentration eventually causes the density $\rho(c)$ to diverge.

To overcome this difficulty, we use the regular solution model free energy

$$f_0(c) = A[c \ln c + (1-c) \ln(1-c)] - \frac{B}{2} [c^2 + (1-c)^2]^2 + E,$$  

(4.22)

which is singular at $c=0, 1$ and hence constrains $c(y,t)$ to remain between 0 and 1 for all $t$ (e.g., see Ref. 87). The constants $c_1$ and $c_2$ are then determined as the minima of $f_0(c)$. When we set $A=0.5$, $B=1.5$, and $E=0.7841$ we can see in Fig. 2 that this regular solution free energy (dashed curve) compares well with the quartic free energy (solid curve). For the above choice of $A$ and $B$, we have

$$c_1 = 0.9293, \quad c_2 = 0.0707,$$

which are found using Newton’s method. For the density, we prescribe the equilibrium densities $\rho(c_1) = 1/(1 + \beta)$ and $\rho(c_2) = 1$ instead of $\rho_1$ and $\rho_2$ which are the densities before mixing. The connection between the two is given by

$$\alpha = \frac{1}{\rho_1} - \frac{1}{\rho_2} = \beta/(c_1 - c_2),$$

$$\frac{1}{\rho_2} = \beta + 1 - \frac{c_1 \beta}{c_1 - c_2}.$$  

(4.23)

(4.24)

Note that when $c_1=1$ and $c_2=0$, the two density descriptions are identical. In addition, $\beta$ is a non-negative constant that is varied. Thus, fluid 1 is the lighter fluid of the two. We define $\mathbf{C}$ and $\mathbf{M}$ by the scaling (3.2) and we set $\mathbf{Pe} = 1/\gamma$. In the simulations presented below, we take $\gamma=0.1$. The surface tension is $\tau = \nu^2/6$, the viscosity is $\eta = 0.5$ and the gravitational constant $\mathcal{G}$ is determined from the Bond number as follows:

$$\mathcal{G} = \frac{B}{\tau}(\rho(c_2) - \rho(c_1)),$$  

(4.25)

with $B=25$. Note that the Atwood number $A=0$. In the remainder of the paper, this value of $\tau$ is fixed and so changing $B$ is equivalent to changing $\mathcal{G}$ via Eq. (4.25).

Last, the numerical parameters are given as follows. We consider the domain $-2.5 \leq y \leq 2.5$ and use $N=1000$ grid points. We use the time step $\Delta t = 0.001 \times 10^{-4}$ initially and we refine the time step if $c(\pm 2.5, t)$ approaches 0 or 1, the singular points of the logarithmic $f_0(c)$. More precisely, if $|c(\pm 2.5, t) - c_{\text{sing}}| < d$ where $c_{\text{sing}} = 0, 1$ then $\Delta t = \epsilon_{\Delta t} \Delta t_{\text{old}}$ and $d = \epsilon_d \Delta t_{\text{old}}$ where $\Delta t_{\text{initial}} = 2.5 \times 10^{-3}$, $\epsilon_{\Delta t} = 0.5$ and $\epsilon_d = 0.8$.

The equilibrium solutions for $\beta=0$ and $\beta=0.1$ (the stably stratified case) are shown in Fig. 3. In the upper graph, $c$ is shown while in the lower graphs the numerical flux and its components are shown. Note that when $\beta=0$, the concentration and pressure equations decouple at equilibrium and the resulting concentration solution $c$ is the equilibrium solution for the Boussinesq model. The $\beta=0$ solution (dashed curve) smoothly connects $c_1$ and $c_2$ and resembles the hyperbolic tangent (4.6) as the profile approaches the boundary with zero slope. Since $f_0$ is the regular solution free energy, the $\beta=0$ solution is different from Eq. (4.6) though.

The presence of the pressure in the chemical potential when $\beta=0.1$, on the other hand, causes a surprising difference between the two cases away from the transition layer. In the $\beta=0.1$ case (solid curve), gravity additionally drives the density stratification and causes the fluids to be more “pure” away from the transition layer; that is, $c$ is closer to 0 and 1. This seems quite reasonable physically. At the boundaries, for example, $c(-2.5) = 0.9971$ and $c(2.5) = 0.0023$. In addition, the profile does not approach the boundary with zero slope because of the boundary condition on $c_{yy}$. We have tried other values of $\beta$ and found similar behavior. Moreover, we have also considered the effect of domain size. Increasing the size of the domain causes the limiting concentrations to be closer to 0 and 1 but does not change the transition profile significantly. This suggests that in the limit of an infinite domain (with $\beta>0$), the values of $c$ at $y=\pm \infty$ are 0 and 1 [the singular values of $f_0(c)$] rather than $c_1$ and $c_2$ [the minima of $f_0(c)$] as is the case in the BHSC model.

By considering the numerical flux, we can understand how such a profile can be in equilibrium. Consider Fig. 3(b). In this plot, all the components of the flux $f(\phi)$ are shown. The total flux is indicated by “o” and is seen to be zero. The pressure contribution $g$ to the flux is nearly constant (dotted—dashed curve) and has only a small variation across the transition layer due to the small density variation (since $\beta=0.1$). Near the transition layer, the $\mu_0$ (solid curve) and $c_{yy}$ (dashed curve) contributions dominate and balance one another. At the boundaries [shown in Fig. 3(c)], a boundary layer is seen in the $\mu_0$ and $c_{yy}$ terms and it is the latter that balances the pressure at the boundary. Note that in the interior of the domain (e.g., $-2.4 \leq y \leq -0.5$), the flux from $c_{yy}$ is nearly zero.

To examine the evolution process, we consider the approach to steady state of an initially unstably stratified binary fluid. This is shown in plot of Fig. 4(a). The initial state (solid curve) is a hyperbolic tangent connecting $c_2$ at $y = -2.5$ with $c_1$ at $y = 2.5$. All parameters are as in the previous simulation; this makes the stratification unstable. Observe that fluid is fluxed through the domain and that the light and heavy fluids pile up at $y = -2.5$ and $y = 2.5$, respectively. The light/heavy interfaces move in from the boundaries and eventually meet at the center of the domain as the profile equilibrates. The flux $f(\phi)$ is shown in Figs. 4(b) and 4(c) at time $T=1.5$ and the behavior is analogous to that seen in Fig. 3 except that now there are more transition layers.

Finally, let us interpret our equilibrium results in view of the sharp interface asymptotics presented in Sec. III. In that section, it was seen that the same sharp interface limit is obtained at leading order for both the HSCH and BHSC models. In the 1D case this means that across $y=0$, $c$ should jump from $c_1$ to $c_2$. Now, although the equilibrium profiles of $c$ for $\beta=0$ and $\beta=0.1$ appear to be quite different away from the transition layer, they actually only differ by an $O(\gamma)$ amount since $\gamma=0.1$. Further, when $\gamma$ is reduced to $\gamma=0.05$, two things happen. The width of the transition layer...
decreases by a factor of 2 (as expected) and the values of $c$ at the boundary become closer to $c_1$ and $c_2$ [i.e., $c(-2.5) = 0.9872$ and $c(2.5) = 0.01131$] albeit at a slow rate. This is consistent with the sharp interface asymptotics and we interpret the slow rate of approach as follows. We believe that the effect of gravity on the chemical potential (through the pressure) is magnified by both the geometry (1D single transition layer) and equilibrium nature of the problem. For example, as may be seen in paper II, dynamical simulations of the full HSCH and BHSCH models, in periodic domains with two transition layers, yield very similar results for comparable values of $\gamma$ away from pinchoff and reconnection. This is likely due to the fact that because of the periodic boundary conditions, there are no boundary layers in the HSCH case.
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V. LINEAR STABILITY ANALYSIS

In this section, we consider the linear stability of the equilibrium solutions we obtained in the preceding section. We focus primarily on the two cases for which we have exact formulas for the equilibrium solution (1) the stability of homogeneous solutions at rest for the HSCH and BHSCH models and (2) the stability of the unstably stratified 1D equilibrium solution to two-dimensional perturbations in the BHSCH model. Since we do not have an analytical or numerical representation of an unstably stratified 1D equilibrium solution for the HSCH model, we make a practical comparison between the growth rates for the two models, at the end of this section, by solving the full equations numerically in the linear regime.

![FIG. 4. Evolution to the stably stratified equilibrium. $B=25$, $\gamma=0.1$, and $\gamma=0.1$. (a) Concentration at times $t=0$ (solid curve), $t=0.5$ (dashed curve), $t=1.0$ (dotted--dashed curve) and $t=1.5$ (dotted curve); (b) components of the flux at $t=1.5$ marked as in Fig. 3; (c) close up of the components near the boundary point $y=-2.5$.](image-url)
A. Linear stability of homogeneous solutions

Let us consider solutions to the HSCH Eqs. (2.18)–(2.21) of the form

\[ c(x,t) = \bar{c} + e^{i \mathbf{k} \cdot \mathbf{x}} \xi(x,t), \]
\[ u(x,t) = 0 + e^{i \mathbf{k} \cdot \mathbf{x}} \eta(x,t), \]
\[ q(x,t) = \bar{q} + e^{i \mathbf{k} \cdot \mathbf{x}} \zeta(x,t), \]
\[ \mu(x,t) = \bar{\mu} + e^{i \mathbf{k} \cdot \mathbf{x}} \zeta(x,t), \]

where \( \bar{c} \) is a constant, \( \bar{q} = \bar{G} \rho(\bar{c}) y \) and \( \bar{\mu} = \mu_0(\bar{c}) \) + \( \alpha M \bar{G} \rho(\bar{c}) y \) are the equilibrium values of concentration, pressure, and chemical potential, respectively. Gravity is assumed to be in the y direction. Plugging Eqs. (5.1)–(5.4) into the HSCH system, keeping terms proportional to \( e \) and \( e^2 \) and writing the resulting linear system as a single equation for \( \xi \), we obtain the advection–diffusion equation

\[ \bar{\xi}_t + v \bar{c}_x = D_l \Delta [f_0^{(\bar{c})}(\bar{c}) - C \Delta \bar{c}], \]

where the advection velocity \( v \) is given by

\[ v = \frac{\alpha^2 M \eta(\bar{c})}{\text{Pe} + 12 \alpha^2 M \eta(\bar{c})} \bar{G}, \]

and we have used the simple mixture formula (2.24) for the density. The diffusion coefficient \( D_l \) is given by

\[ D_l = \frac{1}{\rho(\bar{c})} \left( \frac{\text{Pe} + 12 \alpha^2 M \eta(\bar{c})}{\rho(\bar{c})} \right). \]

The advection velocity arises from the dependence of the chemical potential on the pressure. Observe that as a consequence, there is flow in the direction of gravity. This makes sense physically and is consistent with the 1D evolution we investigated in the previous section for the HSCH model. Using the scaling (3.2) the advection velocity is \( O(\alpha^2 \gamma^2 \bar{G}) \) which vanishes as the interface thickness \( \gamma \to 0 \).

Looking for a solution of Eq. (5.5) in the form of a normal mode \( c = e^{i \mathbf{k} \cdot \mathbf{x} + \sigma t} \), we obtain the following dispersion relation between the wave number \( \mathbf{k} = (k_1, k_2) \) and the growth rate \( \sigma \):

\[ \sigma = -v_j k_j + C D_l |k|^2 (k^2_c - |k|^2), \]

where \( k^2_c \) is the critical wave number

\[ k^2_c = -f_0^{(\bar{c})}(\bar{c})/C, \]

which was first identified in the context of the spinodal decomposition for binary alloys (e.g., see Ref. 88). From Eqs. (5.8) and (5.9), we see that growth may occur for those wave numbers \( \mathbf{k} \) such that \( |k| < k^2 \) if \( f_0^{(\bar{c})}(\bar{c}) < 0 \). Otherwise, the solutions decay.

The linearized equation for \( \bar{c} \) in the BHSCH model is obtained by simply setting \( \alpha = 0 \) and \( \bar{c} = 1 \) in Eqs. (5.5)–(5.7). This gives

\[ \bar{c}_t = \frac{1}{\text{Pe}} \Delta [f_0(\bar{c}) - C \Delta \bar{c}], \]

Note that there is no flow. Equation (5.10) is identical to the classical Cahn–Hilliard equation\(^{46}\) linearized about a constant state (again see Ref. 88). The growth rate of a normal mode is

\[ \sigma = \frac{1}{\text{Pe}} |k|^2 (k^2_c - |k|^2), \]

and thus the condition for growth or decay of modes is the same as that in the HSCH model.

B. Linear stability of the 1D BHSCH equilibrium solution

We now consider the linear stability of the unstably stratified 1D equilibrium solution of the BHSCH model to two-dimensional perturbations. In this section, we present equations governing the linear growth rates of the perturbations. We solve these equations numerically and compare the resulting growth rates to those from the sharp interface model given in Sec. II A. We demonstrate the linear convergence of the two growth rates as the interface thickness is taken to zero (following the scaling in Sec. III). Through this comparison, we study the effect of the Pe, C, and M numbers on the linear growth rates. We then use this knowledge later in our numerical simulations of the full equations.

We focus on the unstably stratified case because there is the potential for perturbations to grow, in contrast to the decay found in the stably stratified case. Thus, the stabilizing effects of the chemical diffusion and interface thickness are easy to identify. For simplicity, we suppose that the viscosity \( \eta \) is constant.

Let us consider the solution to Eqs. (4.2)–(4.4) with the quartic free energy \( f_0(c) \) given in (4.5) with \( D = 4 \), \( c_1 = 1 \), and \( c_2 = 0 \). For the density, we take

\[ \bar{\rho}(c) = 1 - \alpha_c c, \]

where \( \alpha_c \) is a positive constant. Therefore \( 1 = \bar{\rho}(0) > \bar{\rho}(1) = 1 - \alpha_c \). The unstably stratified equilibrium solution is then either given by Eq. (4.6) with \( \bar{G} < 0 \) (gravity pointing in negative y direction) or by reversing the roles of \( c_1 \) and \( c_2 \) in (4.6) and keeping \( \bar{G} > 0 \). In the results we present below, we take the former approach.

Next we consider the following perturbations of the 1D BHSCH equilibrium:

\[ u(x,y,t) = 0 + e^{i \mathbf{k} \cdot \mathbf{x}} e^{i k_3 t + \sigma t}, \]
\[ c(x,y,t) = \bar{c}(y) + e^{i \mathbf{k} \cdot \mathbf{x}} e^{i k_3 t + \sigma t}, \]
\[ q(x,y,t) = \bar{q}(y) + e^{i \mathbf{k} \cdot \mathbf{x}} e^{i k_3 t + \sigma t}, \]

where \( \bar{c}(y) \) is given in Eq. (4.6) and \( \bar{q}(y) \) is obtained by using \( \bar{c}(y) \) in Eq. (4.2).

The linearized equations for the perturbations are

\[ ik \dot{u} + \dot{\bar{c}} = 0, \]
\[ -12 \eta \dot{u} = ik \left( \dot{\bar{c}} + \frac{C}{M} (\bar{c}_y - \dot{\bar{c}} \dot{\bar{c}}_y) \right), \]
\[ -12 \eta \dot{c} = \dot{\bar{c}} - k_3^2 C \bar{c} + \bar{G} \rho'(\bar{c}) \dot{\bar{c}}, \]
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\[
\sigma \dot{c} + \bar{c}_y \dot{y} = \frac{1}{\text{Pe}} \left( \frac{d^2}{dy^2} - k^2 \right) \left( \mu_0''(\bar{c}) \dot{c} - C \left( \frac{d^2}{dy^2} - k^2 \right) \dot{c} \right).
\]

(5.16)

Equations (5.13)–(5.16) can be reduced to a coupled system consisting of a second order equation for \( \dot{q} \) and a fourth order equation for \( \dot{c} \) as follows:

\[
\dot{q}_{yy} = k^2 \dot{q} + 2k^2 \frac{C}{M} \bar{c}_{yy} \dot{c} + \alpha_s \bar{G} \dot{c}_y
\]

(5.17)

and

\[
\dot{c}_{yyyy} = \frac{\text{Pe}}{12 \gamma C} \bar{c}_{yy} \dot{q} + \frac{2}{C} \mu_0''(\bar{c}) \bar{c}_y \dot{c}_y + \left( \frac{1}{C} \mu_0''(\bar{c}) + 2k^2 \right) \dot{c}_{yy}
\]

\[
- \left( - k^4 + \frac{1}{C} \left( \mu_0''(\bar{c}) \bar{c}_{yy}^2 + \mu_0''(\bar{c}) \bar{c}_{yy} - k^2 \mu_0''(\bar{c}) \right) \right) 
- \frac{\text{Pe}}{12 \gamma C} \bar{c}_y \left( k^2 \frac{C}{M} \bar{c}_y + \alpha_s \bar{G} \right) \dot{c}.
\]

(5.18)

The boundary conditions for these equations are

\[
\dot{q} \to 0, \quad \dot{c} \to 0 \quad \text{as} \quad y \to \pm \infty.
\]

(5.19)

Next, observe from Eq. (4.6) that \( \bar{c}(y) - \frac{1}{2} \) is an odd function of \( y \), and thus

\[
\mu_0''(\bar{c}) = \frac{D}{2} \left[ 4(\bar{c} - \frac{1}{2})^2 + 2((\bar{c} - \frac{1}{2})^2 - \frac{1}{4}) \right]
\]

even,

\[
\mu_0''(\bar{c}) = 3D(2\bar{c} - 1)
\]

is odd, and

\[
\mu_0''(\bar{c}) = 6D
\]

is even. These facts lead us to expect symmetric solutions (odd \( \dot{q} \) and even \( \dot{c} \)) to Eqs. (5.17) and (5.18). Our numerical method will take advantage of this symmetry and we solve Eqs. (5.17) and (5.18) on only half of the domain.

Before concluding this section, we present the sharp interface growth rate for this flow for purposes of comparison:

\[
\sigma_0 = - \frac{\tau}{24 \eta} \left( |k|^3 + |B| |k| \right),
\]

(5.20)

where \( \tau \) is the surface tension and \( B \) is the bond number (2.5). Therefore, when \( B < 0 \) there is a range of unstable modes near \( k = 0 \) due to unstable density stratification.

Although we do not present it here, we have performed matched asymptotic expansions for Eqs. (5.17) and (5.18) for the scaling and general procedure outlined in Sec. III. We obtained the sharp interface growth rate \( \sigma_0 \) at leading order, but we were unable to calculate the next order correction in closed form. Consequently, we solve the full Eqs. (5.17) and (5.18) numerically to compare \( \sigma \) with \( \sigma_0 \).

1. Numerical methods for linear growth rates

We solve Eqs. (5.17)–(5.19) on a large, but finite interval \([-a,a]\). The transition region is centered around \( y = 0 \) and our matched asymptotic expansions suggest that the solutions decay exponentially fast in \(|y|\) away from this layer. This is confirmed by numerical experiments and the computed linear growth rates are insensitive to the size of the interval \([-a,a]\) as long as \( a \gg \sqrt{C} \).

To take advantage of the symmetry of the solutions, we solve Eqs. (5.17)–(5.19) on the half interval \([0,a]\) and we prescribe the following boundary conditions at \( y = 0 \):

\[
\dot{q} = 0, \quad \dot{c}_y = 0, \quad \dot{c}_{yyy} = 0, \quad \dot{b} = b, \quad \text{at} \quad y = 0,
\]

(5.21)

where \( b \) is a numerical parameter which is discussed below. At \( y = a \), we pose

\[
k \dot{q}(a) + \dot{q}_y(a) = 0, \quad \dot{c}_{yy}(a) = 0,
\]

(5.22)

where the first term in (5.22) is suggested by the outer leading order equations in the matched asymptotic expansions of Eqs. (5.17)–(5.19). We account for the exponential decay in \( \dot{q} \) and not \( \dot{c} \) because the rate of decay of \( \dot{q} \) depends on the wave number \( k \). Hence \( \dot{q} \) decays slowly for small \( k \). In contrast, the rate of decay of \( \dot{c} \) is independent of \( k \).

Although there are six boundary conditions in total, the condition \( \dot{c}_{yy}(a) = 0 \) does not imply that \( \dot{c}(a) = 0 \). Consequently, solutions can be found for all values of \( \sigma \) with boundary conditions (5.21) and (5.22) but there is only one value of \( \sigma \) for which \( \dot{c}(a) = 0 \) in addition. Note that if the domain is large enough, \( \dot{c}(a) = 0 \) implies \( \dot{c}_{yy}(a) \approx 0 \) with the \( \approx \) becoming \( \approx \) in the infinite domain limit.

Following Ref. 89, we use a version of Keller’s method\textsuperscript{30} in which the growth rate is determined as the value of \( \sigma \) which produces the correct boundary value \( \dot{c} = 0 \) at \( y = a \). Let \( \dot{c}(y,k,\sigma) \) represent the solution of Eqs. (5.17)–(5.19) for a given \( k \) and \( \sigma \). For each \( k \), starting with an initial guess for \( \sigma_{k,0} \), we generate a sequence \( \{\sigma_{k,i}\} \) converging to the root of

\[
\dot{c}(a,k,\sigma_k) = 0
\]

using an iterative root finding method. To compute \( \dot{c}(a,k,\sigma_{k,i}) \) for each \( \sigma_{k,i} \), we solve the boundary value problem (5.17)–(5.19) using the FORTRAN routine COLNEW and we use Brent’s method to find the root. Both routines are available from NETLIB. The numerical constant \( b \) in (5.21) is set to a nonzero number in order to obtain a nontrivial solution \( \dot{c} \).

2. Numerical linear growth rates

We take \( a = 2.5, b = 10^{-3} \) and use 800 grid points in solving the boundary value problem (5.17)–(5.19). For \( C, M, \) and \( \text{Pe} \) numbers, we take the values given in (3.2) with \( \gamma = 0.05 \). The viscosity is \( \eta = 1/2 \), the surface tension is \( \tau = v/6 \) and gravity \( G \) is determined from the Bond number \( B = -25 \) and \( \alpha_s = 0.091 \) via Eqs. (5.12) and (4.25).

We begin by considering the effect of \( \text{Pe} \). In Fig. 5(a), the linear growth rates are shown for the sharp interface model [solid curve; \( \sigma_0 \) from Eq. (5.20)], the BHSCH model with \( \text{Pe} = 1/\gamma (C) \) and with \( \text{Pe} = 1 (+) \). The growth rates from the BHSCH model with \( \text{Pe} = 1/\gamma \) are much closer to \( \sigma_0 \) than are the growth rates with \( \text{Pe} = 1 \). Decreasing the \( \text{Pe} \) number increases dissipation and decreases the linear growth rate. So, even though our asymptotic analysis in Sec. III indicates that both scalings of \( \text{Pe} \) yield the classical sharp
interface model at leading order as $\gamma \to 0$, this graph suggests that for a fixed value of $\gamma$, the $Pe = 1/\gamma$ scaling yields a closer approximation to the sharp interface. Consequently, we use this scaling in our simulations of the full BHSCH and HSCH models presented in paper II.\(^2\)

Figure 5(a) also indicates that the $Pe = 1/\gamma$ growth rates become less negative than $\sigma_0$ for wave numbers $k > 5.8$ suggesting that the BHSCH model is less dissipative than the sharp interface model at those wave numbers. In a simulation of the full equations with initial data containing linearly unstable modes, it is difficult to observe the lowered dissipation since growth dominates. Nevertheless, one can modify the $Pe$, still keeping $Pe = O(1/\gamma)$, so as to increase damping at high wave numbers. This is shown in Fig. 5(b) where $\sigma_0$ (solid curve) and the growth rates with $Pe = 1/\gamma$ ($\bigcirc$) $Pe = 0.5/\gamma$ ($+$), $Pe = 0.2/\gamma$ ($\times$) are shown. Not surprisingly, observe that decreasing $Pe$ tends to affect the behavior at high wave numbers much more than at low wave numbers. Interestingly, the diffuse interface model of Folch \textit{et al.}\(^3\) seems to produce a qualitatively similar dispersion relation as shown here for the BHSCH model with $Pe = 1/\gamma$. We find this a little surprising given that our model equations seem quite different.

Next, we consider the effect of $\gamma$ on the linear growth rates. In Fig. 5(c), we take $Pe = 1/\gamma$ and consider the growth rates when $\gamma = 0.06$ ($\times$), 0.05 (+), and 0.04 ($\bigcirc$). For comparison, $\sigma_0$ is also shown (solid curve). The growth rates are seen to be increasing functions of $\gamma$ and approach the $\sigma_0$ curve. To measure the rate of approach, consider the differences between the different growth rates at different values of $\gamma$. This is shown in Fig. 5(d). Observe that the convergence is linear in $\gamma$ at small wave numbers. This is consistent with the matched asymptotics presented in Sec. III. Decreasing $\gamma$ further leads to a larger region of linear convergence.

Finally, we comment on the effect of other parameters on the BHSCH growth rates. Letting $C = \gamma^2$, this parameter measures the closeness of the sharp and BHSCH growth rates. Letting $M = M_0 \gamma$, the parameter $M_0$ can be used to adjust both the wave number $k_m$ and magnitude of the maximum growing mode by effectively modifying the surface tension. The initial slope, near $k = 0$, can be altered by changing $B$ (i.e., gravity). Since our asymptotic analysis and nu-
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meric results predict linear convergence of the BHSCH and sharp interface growth rates, we can modify $M_0$ from Eq. (3.2) and $B$ by an $O(\gamma)$ amount and still achieve the same leading order sharp interface growth rate. We can take advantage of this fact as follows.

By modifying $M_0$, $B$, and $Pe$ by an $O(\gamma)$ amount to better match the growth rates of the BHSCH and sharp interface models at finite values of $\gamma$, we may achieve better agreement between the solutions of the fully nonlinear systems. This idea is quite general and, in spirit, is analogous to the improvements in a phase field model for solidification, suggested by Karma and Rappel, in which the phase-field equations are modified to remove first order effects of interface kinetics in the sharp interface limit. In our case, we can try to match the growth rates of all the unstable wave numbers or we can try to match only the growth rate of the most unstable wave number or perhaps just the most unstable wave number present in an initial condition.

We have investigated all of these approaches and found that they all yield better approximations of the sharp interface model (measured from simulations of the full BHSCH/HSCH equations) than the original values of $M_0$, $B$, and $Pe$, the best agreement between the BHSCH (and HSCH) and sharp interface models is achieved when the growth rate of the most unstable wave number in an initial condition is matched. On the one hand, this is a little unsatisfactory because this suggests that the appropriate BHSCH (and HSCH) parameters are initial data dependent. On the other hand, the parameters may be precalculated without reference to the specific initial condition; the parameters only depend on which wave numbers are present, the interface thickness and the physical constants governing the flow. We are unable to explain fully why matching more than the most unstable wave number in an initial condition does not yield a better result. Perhaps the answer lies in the fact that our attempts to match the growth rates of a band of unstable modes are only approximate and in that band no growth rates are matched exactly—they are all uniformly approximated.

With a single wave number, however, we can exactly match the growth rate. Thus, it may be that the choices of $M_0$, $B$, and $Pe$, we used in our attempt to match the band of unstable modes, were not optimal.

In paper II, we present several simulations of the fully nonlinear BHSCH and HSCH models with different initial data in which the growth rates at wave numbers 1 and 3 are matched to $\sigma_0$, respectively, with each corresponding to the most unstable wave number in the initial condition. In preparation for these simulations, we indicate how matching the growth rates at $k=1$ and $k=3$ may be achieved by modifying only $B$. Let $B = -25(1 + b \gamma)$, $Pe = 1/\gamma$ and all other parameters as before. From Fig. 6(a), we conclude that the BHSCH growth rates depend linearly on $b$. We then use linear interpolation to determine the values of $b=b_{k, \gamma}$ required to match the growth rates for a given wave number $k$ and interface thickness $\gamma$. This is shown in Fig. 6(b) for $k=1$ and $\gamma=0.05, 0.04$. We obtain $b_{1,0.05} = 1.4148$ and $b_{1,0.04} = 1.4025$. Analogously, we obtain $b_{3,0.05} = 3.3782$ and $b_{3,0.04} = 3.2101$ at wave number $k=3$. Observe that $b_{k,\gamma}$ is a decreasing function of $\gamma$ for these two wave numbers.

C. Practical comparison between BHSCH and HSCH linear growth rates

In this section, we compare the linear growth rates for the BHSCH and HSCH models. Since we do not have an unstably stratified 1D equilibrium solution available for the HSCH model, we use simulations of the full equations of motion in the linear regime for both the BHSCH and HSCH to determine the growth of perturbations from a 1D (flat) interface. Although we postpone a detailed discussion of our numerical algorithm until paper II, we discuss a few relevant
features of the method here. The geometry we use is periodic in \(x\) and \(y\) \((\Omega = [0, 2\pi]^2)\) and in each periodic box, there are two interface layers rather than one as we have been considering up to now. Because of the periodicity, no boundary layers develop in the HSCH case. The initial interface positions are \((x, y, y(x,0))\) and \((x, y, y(x,0))\) where
\[
y_1(x,0) = \pi - (0.5 + \epsilon \cos(kx)),
\]
\[
y_2(x,0) = \pi + (0.5 + \epsilon \cos(kx)), \quad 0 \leq x \leq 2\pi,
\]
and \(k\) denotes the wave number of the perturbation. The initial concentration field \(c(x,y,0) = c_0(x,y)\) is given by
\[
c_0(x,y) = \frac{1}{2} (1 + \tanh((y-y_1(x))/(2 \sqrt{2(C/D)}))) \times (1 - \tanh((y-y_2(x))/(2 \sqrt{2(C/D)}))).
\]

The density of the BHSCH model is as before (5.12) and the density in the HSCH model is given by Eq. (2.24) with \(\rho_2 = 1\) and \(\alpha = 0.1\) since relating \(\alpha\) and \(\alpha_g\) by
\[
\alpha = \frac{\alpha_g}{1 - \alpha_g}
\]
matches \(\bar{\rho}(c)\) and \(\bar{\rho}(c)\) at \(c = 0\) and \(c = 1\). Thus, the initial data correspond to the situation of a light layer of fluid surrounded by a heavier one. See Fig. 7 for the \(k = 1\) initial data; the upper interface \((x,y_2(x,t))\) is unstable while the lower interface \((x,y_1(x,t))\) is stable.

In order to compare our results with those in the preceding section, we use the quartic free energy \(f_0(c)\) from Eq. (4.5) in our simulations of the full HSCH and BHSCH models. Unlike the 1D equilibrium case, we encounter no difficulties in using the quartic free energy in the HSCH model. This is likely due to the periodic flow geometry. We find that the HSCH solution \(c(x,t)\) typically lies within an \(O(\gamma^2)\) neighborhood of \([0, 1]\). Additionally, we take \(D = 4\) and \(c_1 = 1, c_2 = 0\) and the parameters \(G, \tau, \eta, C\) are the same as in the BHSCH case we considered previously. In the HSCH case, \(M\) is appropriately modified according to Eq. (3.2).

Because there are two interfaces, we note that even with \(\epsilon = 0\), the initial data \(c_0(x,y)\) are only an approximation of the corresponding equilibrium solution for the BHSCH model and hence \(c_0(x,y)\) is not an equilibrium solution for either model. In contrast, flat interfaces are equilibrium solutions of the sharp interface model.

To calculate the numerical approximation of the linear growth rates, we suppose at time \(t\), the interface positions are given by
\[
y_1(x,t) = \pi - (0.5 + \epsilon \exp(\sigma_{1,t} \cos(kx))),
\]
\[
y_2(x,t) = \pi + (0.5 + \epsilon \exp(\sigma_{2,t} \cos(kx))).
\]
The growth rate of the unstable interface \(\sigma_{2,t}\) is then computed by
\[
\sigma_g = \frac{1}{T} \log((y_2(0,T) - (\pi + 0.5))/\epsilon),
\]
where we determine the position \(y_2(0,T)\) using the height of the corresponding \(c = 0.5\) contour line at its intersection with the \(y\)-axis. We additionally use \(\epsilon = 0.05\) and \(T = 0.1\).

In Fig. 8, the growth rates \(\sigma_{1,t}\) are shown for the BHSCH and HSCH models with \(\text{Pe} = 1/\gamma, \text{Pe} = 1\), and \(\gamma = 0.05\). The BHSCH growth rates are denoted by \(\circ (\text{Pe} = 1/\gamma)\) and \(\diamond (\text{Pe} = 1)\). The HSCH growth rates are denoted by \(\times (\text{Pe} = 1/\gamma)\) and \(\times (\text{Pe} = 1)\). For comparison, the sharp interface growth rate \(\sigma_0\) (solid curve) is shown together with the BHSCH growth rates obtained in the preceding section: \(\text{Pe} = 1/\gamma\) (dashed curve) and \(\text{Pe} = 1\) (dotted–dashed curve). There are three main conclusions we draw from this figure. First, the BHSCH growth rates we calculate from the full equations and from the preceding section are consistent; there are slight differences but this is to be expected since the flow geometries are not the same. Second, the HSCH growth rates are consistently less than the BHSCH growth rates indicating more dissipation in the HSCH model. This is likely due to the fact that the initial data \(c_0(x,y)\) is a better approximation of the BHSCH equilibrium than the HSCH equilib-
rium. Naturally, this effect is more pronounced at smaller Pe numbers. Third, in the Pe=1/g case, the growth rates of the BHSCH and HSCH models are quite similar. This suggests that the analysis of the BHSCH linear growth rates we presented in the preceding section is relevant also to the HSCH model in periodic geometries.

VI. CONCLUSIONS

In this first paper of a two part series, the behavior of two model systems, to study binary fluid flow in a Hele-Shaw cell, is investigated. The equations are obtained using a simplification, for the Hele-Shaw setting, of a general system of equations describing the motion of a binary viscous fluid (NSCH equations). This system takes into account the chemical diffusivity between different components of a fluid mixture and the extra fluid stresses induced by the inhomogeneity of the mixture (van der Waals type stresses). In one of the models (HSCH), the binary fluid may be compressible due to diffusion. In the other model (BHSCH), a Boussinesq approximation is used and the binary fluid is incompressible.

The models are calibrated to yield the classical sharp interface model as a limiting case. The differences between the HSCH, BHSCH and sharp interface models are studied by considering equilibrium solutions and their linear stability. Somewhat surprisingly, the gravitational field actually affects the internal structure of the equilibrium transition layer and an equilibrium solution is obtained numerically only for the stably stratified case. Boundary layers in the equilibrium solution are observed and the evolution towards the stably stratified equilibrium simulated in one dimension.

The linear stability of unstably stratified equilibria is also analyzed. Linear convergence to the sharp interface growth rates is observed in a parameter controlling the interface thickness. The BHSCH and HSCH growth rates are consistent although the HSCH system is seen to be slightly more diffusive than the BHSCH system. In addition, we identify the effect that each of the parameters, in the HSCH/BHSCH models, has on the linear growth rates. We then use this information to suggest a modified set of HSCH/BHSCH parameters for which a better match is obtained between the HSCH/BHSCH and sharp interface linear growth rates at finite interface thicknesses. This approach is quite general and has application beyond the current context. We suggest that agreement between the HSCH/BHSCH and sharp interface models may be improved by simply modifying the bond number by an amount approximately proportional to the interface thickness in order to match the sharp and BHSCH/HSCH growth rates at the most unstable wave number in the initial condition. There may be other, more optimal choices of parameters however. Evidence supporting our contention of improved agreement may be found in paper II.

In paper II, we focus on the behavior of the models in the fully nonlinear regime through pinchoff and reconnection. To briefly preview that work, we find that the breakup of an unstably stratified fluid layer is smoothly captured by both models. Moreover, because the HSCH model is more diffusive than the BHSCH model, an earlier pinchoff time is predicted at finite interface thicknesses which causes subtle differences between the two in the pinchoff region. Away from the pinchoff region, both the HSCH and BHSCH models yield nearly identical results. At pinchoff, compressibility effects do not vanish in the sharp interface limit. This distinguishes the HSCH model from all others in which compressibility effects are neglected. It may turn out, for example,
that characterizing the limiting effect of compressibility at a topological transition may suggest a physically based selection mechanism for cutting and reconnecting sharp interfaces. In paper II, the effects of buoyancy, viscous, diffusional and surface tension forces are also investigated.
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