Focusing of an elongated hole in porous medium flow
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Abstract

In the focusing problem, we study solutions to the porous medium equation \( \frac{\partial u}{\partial t} = \Delta(u^m) \) whose initial distributions are positive in the exterior of a compact 2D region and zero inside. We assume that the initial interface is elongated (i.e., has an aspect ratio \( > 1 \)), and possesses reflectional symmetry with respect to both the \( x \)- and \( y \)-axes. We implement a numerical scheme that adapts the numerical grid around the interface so as to maintain a high resolution as the interface shrinks to a point. We find that as \( t \) tends to the focusing time \( T \), the interface becomes oval-like with lengths of the major and minor axes \( O(\sqrt{T - t}) \) and \( O(T - t) \), respectively. Thus the aspect ratio is \( O(1/\sqrt{T - t}) \). By scaling and formal asymptotic arguments we derive an approximate solution which is valid for all \( m \). This approximation indicates that the numerically observed power law behavior for the major and minor axes is universal for all \( m > 1 \). © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

This work concerns convergent flows governed by the nonlinear degenerate diffusion equation

\[
\frac{\partial u}{\partial t} = \Delta(u^m),
\]  

where \( m > 1 \) is a constant and \( \Delta \) denotes the Laplace operator in \( d \)-dimensional Euclidean space \( \mathbb{R}^d \). Eq. (1) models the evolution of the density of an ideal gas flowing isentropically in a homogeneous porous medium [5,8] and is usually called the porous medium equation. However, it also arises in various other applications such as population biology [21], diffusion of strong thermal waves [9], and most notably for our purposes, the spreading of viscous gravity currents [12,13,19]. We are interested in the focusing problem for Eq. (1) in which we study flows which start at time \( t = 0 \) from an initial distribution which is concentrated outside some compact set \( K \) in \( \mathbb{R}^d \). Because of
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the degeneracy of the diffusion coefficient in Eq. (1), material flows into the empty region $K$ with a finite speed of propagation, and eventually first covers all of $K$ at some finite time $T > 0$, called the focusing time. The boundary between the empty and full regions at any given time is called the interface. We are particularly interested in the final shape of the interface, i.e., its shape at times just before the focusing time.

By Darcy’s law, the velocity in porous medium flow is proportional to the pressure gradient. Thus, in order to study the evolution of the interface it is convenient to replace the density $u$ as the independent variable equation (1) with the (scaled) pressure

$$v \equiv \frac{m}{m-1} u^{m-1}.$$ (2)

The equation satisfied by $v$ is the porous medium pressure equation

$$\frac{\partial v}{\partial t} = (m-1)v \Delta v + |\nabla v|^2.$$ (3)

In terms of the pressure, the local velocity of the interface $v = 0$ is given by

$$U = -\nabla v.$$ (4)

From the numerical point of view the pressure equation, Eq. (3), is more convenient than Eq. (1) because the gradient of $v$ is bounded at the interface, while the gradient of $u$ may either tend to zero or diverge depending on $m$.

We will restrict our attention to flows in the plane $R^2$. The case in which the empty region $K$ is a circle is well-studied experimentally, numerically and theoretically. To begin with, there exists a one parameter family of axially symmetric self-similar solutions (the Graveleau solutions [6,17]) which describe, to leading order, the focusing of essentially any axially symmetric flow [1,2]. In particular, the radius $R$ of the shrinking interface obeys a power law of the form $R \sim (T - t)^\beta$, where $T$ is the focusing time and $\beta$ is an exponent which depends on the parameter $m$. This power law behavior has been observed experimentally and verified numerically for viscous gravity current flows in the regime where capillarity is negligible [12]. Such flows are modeled by Eq. (1) with $m = 4$. Additional experimental and numerical studies [13] indicate that if the region $K$ has an elongated shape (e.g., is an ellipse) then the final shape is not circular, but is instead some sort of non-self-similar oval whose major and minor axes obey different power laws.

The observations for the non-axial case were confirmed by a linearized stability analysis of the axially symmetric interfaces for the Graveleau solutions [11]. That analysis shows that the Graveleau interfaces are unstable with respect to perturbations with wave number $k = 2$ for an interval of values of $m > 1$ [11]. For wave numbers $k > 2$, the situation is more complicated. For each integer $k > 2$ there exist an $m_k$ such that

$$\infty > m_3 > m_4 > \cdots > m_k > m_{k+1} > \cdots \searrow 1,$$ (5)

and the Graveleau interfaces are stable with respect to perturbations with wave number $k$ for $m > m_k$ and unstable with respect to such perturbations for $m < m_k$. In [3] it is shown that there is a bifurcation to a branch of self-similar solutions with $k$-fold symmetry at each $m = m_k$, at least for sufficiently large $k$. The self-similarity exponents on the new branches depend on $m$ and $k$. The bifurcation diagram is computed in [11], without restriction to large $k$, along with the form of the bifurcating solutions. In this paper, we study the evolution of initially elongated empty regions $K$. The specific form of the elongated empty region is not critical, so for simplicity, we restrict our attention to the case in which $K$ is an ellipse. Using an extension of the renormalization technique introduced in [11] (a numerical scheme that rescales the numerical grid and the solution so as to maintain a high resolution near the focusing time) together with an adaptation the Osher–Sethian level set method for tracking the interface [26], we perform very detailed and accurate numerical integration of the initial value problem for Eq. (3). From this, we observe that the
shrinking interface tends to an oval whose major axis has length \( x_f \sim \sqrt{T-t} \) and whose minor axis has length \( y_f \sim T-t \) as \( t \nearrow T \). Thus the aspect ratio of the interface (i.e., the ratio of the lengths of the major and minor axes) is \( O((T-t)^{-1/2}) \) as \( t \nearrow T \). The number of renormalization steps needed in order to reach the asymptotic regime increases rapidly as the parameter \( m \) is increased. Consequently, for values of \( m > 6 \) we are unable to maintain sufficient accuracy in our front tracking to be able to obtain reliable values of the lengths of the major and minor axis.

The increase of renormalization steps needed is to be expected because the radially symmetric Graveleau solutions become neutrally stable with respect to elongating perturbations as \( m \) tends to infinity (see Appendix B and [18]). In that limit of the focusing problem for the porous medium pressure equation becomes the Hele–Shaw problem

\[
\Delta v = 0 \quad \text{on} \quad P(t), \quad v = 0 \quad \text{and} \quad \frac{\partial v}{\partial t} = |\nabla v|^2 \quad \text{on} \quad \partial P(t),
\]

where \( P(t) = \{(x, t) : v(x, t) > 0\} \), and the Graveleau solution converges to a self-similar solution to (6) with similarity exponent \( \beta = \frac{1}{2} \) [7]. However, the self-similar solutions to (6) with radial interface are embedded in a family of self-similar solutions with elliptic interfaces, all with similarity exponent \( \beta = \frac{1}{2} \). For these solutions the aspect ratio is constant.

In the limit \( m = 1 \), the focusing problem for Eq. (3) becomes the focusing problem for the Hamilton–Jacobi equation [20]

\[
\frac{\partial v}{\partial t} = |\nabla v|^2.
\]

The viscosity solutions of the Hamilton–Jacobi equation are given in terms of the initial data \( v(x, 0) = v_0(x) \) by the Lax–Oleinik formula

\[
v(x, t) = \sup_{y \in \mathbb{R}^2} \left\{ v_0(y) - \frac{|x - y|^2}{4t} \right\}.
\]

From this expression one sees by elementary arguments that focussing for a typical solution to Eq. (7) can proceed along one of the two different courses. In the first case the solution is locally given by three traveling plane waves which converge to one point. In this case the interface just before focusing has the shape of a triangle. In the other case the solution is given by two non-planar traveling waves. The non-flatness of the waves causes the interface to have the shape of two parabolae which pass through each other at the focusing time. This latter solution is asymptotically given by

\[
v(x, y, t) = A(t - T) + x^2 + |y| + \text{smaller terms}.
\]

We refer to it as the “closing eye solution.”

A noteworthy feature of our numerical studies is that at least for \( m \in [1, 6] \), the power law behavior of the shrinking interfaces is independent of the value of \( m \). We conjecture that this remains true for all values of \( m \). In support of this conjecture we construct a formal asymptotic approximate solution to Eq. (3) which is valid for any value of \( m \geq 1 \). This approximation has a discontinuous derivative at the apex of the interface on the major axis, but otherwise very closely matches the numerical results.

We also present a formal scaling argument which identifies our asymptotic approximation as the correct limit at the focusing time, and thus lends further support to our conjecture about the universality of the interface power laws with respect to \( m \).

The outline of this paper is as follows. In Section 2, we describe the numerical method used to integrate Eq. (3) and the renormalization technique needed to accurately describe the shape of the interface as its size tends to zero. There, we also present the benchmark problems used to validate the numerics. In Section 3, we present the results
on the focusing of an elongated cavity. In Section 4, we discuss a heuristic analytic approximation of the asymptotic regime, and in Section 5, we study the same approximation with a more formal asymptotic analysis. In Appendix A, we describe, in detail, the numerical computations of derivatives, while in Appendix B, we describe the stability calculations for the Graveleau interface for very large values of $m$. In Appendix C, we sketch the proofs of some of the properties of our asymptotic approximation.

2. Numerical procedure

Here we describe the procedure used to find numerical asymptotic solutions. To solve Eq. (3) numerically, we discretize a rectangular domain $D = [0, L_x] \times [0, L_y]$ with a uniform grid of interval sizes $\Delta x = L_x/N$ and $\Delta y = L_y/N$ (see Fig. 1). The solution is stored in a matrix as $v(x_i, y_j, t) = v_{ij}$ with $x_i = i\Delta x$ and $y_j = j\Delta y$. In order to integrate the PDE in time, we use an explicit Euler scheme

$$v_{ij}(t + \Delta t) = v_{ij}(t) + \Delta t H_{ij},$$

where $H_{ij}$ is a finite differences approximation of the derivatives of the right-hand side of Eq. (3). We compute the derivatives of the term $|\nabla v|^2 = v_x^2 + v_y^2$ with a second order upwind ENO (essentially non-oscillatory) scheme [23,25] (see Appendix A). This method guarantees that the numerical scheme will be able to accurately describe the discontinuities in the first derivative that spontaneously appear in the case $m = 1$ (Hamilton–Jacobi limit) and

![Fig. 1. Sketch of the focusing problem: fluid surrounds a closed empty cavity. Then the fluid diffuses inwards and fills the cavity. We are interested in problems with mirror symmetries about the x- and y-axes. The function $\phi$ describes the shape of the interface.](image)
at the interface. The derivatives of the Laplacian term in Eq. (3) are computed with standard centered second order differences:

\[ \Delta v = v_{xx} + v_{yy}, \quad \text{(9)} \]

\[ \Delta v \approx \frac{v_{i+1,j} - 2v_{ij} + v_{i-1,j}}{(\Delta x)^2} + \frac{v_{i,j+1} - 2v_{ij} + v_{i,j-1}}{(\Delta y)^2}, \quad \text{(10)} \]

At the interface there is a discontinuity in the first derivative that may generate numerical errors when we compute the Laplacian with Eq. (10). When a grid point \( v_{i-1,j} \) is situated inside the hole and adjacent to the interface, \( v_{xx} \) is computed with a quadratic fit of the positive values of \( v \) at the points \( v_{i,j}, v_{i+1,j} \) and \( v_{i+2,j} \). When \( v_{i,j-1} \) is situated inside the hole, \( v_{yy} \) is computed with \( v_{i,j}, v_{i,j+1} \) and \( v_{i,j+2} \) (see Fig. 2). We use Eq. (8) only outside the hole, thus we do not need to consider the case when \( v_{ij} \) is inside the interface. We come back to this issue in Section 2.1, where we explain in detail how we detect the interface.

At the boundaries \( x = 0 \), and \( y = 0 \), we apply the boundary conditions of symmetry \( v_x = 0 \) and \( v_y = 0 \), respectively. Since we are looking for a focusing solution that extends to infinity, we put the outer walls of the grid far from the interface \((L_x \approx 7x_f, L_y \approx 7y_f)\), and at these boundaries \( x = L_x \) and \( y = L_y \), we apply the boundary condition \( v_{xx} = 0 \) and \( v_{yy} = 0 \), which is equivalent to a first order linear extrapolation of \( v \) outside \( D \). The comparison with exact solutions (see Section 2.4) shows that this approximation works very well.
2.1. Representation of the interface

In order to accurately describe the shape of the interface we use a level set representation [22,26]. We define a function $\phi$ which has the following properties (see Fig. 1):

- $\phi(x, y, t) > 0$ in the region occupied by the fluid (where $v > 0$).
- $\phi(x, y, t) = 0$ at the interface.
- $\phi(x, y, t) < 0$ inside the interface (the hole).

The idea behind the level set method is to move the contour line $\phi = 0$ with the correct speed $U = -\nabla v$ and to compute the pressure $v$ taking into account the position of the interface stored implicitly in $\phi$. One convenient choice for $\phi$ is a function that satisfies

$$\frac{\partial \phi}{\partial t} = |\nabla\phi|^2, \quad \phi < 0 \text{ inside the interface},$$

$$\phi(x, y, t) = v(x, y, t) \geq 0 \text{ in the fluid region}.$$  

In other words, the level lines of $\phi$ move with a normal velocity given by $|\nabla \phi|$. In particular, if we require that the function $\phi$ has the same normal derivative as $v$ at the interface, then the interface is going to move at the velocity given by Eq. (4).

In our numerical scheme, we solve Eq. (3) together with Eq. (11) as

$$\phi_{ij}(t + \Delta t) = \phi_{ij}(t) + \Delta t F_{ij} \quad \text{for } \phi_{ij} < 0,$$

where $F_{ij}$ are the discretized derivatives of $|\nabla\phi|^2 = \phi_x^2 + \phi_y^2$ computed with a second order upwind ENO scheme. For $\phi_{ij} \geq 0$, we simply put $\phi_{ij} = v_{ij}$.

The boundary condition for $\phi$ at the interface is

$$\frac{\partial \phi}{\partial n} = \frac{\partial v}{\partial n^+} \quad \text{at } v = 0,$$

where $n$ denotes the normal to the interface. This condition is satisfied automatically since, we compute the derivatives of $\phi$ with an upwind approximation, and near the interface they are computed with the values of $\phi > 0$, which are equal to $v$ (see Fig. 2). When we compute the derivatives of the pressure $v$, we do not use the values inside the hole because we have upwind approximations. In other words, the function $v$ does not directly ‘see’ the function $\phi$. The only information from $\phi$ that we use is the position of the interface.

We find that the contours of $\phi$ do not cluster, so that no re-distancing [24] is necessary for $\phi$. (Roughly speaking, this is because Eq. (11) is the natural continuation of Eq. (3) at $v = 0$.)

To avoid instabilities due to the diffusive term, the time-step must satisfy a stability condition

$$\Delta t < \Delta t_0 = \min \left( \frac{(\Delta y)^2}{2(m-1)v_{ij}} \right),$$

where the minimum is computed with all the points belonging to the region of the fluid ($v > 0$). (Here, we are using the fact that we always make the computations with $\Delta y \leq \Delta x$.) The $|\nabla v|^2$ term in Eq. (3) and $|\nabla \phi|^2$ in Eq. (11) are less restrictive, and must satisfy

$$\Delta t < \Delta t_1 = \min \left( \min \left( \frac{\Delta x}{|\phi_x|}, \frac{\Delta y}{|\phi_y|} \right) \right),$$

where the first minimum is computed with all the points of the domain.
In order to increase the accuracy of the computation near the interface, we take into account an important property of the solution: if at any point \( v = 0 \), then \( v_t = 0 \) unless the interface is exactly at this point. We shall enforce this property in our numerical solution in the following way:

\[
\text{if } v_{ij} = 0, \quad \text{and} \quad \phi_{ij} < 0 \quad \text{then} \quad H_{ij} = 0, \quad (17)
\]

and we start to update \( v \) with Eq. (8) only when the interface crosses the point \((x_i, y_j)\) as shown in Fig. 3 (i.e. when \( \phi_{ij} \geq 0 \)). We must also avoid having the interface ‘jump’ over a grid point in a time interval \( \Delta t \). We can avoid the interface jumping a grid point and at the same time satisfy Eqs. (15) and (16) if we compute the time-step as

\[
\Delta t = \min \left( \Delta t_0, \Delta t_1, \frac{-\phi_{ij}}{F_{ij}} \right). \quad (18)
\]

The minimum is computed with all the points adjacent to the interface where \( \phi_{ij} < 0 \). When the third argument is the smallest, the interface will coincide exactly at the gridpoint \((x_i, y_j)\).

2.2. Initial conditions

We start the integration with a rather arbitrary initial condition

\[
v^{(0)}(x, y, t_0) = \sqrt{\frac{x^2}{a^2} + \frac{y^2}{b^2}} - 1 \quad (19)
\]
that describes a function with elliptical contour lines. In the results reported here, we use \( a = 0.22, b = 0.20 \) and \( L_x = L_y = 1 \). The exact form of the initial condition is not very critical, because the asymptotic solution only depends on \( m \) as was verified numerically. For instance, later we shall show that we get the same results with an initial condition where the contour lines of \( v \) are rectangular.

2.3. Numerical renormalization

The numerical renormalization method was inspired by Chen and Goldenfeld [15] and Goldenfeld [16] and first applied in this context in [11]. A related method was also used in [10]. We start with the initial condition stored in a square grid \( L_y = L_x \). At time \( t_n \) (initially \( n = 0 \)), we start to integrate the diffusion equation until the major axis of the interface reaches a half of its initial value at time \( t_{n+1} \), and then we renormalize the solution in the following way [11]:

\[
v^{(n+1)}(x, y, t_{n+1}) = Z^{(n)} v^{(n)}(\frac{1}{2}x, \frac{1}{2}y, t_{n+1}).
\]

This transformation is performed by quadratically interpolating the grid values. First, we interpolate in the \( x \)-direction

\[
v^{(n+1)}_{ij} = Z^{(n)} v^{(n)}_{i/2,j} \text{ for even } i,
\]

\[
v^{(n+1)}_{ij} = Z^{(n)} \frac{1}{8} (3v^{(n)}_{i/2+1,j} + 6v^{(n)}_{i/2,j} - v^{(n)}_{i/2-1,j}) \text{ for odd } i,
\]

and then we repeat the analogous procedure in the \( y \)-direction. The constant \( Z^{(n)} \) is taken as the inverse of the maximum value of the function \( v \) in the renormalized domain of integration

\[
Z^{(n)} = (\max v^{(n)}(x, y, t_{n+1}))^{-1}.
\]

The superscript \( n \) indicates how many renormalizations we have made up to the given time. The errors introduced in the interpolation are of third order.

We continue integrating the diffusion equation and making the renormalization each time that the major axis of the interface reaches a half of its initial value.

If the initial condition produces a self-similar focusing solution (for example if it has circular symmetry), then the numerical solution will converge to the self-similar solution (see Section 2.4 and [11]). However, here we are interested in the case where we do not have a self-similar solution. In this case the interface may become very elongated and the discretization may eventually not be enough to accurately describe the solution (see Fig. 4). In order to overcome this problem, we adjust the aspect ratio of the integration domain \( D \) to be similar to the aspect ratio of the interface. Specifically, we divide the \( y \)-dimension of the integration domain by a factor 2 when the aspect ratio of the interface increases by a factor 2. In this way we maintain a good discretization around the interface. In fact, we keep the size of the domain of integration of the order of \( L_x \sim 7x_f \) and \( L_y \sim 7y_f \). After dividing the integration domain \( M \) times, the dimensions will be

\[
D = [0, L_x] \times [0, 2^{-M} L_x],
\]

where we have \( L_x = L_y \) at the beginning of the computation.

In order to compute the exponents \( \alpha_x \) and \( \alpha_y \) for the shrinking semiaxis, we fit a power law of the form

\[
x_f(t) = A(t - T)^{\alpha_x}
\]

to three consecutive values of \( x_f \) sampled at the renormalization time (each time the major axis reduces by a half). The analogous procedure is done to compute \( \alpha_y \), where the three values of \( y_f \) are sampled at the time when the grid is divided in the \( y \)-direction (each time the aspect ratio increases by a factor 2).
2.4. Validation

1. In order to show the accuracy of this numerical computation, we compare in Table 1 the numerical similarity exponents $\alpha_x$ for the circularly symmetric solution with the exact Graveleau exponents [6], and we find a

<table>
<thead>
<tr>
<th>$m$</th>
<th>Numeric</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.90944</td>
<td>0.90898</td>
</tr>
<tr>
<td>2.0</td>
<td>0.85657</td>
<td>0.85633</td>
</tr>
<tr>
<td>2.5</td>
<td>0.82123</td>
<td>0.82145</td>
</tr>
<tr>
<td>3.0</td>
<td>0.79588</td>
<td>0.79634</td>
</tr>
<tr>
<td>3.5</td>
<td>0.77659</td>
<td>0.77724</td>
</tr>
<tr>
<td>4.0</td>
<td>0.76131</td>
<td>0.76203</td>
</tr>
</tbody>
</table>
good agreement. This comparison checks the accuracy of the renormalization procedure and the temporal integration.

2. We also computed the solutions corresponding to the Hamilton–Jacobi case $m = 1$ without circular symmetry, and we compared the numerical result with the exact solution

$$v(x, y, t) = \frac{1}{8} \left( \frac{4(|y| + t)}{4} + \sqrt{16x^2 + 8(|y| + t)} + 8(|y| + t)^2 + 1 \right).$$

In Fig. 5, we show a contour plot of this solution. This solution, the so-called “closing-eye” solution, is particularly important here, since we can use it as an initial condition, and then we can check the value of the numerical exponents and collapse time. The interfaces of this exact solution are two arcs of parabola, and the exponents of the major and minor axis are exactly $\alpha_x = \frac{1}{2}$ and $\alpha_y = 1$, respectively. The relative departure of the numerical solution from the exact solution is the cumulative error

$$\Delta = \frac{1}{v_{\text{max}}} \sqrt{\frac{1}{L_xL_y} \int |v^{(n)}(x, y, t) - v(x, y, t)|^2 \, dx \, dy},$$

where $v$ is computed with Eq. (26) and $v_{\text{max}}$ is the maximum value of the solution in $[0, L_x] \times [0, L_y]$. We compute this cumulative error with the initial condition given by Eq. (26) with $t_0 = -\frac{1}{16}, x_f = \frac{1}{4}$ and $y_f = \frac{1}{16}$. Then, we integrate numerically with 100 gridpoints and we obtain an absolute error in the focusing time $T$ of less than $10^{-6}$. The absolute error of the numerical exponents is smaller than $10^{-5}$. In Fig. 6, we show the cumulative error as a function of the number of gridpoints $N$, after four renormalizations and five regriddings (at this point, the value of $x_f$ decreased by a factor of 16, and the aspect ratio is $x_f/y_f = 64$). The slope of the points in this graph is close to $-2$, indicating that the numerical scheme has quadratic convergence.

---

1 We implemented the numerical scheme in FORTRAN language and we made the computations in an Indigo Silicon Graphics computer (R10000-195 MHz processor.)
This comparison checks the accuracy of the 2D evaluation of the $|\nabla v|^2$ term, the renormalization procedure and the dynamic regridding.

3. Numerical results

In Fig. 7, we show the contour lines of $v$ for an initial condition with elliptical interfaces of semiaxis $a = 0.22$ and $b = 0.20$ and $m = 2$. We plotted the contour lines of the initial condition, and after 2, 4, and 6 renormalizations. Here we did not regrid the $y$-direction to show the increasing elongation. We discretized the domain with $100 \times 100$ points.

In Fig. 8, we show the contour lines of $v$ for the same initial condition. We plotted the contour lines of the initial condition, and after 2, 4, and 7 renormalizations and rescaling $x$ and $y$ with the major and minor axis, respectively. Here, we apply the regridding in the $y$-direction to maintain a good description of the interface.

We investigated various initial conditions, and from this we observed that the asymptotic shape of the contour lines is qualitatively insensitive to the initial condition, provided there is symmetry with respect to the $x$- and $y$-axes and elongation. This is in agreement with the experimental results in [13]. For example, in Fig. 9, the initial condition has rectangular equispaced contour lines, and the initial interface is a rectangle of dimensions $0.22 \times 0.20$. As the aspect ratio increases, the shape of the contour lines approach those of Fig. 8. We observe the same results for circularly symmetric initial conditions perturbed with small elongations.

Moreover, for a fixed $m$, as $x_f/y_f \to \infty$, the shape of the contour lines of the asymptotic solution converge to a universal picture by rescaling the $x$-coordinate and the $y$-coordinate with $x_f$ and $y_f$, respectively. The shape of the interfaces are approximately equal to two opposing arcs of parabolas. Solutions of the porous medium equations...
Fig. 7. Contour plots of the pressure $v$ for $m = 2$ and various times approaching the focusing. The first plot is the initial condition with elliptical interfaces with an aspect ratio of 1.1. In the second, the major axis has shrunk by a factor 4, the third by a factor 16 and in the fourth by a factor 64. In this simulation we did not regrid in the $y$-direction in order to show the increase in the aspect ratio of the interface. We renormalized isotropically the $x$- and $y$-coordinates by the same factor.

We have smooth interfaces, but the numerical simulation cannot resolve the rounding of the tip because the radius of curvature is much smaller than the discretization. We conjecture that the size $R$ of this curvature radius tends to zero when rescaled with $x_f$, i.e. $R/x_f \to 0$ as $T - t \to 0$. In Fig. 10, we show the contour lines of the numerical solution for $m = 2$ and $m = 4$ for $x_f/y_f \approx 1000$.

In Fig. 11, we show the major and minor axes as a function of the time, as measured from the focusing time $T - t$. Note that our numerical procedure can describe 12 orders of magnitude on the time scale. Asymptotically, as $T - t \to 0$ the axes follow power laws on the form $x_f \sim (T - t)^{1/2}$ and $y_f \sim T - t$. The errors on the determination of these exponents are of the order of $10^{-5}$, which is the amplitude of the numerical variations of the values obtained from the computation. These power laws are the same for $1 \leq m \leq 6$.

One important question that we can formulate is the following: how fast does the hole elongate? We performed a computation to answer the more restricted question: if the initial hole has an aspect ratio of 1.1, how much does the hole have to shrink until the aspect ratio reaches 10? In Fig. 12, we plot the shrinking factor (initial major axis divided by final major axis) for an initial condition with aspect ratio = 1.1 and a final aspect ratio = 10. Note how strong the dependence on $m$ is. Qualitatively speaking, that means that for large $m$, the hole will elongate only in the very final stage of the focusing, while for small $m$, the elongation starts to be evident in the initial stages. We
conjecture that for $m \to \infty$ the shrinking factor tends to zero, indicating that the limiting hole never elongates, consistently with the Hele–Shaw limit.

4. Asymptotic approximation

We discuss here a simple approximation that gives a description which agrees very well with the numerical results presented above. Our demonstration is not rigorous, but is instead based in scaling arguments.

By using dimensional analysis, we can argue that the derivatives of $v$ in the $x$-direction scale as $v_0/xf$ and that the derivatives in the $y$-direction scale as $v_0/yf$. Since $xf \gg yf$ asymptotically, the latter derivatives are dominant. Here, $v_0$ is the typical scale of $v$ near the interface for instance, $v_0 = v(0, 2yf)$.

Thus we can use a boundary layer argument analogous to the one used in the Prandtl problem. We construct the asymptotic approximation by assuming that near the collapse, and for small distances to the focusing point, the terms of Eq. (3) that contain derivatives in the $x$-direction are negligible in comparison with the terms with derivatives in the $y$ variable:

$$
(m - 1)uv_{xx} + v_x^2 \ll (m - 1)uv_{yy} + v_y^2.
$$

(28)
Fig. 9. Contour plots of the pressure $v$ for $m = 2$ with initial rectangular equispaced contour lines as the initial condition. The first plot is the initial condition with an aspect ratio of 1.1. In the second plot, the number of renormalizations, $y$-divisions and aspect ratio are, respectively $(2, 0, 1.4)$, in the third $(4, 1, 2.17)$ and in the fourth $(7, 4, 27.7)$.

Then our approximate solution is a collection of 1D solutions $v_0(y, t)$ in the variable $y$ that satisfy

$$v_t = (m - 1) v v_{yy} + v_y^2$$

with the variable $x$ being considered as a parameter or a constant of integration in each of these 1D solutions. Let us assume that all these solutions differ only by a delay of time $t_0(x)$

$$v(x, y, t) \approx v_0(y, t - t_0(x)).$$

Here, for convenience, we are taking the focusing time to be $T = 0$ so that $t < 0$. Each portion of the interface will behave locally as a plane wave, so it is natural to choose the function $v_0$ to be the self-similar solution of two colliding plane waves that move at a constant velocity $V > 0$ towards the origin

$$v_0(y, t) = V^2 t W \left( \frac{|y|}{Vt} \right),$$

where

$$W(\eta) = \begin{cases} \eta + 1, & \eta \leq 0, \\ Q(\eta), & \eta > 0, \end{cases}$$
Fig. 10. Comparison of the contour lines of the numerical solution (lines) with the asymptotic approximation (dots), for \( m = 2 \) (above) and \( m = 4 \) (below). The aspect ratio is close to 1000 in both cases.

and where \( Q \) is the solution of the following ODE:

\[
Q - \eta Q' = (m - 1)QQ'' + Q'^2, \quad Q'(0) = 0, \quad Q'(\infty) = 1. \tag{33}
\]

In Fig. 13, we show a few members of this collection of 1D solutions for different values of \( t \). Thus, from Eqs. (30) and (31) the asymptotic approximation may be written as

\[
v(x, y, t) \approx V^2(t - t_0(x))W\left(\frac{|y|}{V(t - t_0(x))}\right). \tag{34}
\]
Fig. 11. Major (hollow points) and minor (full points) axes dimensions of the interface as a function of the time. Asymptotically, they are power laws of exponents $\approx \frac{1}{2}$ and 1 (full lines) for $m = 2$ (diamonds) and $m = 4$ (circles). Note how many orders of magnitude in the time scale we can describe with this numerical procedure.

Finally, if we assume that the time-delay function $t_0(x)$ is twice differentiable and that has a local maximum, then its expression for small values of $x$ will be

$$t_0(x) \approx -Ax^2,$$

(35)

where $A$ is a positive constant. Substituting in the previous expression for $v$, we obtain

$$v(x, y, t) \approx -tV^2(X^2 - 1)W\left(\frac{|Y|}{X^2 - 1}\right),$$

(36)

where the scaled distances $X$ and $Y$ are

$$X = \frac{x}{\sqrt{-t/A}}, \quad Y = \frac{y - Vt}{Vt}.$$  

(37)

The interface of this expression is given by $\eta = |Y|/(X^2 - 1) = -1$. Here, we are interested in the pre-focusing of the interface for $t < 0$. Thus, from Eq. (36), we can see that the solution has a universal structure.

In Fig. 10, we show the comparison between Eq. (36) and the numerical calculations of the previous section. In order to make these figures, we normalized the $x$- and $y$-dimensions with $x_f$ and $y_f$, respectively, and we divided Eq. (36) by $-tV^2$ and the numerical values by $v_s(0, y_f)$. We find that the approximation is good when the aspect ratio is of the order of 1000 or larger.
Fig. 12. Shrinking factor $x_f(t)/x_f(0)$ for which the aspect ratio goes from $x_f/y_f = 1.1$ to 10. The larger the value of $m$, the smaller the hole has to be in order to observe the asymptotic behavior.

Fig. 13. Collision of two plane waves that move towards the origin for $m = 2$. We show a few profiles of $v(y)$ before and after the collision time ($t = 0$).
5. Formal asymptotics

Here, we will consider solutions \( v \) to the porous medium pressure equation, Eq. (3), which are even in both the \( x \) and \( y \) variables

\[
v(x, y, t) = v(-x, y, t) = v(x, -y, t).
\]  

(38)

We will give a formal scaling argument which leads to the non-self-similar approximate focusing solution constructed in the previous section, and which indicates that this approximation is the appropriate local limit at the focusing time \( T \). Just before the focusing time \( T \) the interface is approximately given by

\[
|y| = T - t - x^2.
\]  

(39)

The construction presented here is not rigorous. However, starting from the formal solution presented here, it is likely that one can rigorously construct a true solution to the pressure equation, Eq. (3), whose local asymptotic focusing behavior is described by the formal solution. The construction would use techniques analogous to those of Angenent and Velazquez [4].

We introduce the self-similar variables

\[
\xi = \frac{x}{T - t}, \quad \eta = \frac{y}{T - t}, \quad \tau = -\ln(T - t),
\]  

(40)

and set

\[
v(x, y, t) = (T - t)V(\xi, \eta, \tau).
\]  

(41)

The function \( V \) satisfies the equation

\[
\frac{\partial V}{\partial \tau} + \xi \frac{\partial V}{\partial \xi} + \eta \frac{\partial V}{\partial \eta} - V = MV\Delta V + |\nabla V|^2,
\]  

where \( M = m - 1 \). This equation has plane waves

\[
V(\eta) = \lambda(\eta - \lambda)_+.
\]  

(43)

as steady states, and a colliding pair of these waves should describe an elongated focusing solution in the region where \( x, y = O(T - t) \).

To extend this representation to a larger length scale we linearize around the plane wave, after first rescaling so that \( \lambda = 1 \). Let

\[
V(\xi, \eta, \tau) = (\eta - 1)_+ + \phi(\xi, \eta, \tau).
\]  

(44)

Then \( \phi \) satisfies

\[
\frac{\partial \phi}{\partial \tau} = L(\phi) + \text{higher order terms},
\]  

(45)

where

\[
L(\phi) = M(\eta - 1)\Delta \phi - \xi \frac{\partial \phi}{\partial \xi} + (2 - \eta) \frac{\partial \phi}{\partial \eta} + \phi.
\]  

(46)

The operator \( L \) maps polynomials to polynomials and one has

\[
L(\xi^k \eta^l) = (1 - k - l)\xi^k \eta^l + \text{lower order terms}.
\]  

(47)
If one orders the basis \( \{ \xi^k \eta^l : k, l \geq 0 \} \) by degree, then the matrix of \( L \) is upper triangular with diagonal entries
\[
\lambda_{kl} = 1 - k - l. \tag{48}
\]
The \( \lambda_{kl} \) are the eigenvalues of \( L \), and each \( \lambda_{kl} \) has an eigenfunction of the form
\[
\Phi_{kl}(\xi, \zeta) = \xi^k \zeta^l + \text{lower order terms}, \tag{49}
\]
where we have replaced \( \eta \) by the variable
\[
\zeta = \eta - 1, \tag{50}
\]
which vanishes on the free boundary of the plane wave. The perturbation \( \varphi \) is given by
\[
\varphi(\xi, \eta, \tau) = \sum_{k, l \geq 0} A_{kl} e^{(1-k-l)\tau} \Phi_{kl}(\xi, \zeta), \tag{51}
\]
where the first few eigenvalues and eigenfunctions are given by
\[
\begin{align*}
\lambda_{00} &= +1, \quad \Phi_{00} = 1, \quad \lambda_{10} = 0, \quad \Phi_{10} = \xi, \quad \lambda_{01} = 0, \quad \Phi_{01} = \zeta - 1, \quad \lambda_{20} = -1, \\
\Phi_{20} &= \xi^2 - 2M\xi + M, \quad \lambda_{11} = -1, \quad \Phi_{11} = \xi\zeta - \xi, \\
\lambda_{02} &= -1, \quad \Phi_{02} = \zeta^2 - 2(M + 1)\zeta + M + 1.
\end{align*} \tag{52}
\]
If we assume that \( \varphi \to 0 \) as \( \tau \to \infty \), then \( A_{00} = A_{10} = A_{01} = 0 \). By our assumption of reflection symmetry with respect to the \( y \)-axis, all of the eigenfunctions which appear in the expansion must be even functions of \( \xi \). Therefore the expansion Eq. (51) has the form
\[
\varphi(\xi, \eta, \tau) = e^{-\tau} (A_{20} \Phi_{20} + A_{02} \Phi_{02}) + o(e^{-\tau}). \tag{53}
\]
Add this to the plane wave \((\eta - 1) = \zeta\) to get
\[
V(\xi, \eta, \tau) = B e^{-\tau} + (1 - 2 e^{-\tau})\xi + A e^{-\tau}\xi^2 + A_{02} e^{-\tau}\zeta^2 + o(e^{-\tau}), \tag{54}
\]
where \( A = A_{20} \) and \( B = MA_{20} + (M + 1)A_{02} \). We assume that arbitrary constant \( A > 0 \) is fixed. The interface for Eq. (54) is given by
\[
\eta = 1 - e^{-\tau}(B + A\xi^2) + o(e^{-\tau}). \tag{55}
\]
The form of Eq. (54) suggests that we use an anisotropic scaling with the new space variable
\[
\sigma = \xi e^{-\tau/2} = \frac{x}{\sqrt{T - t}}. \tag{56}
\]
The quantity \( V \) as a function of \( \sigma, \eta, \) and \( \tau \) satisfies
\[
\frac{\partial V}{\partial \tau} + \frac{\partial V}{\partial \eta} + \frac{\sigma}{2} \frac{\partial V}{\partial \sigma} - V = MV \frac{\partial^2 V}{\partial \eta^2} + \left( \frac{\partial V}{\partial \eta} \right)^2 + e^{-\tau/2} \left\{ MV \frac{\partial^2 V}{\partial \sigma^2} + \left( \frac{\partial V}{\partial \sigma} \right)^2 \right\}. \tag{57}
\]
We now look for a solution to Eq. (57) which matches Eq. (54) and which becomes stationary as \( \tau \to \infty \). If \( V(\sigma, \eta, \tau) \to Z(\sigma, \eta) \) as \( \tau \to \infty \), then \( Z \) must satisfy
\[
\frac{\sigma}{2} \frac{\partial Z}{\partial \sigma} = MV \frac{\partial^2 Z}{\partial \eta^2} + \left( \frac{\partial Z}{\partial \eta} \right)^2 - \eta \frac{\partial Z}{\partial \eta} + Z. \tag{58}
\]
For arbitrary $C > 0$, we regard
\[ \theta = C - \sigma^2 = 2 \int_{\sqrt{1/\sigma}}^\sigma \frac{ds}{s^3} \] (59)
as a time variable and substitute
\[ Z(\sigma, \eta) = \sigma^2 z(\theta, \eta \sigma^{-2}) \] (60)in Eq. (58) to obtain the 1D porous medium equation
\[ \frac{\partial z}{\partial \theta} = Mz \frac{\partial^2 z}{\partial \rho^2} + \left( \frac{\partial z}{\partial \rho} \right)^2 \] (61)with $\rho = \eta \sigma^{-2}$.
For $|\sigma| \leq C^{-1/2}$ with arbitrary $C > 0$,
\[ Z(\sigma, \eta) = (|\eta| - 1 + C \sigma^2)_+ \] (62)is a solution to Eq. (58). On the other hand, written as a function of the variables $\sigma$, $\eta$, and $\tau$, Eq. (54) becomes
\[ V(\sigma, \eta, \tau) = \eta - 1 + A \sigma^2 + O\{(1 + \eta^2) e^{-\tau}\}. \] (63)Thus if we choose $C = A$,
\[ V(\sigma, \eta, \tau) \rightarrow Z(\sigma, \eta) \quad \text{as} \quad \tau \rightarrow \infty. \] (64)
Observe that
\[ z(\theta, \rho) = \sigma^2 Z(\sigma, \rho \sigma^2) = (|\rho| + \theta)_+ \] (65)is the plane wave solution to Eq. (61). The Graveleau solution to Eq. (61) is a pair of converging plane waves which meet at $\theta = 0$. This solution can be continued in a self-similar way [AA2] for $\theta > 0$ in the form
\[ z(\theta, \rho) = \theta Q \left( \frac{\rho}{\theta} \right), \] (66)where $Q(\cdot)$ satisfies the ordinary differential equation
\[ Q(r) - r Q'(r) = MQ(r) Q''(r) + (Q'(r))^2. \] (67)In Appendix C, we sketch a proof that $Q$ is convex, and that
\[ \frac{Q(r)}{\sqrt{1 + r^2}} \] (68)is uniformly bounded and bounded away from zero.
The self-similar continuation of $z$ for $\theta > 0$ gives us the continuation of $Z$ for $\sigma > A^{-1/2}$
\[ Z(\sigma, \eta) = (A \sigma^2 - 1) Q \left( \frac{|\eta|}{A \sigma^2 - 1} \right). \] (69)
In the original variables the approximation \( V \sim Z(\sigma, \eta) \) implies that

\[
v(x, y, t) = (T - t)V \left( \frac{x}{\sqrt{T - t}}, \frac{y}{T - t}, -\ln(T - t) \right)
\]

\[
\sim \begin{cases} 
(|y| + Ax^2 + t - T)_+ & \text{for } |x| \leq \sqrt{\frac{T - t}{A}}, \\
(Ax^2 + t - T)Q \left( \frac{y}{Ax^2 + t - T} \right) & \text{for } |x| \geq \sqrt{\frac{T - t}{A}}.
\end{cases}
\]  

(70)

This is precisely the solution derived in the previous section. In view of the properties of \( Q \), we conclude that

\[
\frac{v(x, y, t)}{\sqrt{(Ax^2 + t - T)^2 + y^2}}
\]

is bounded both from above and below.
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**Appendix A. ENO derivatives computation**

In order to compute the \( |\nabla v|^2 \) term, we use the ENO scheme, which has been used very successfully in the numerical solution of Hamilton–Jacobi equations [23,25]. The ENO scheme is an adaptive stencil interpolation procedure which automatically obtains information from the locally smoothest region, and hence yields a uniform high essentially non-oscillatory approximation for piecewise smooth functions.

When computing the partial derivative with respect to \( x \) corresponding to \( v_{jl} \) at discrete nodes \( x_j = hj, j = 0, \pm 1, \pm 2, \ldots \), we first write the undivided differences

\[
w(j, 0) = v_{jl}, \quad w(j, k) = w(j + 1, k - 1) - w(j, k - 1), \quad k = 1, \ldots, r + 1.
\]

The ENO stencil-choosing procedure is optimally implemented by starting with \( i(j) = j \) and performing

\[
\text{if } |w(i(j), k)| > |w(i(j) - 1, k)| \text{ then } i(j) \leftarrow i(j) - 1
\]

for \( k = 2, \ldots, r \). Finally, we compute the forward and the backward derivatives

\[
\left( \frac{\partial v}{\partial x} \right)^+ = \frac{1}{h} \sum_{k=1}^r c(i(j) - j, k)w(i(j), k),
\]

\[
\left( \frac{\partial v}{\partial x} \right)^- = \frac{1}{h} \sum_{k=1}^r c(i(j) - j - 1, k)w(i(j) - 1, k),
\]

\[
\left( \frac{\partial v}{\partial x} \right)^- = \frac{1}{h} \sum_{k=1}^r c(i(j) - j, k)w(i(j) - 1, k),
\]
where
\[ c(m, k) = \frac{1}{k!} \sum_{s=m}^{m+k-1} \prod_{l=m, l\neq s}^{m+k-1} (-l). \]

The same procedure is used to compute the derivatives in the y-direction. In order to compute the upwind approximation for \( v_x^2 \), we write
\[ v_x^2 = \min\left(\left(\frac{\partial v}{\partial x}\right)^2, 0\right) + \max\left(\left(\frac{\partial v}{\partial x}\right)^2, 0\right). \]

Similar expressions are used to compute \( v_y^2 \). This is known as the Osher–Sethian monotone Hamiltonian [26,28], and it is very useful when there are discontinuities in the first derivatives, as in our case at the interface and for \( m = 1 \).

Appendix B. Stability analysis for large \( m \)

Here, we address the question of the stability of the self-similar solutions with circular symmetry for large \( m \). In [11] a linear stability analysis is performed in terms of the radii of the contour lines of the solution in the self-similar plane, \( r/(-t) = S(p, \theta, \tau) \), where \( p = v(r, \theta, t)(T-t)^\beta \) is the scaled pressure, \( \beta \) is the similarity exponent and \( \tau = -\ln(-t) \). It is shown that the stability analysis may be reduced to a system of two ordinary differential equations:
\[ np\Psi\Psi'' = np(\Psi')^2 - \beta(\Psi\Psi')^2 + \Psi\Psi' + (2\beta - 1)p\Psi(\Psi')^3, \]
\[ np\Psi^2A'' + (2\beta\Psi'\Psi^3 - \Psi^2 - 2np\Psi')^2 + 3(2\beta - 1)p(\Psi\Psi')^2A' + \{np(1 - k^2) - (\beta - \lambda)\Psi^2\}(\Psi')^2A = 0, \]
subject to the initial and growth conditions at infinity
\[ \Psi(0) = 1, \quad \Psi(p) \sim p^{\beta/(2\beta - 1)} \quad \text{for} \quad p \gg 1, \quad A(0) = 1, \quad A(p) \sim p^{(\beta - \lambda)/(2\beta - 1)} \quad \text{for} \quad p \gg 1, \]
where \( n = m - 1 \), \( ' = \frac{d}{dp} \), \( \Psi(p) = r/(-t) = S(p, \theta, \tau) \) is the radius of the contour lines in the solution with circular symmetry as a function of the scaled pressure \( p \). \( A(p) \) represents the departure of the contour lines from circularity when the circularly symmetric solution is perturbed as \( S(p, \theta, \tau) = \Psi(p) + A(p) \exp(ik\theta + \lambda\tau) \), where \( k \) is the given wave number and \( \lambda \) is an eigenvalue whose sign determines the stability (when \( \lambda > 0 \), the solution is unstable), and its value must be determined numerically.

For \( k = 2 \), the effect of the perturbation is to elongate the shape of the hole. The stability analysis described in [11] was carried out only for a limited range of \( m \)-values. Here, we shall extend the analysis to much larger values of \( m \). In particular, we find that for \( k = 2 \) the circularly symmetric self-similar solutions are unstable for \( m \) as large as \( 10^{12} \).

1. Numerical integration of the ODEs: In order to integrate Eqs. (B.1) and (B.2), we use a Runge–Kutta scheme of order 4 with adaptive step-size control (also known as Runge–Kutta 4–5, described in detail in [27]) which allows to achieve a predetermined accuracy in the numerical solution. We set a relative tolerance of \( 10^{-12} \) and we implement the integration with quadruple precision (real * 16 FORTRAN variables).
2. Initial condition at $p = 0$: Numerically, we cannot start integrating at $p = 0$ because both equations are degenerate there. Thus, we start at $p = 10^{-20}$, and we compute the initial values of $\Psi$ and $A$ with a second order Taylor expansion of the solutions, which are given by

$$
\Psi(p) \approx 1 + \frac{1}{\beta} p + \frac{\beta(1 + n) - 1}{2(1 + n)\beta^3} p^2,
$$

$$
A(p) \approx 1 + \frac{\lambda - \beta}{\beta^2} p + \frac{(\lambda - 3)\lambda + \beta^2(n(k^2 - 3) - 3) + \beta(3 + 2\lambda(1 + n))}{2(1 + n)\beta^4} p^2.
$$

3. Bracketing of the eigenvalue $\beta$: According to Eq. (B.3), the function $\Psi(p)$ must grow algebraically for large $p$. However, if we have the wrong value of the eigenvalue $\beta$, $\Psi$ will either diverge or go to zero. In order to find the eigenvalue, we start integrating with a guess value of $\beta = \frac{1}{2}$ and an increment $\Delta \beta = \frac{1}{4}$, and if $\Psi \to \infty$, we set $\beta = \beta - \Delta \beta$ and when $\Psi \to 0$, we set $\beta = \beta + \Delta \beta$. Then we divide the value of $\Delta \beta$ by a half. Iterating this procedure yields increasingly better approximations for the eigenvalue $\beta$. The algorithm converges typically after 60 cycles. We checked the accuracy of this computation by comparing with the values obtained by Doedel [14] using AUTO. We also compared the values with an asymptotic approximation for $\beta$ derived by Hulshof [18].

4. Bracketing of the eigenvalue $\lambda$: Once the solution $\Psi$ is computed, we apply a similar iterative scheme to find $\lambda$. According to the analysis presented in [11] $A(p)$ may grow either algebraically or exponentially. We can detect this numerically using Eq. (B.3) as an estimate for $p > 1$ (if $\lambda$ is larger than the eigenvalue, $A(p)$ will be orders of magnitude larger than the estimate, and if $\lambda$ is smaller, we obtain negative values with absolute values of orders of magnitude larger than the estimate). Then iterate to bracket the value of $\lambda$.

![Fig. 14. Eigenvalues of $\lambda$ as a function of the nonlinearity exponent $m$. The positive values mean that the mode $k = 2$ is unstable in this interval.](image-url)
With this method we reproduced the results reported in [11] for $m \leq 2$. In Fig. 14, we show the values obtained for $\lambda$ as a function of $m - 1$. The values are all positive indicating that the solution is unstable respect to elongations on the initial shape of the hole.

Appendix C. Properties of $Q$

In this appendix, we sketch proofs of the properties of the function $Q$ cited in Section 5. $Q$ is a convex function. Formally, we differentiate Eq. (61) twice with respect to $\rho$ to get

$$\frac{\partial w}{\partial \theta} = Mz \frac{\partial^2 w}{\partial \rho^2} + (2M + 2) \frac{\partial z}{\partial \rho} \frac{\partial w}{\partial \rho} + (M + 2)w^2,$$

where $w = \partial^2 z/\partial \rho^2$. For $\theta = 0$, we have $z = |\rho|$ so that $w = 0$. The maximum principle then gives us $w > 0$ for $\theta > 0$. More precisely, $z$ is obtained as the limit as $\varepsilon \searrow 0$ of the solution $z^\varepsilon$ to Eq. (61) with initial value $z^\varepsilon(\rho) = \sqrt{\varepsilon^2 + \rho^2}$. The solution $z^\varepsilon(\rho, \theta)$ is smooth since it is everywhere positive. Thus one can apply the above reasoning to $z^\varepsilon$ instead of $z$, and conclude that the $z^\varepsilon$ are all strictly convex. The convexity of $z$ follows by letting $\varepsilon \searrow 0$.

Behavior for large $r$.

$$Q(r) = r + 1 + O(e^{-\delta r})$$

for some constant $\delta > 0$. This expansion can be differentiated any number of times with respect to $r$.

$z(\theta, \rho) = \theta Q(\rho/\theta)$ is a solution to Eq. (61). Near $\rho = 1$ it is strictly positive so that Eq. (61) is non-degenerate. The initial values of $z$ for $\rho > 0$ are $z(\rho, 0) = \rho$, and a solution to Eq. (61) with these initial values is $z^*(\theta, \rho) = \rho + \theta$. Near $\rho = 1$ for small $\theta \geq 0$ the difference $w = z - z^*$ is then the solution to the linear parabolic equation

$$\frac{\partial w}{\partial t} = Mz w_{\rho\rho} + \left( \frac{\partial z}{\partial \rho} + 1 \right) \frac{\partial w}{\partial \rho},$$

with initial data $w(\rho, 0) = 0$. For $\rho$ close to 1 and $\theta$ close to 0, both $z$ and $\partial z/\partial \rho$ are close to their initial values so that the coefficients in Eq. (C.2) are bounded. In a domain $[1 - \nu, 1 + \nu] \times [0, \theta_0]$ the solution to the boundary initial value problem for Eq. (C.2) is given by integrals over the lateral sides of the domain involving $w$ and the Green function. If $\theta_0$ is sufficiently small, then we can conclude from standard properties of the Green function that $w(1, \theta) = O(e^{-\delta \theta})$ for some constant $\delta > 0$. This asymptotic expansion can be differentiated infinitely often. To get the expression for $Q$ we set $r = 1/\theta$ and write

$$Q(r) = 1/\theta z(\theta, 1) = \frac{1}{\theta} \left[ z^*(\theta, 1) - z(\theta, 1) \right] = 1 + r + O(e^{-\delta r}).$$

As a consequence we can derive Eq. (68).
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