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Abstract. We present a new, adaptive boundary integral method to simulate solid tumor growth in 3-d. We use a reformulation of a classical model that accounts for cell-proliferation, apoptosis, cell-to-cell and cell-to matrix adhesion. The 3-d method relies on accurate discretizations of singular surface integrals, a spatial rescaling and the use of an adaptive surface mesh. The discretized boundary integral equations are solved iteratively using GMRES and a discretized version of the Dirichlet-Neumann map, formulated in terms of a vector potential, is used to determine the normal velocity of the tumor surface. Explicit time stepping is used to update the tumor surface. We present simulations of the nonlinear evolution of growing tumors. At early times, good agreement is obtained between the results of a linear stability analysis and nonlinear simulations. At later times, linear theory is found to overpredict the growth of perturbations. Nonlinearity results in mode creation and interaction that leads to the formation of dimples and the tumor surface buckles inwards. The morphologic instability allows the tumor to increase its surface area, relative to its volume, thereby allowing the cells in the tumor bulk greater access to nutrient. This in turn allows the tumor to overcome the diffusional limitations on growth and to grow to larger sizes than would be possible if the tumor were spherical. Consequently, instability provides a means for avascular tumor invasion.

1. Introduction. The uncontrolled growth of abnormal cells often results in cancer. Cancer is an enormous societal problem. For example, cancer is newly diagnosed at a rate of every thirty seconds in the United States and is currently the second leading cause of death for adults (after heart disease). In the past thirty-five years, tremendous resources have been spent in understanding and identifying the root causes of cancer and to develop effective treatment strategies. While much progress has been made—roughly 2/3 of people diagnosed with cancer typically live for more than five years—there is much more work to be done to prevent, treat and control or eliminate this complex disease.

In the past several years, the body of research on mathematical models of cancer growth has increased dramatically. See for example the review papers [1, 5, 12, 47, 50, 51]. Most models fall into two categories: discrete cell-based models and continuum models. In discrete modeling, individual cells are tracked and updated according to a specific set of biophysical rules. Examples include cellular automaton modeling (e.g., see [2, 3, 27, 38]), and agent-based models (e.g., [9, 37, 44, 45, 52]). These approaches are particularly useful for studying carcinogenesis, natural selection, genetic instability, and interactions of individual cells with each other and the microenvironment. On the other hand, these methods can be difficult to study analytically, and the computational cost increases rapidly with the number of cells modeled.

In larger-scale systems where the cancer cell population is on the order of 1,000,-000 or more, continuum methods provide a good modeling alternative. The governing equations are typically of reaction-diffusion type. Early work (e.g., [14, 15, 33]), used ordinary differential equations to model cancer as a homogeneous population, as well as partial differential equation models restricted to spherical tumor growth geometries. Linear and weakly nonlinear analysis have been performed to assess the stability of spherical tumors to asymmetric perturbations (e.g., [1, 5, 11, 16]) as a means to characterize the degree of aggression. Reaction-diffusion equations have been successfully used to model brain tumors (e.g. glioma, see [36, 39, 51]). Further, various interactions of the tumor with the microenvironment, such as stress-induced limitations of tumor growth, as well as the effects of acidosis, have also been studied.
Most of the previous modeling has considered single-phase tumors. Recently, multiphase mixture models have been developed to account for heterogeneities in cell-type and in the mechanical response of the cellular and liquid tumor phases (e.g., \[7, 8, 17, 18, 28\]).

Very recently, nonlinear modeling has been performed to study the effects of shape instabilities on avascular, vascular and angiogenic solid tumor growth. Cristini et al. \[26\] performed the first fully nonlinear simulations of a continuum model of avascular and vascularized tumor growth in 2-d that accounts for cell-to-cell and cell-to-matrix adhesion. Using a boundary integral method, Cristini et al. found that instability provides a mechanism for tumor invasion that does not require an external nutrient source such as would occur from a developing neovasculature during angiogenesis. Zheng et al. \[54\] extended this model to include angiogenesis using a discrete/continuum hybrid model which was originally developed by Anderson et al. \[4\] and investigated the nonlinear coupling between growth and angiogenesis in 2-d using finite element/level-set method. Recently, Hogea et al. \[34\] have also begun investigating tumor growth and angiogenesis using a level set method coupled with a continuous model of angiogenesis.

Using the model developed by Zheng et al., Cristini et al. \[22\] and Frieboes et al. \[29\] examined the competition between heterogeneous cell proliferation, caused by spatial diffusion gradients, and stabilizing mechanical forces, e.g. cell-to-cell and cell-to-matrix adhesion. In particular, it is shown that microenvironmental substrate gradients may drive morphologic instability with separation of cell clusters from the tumor edge and infiltration into surrounding normal tissue. Local regions of hypoxia are observed to increase the instability. Macklin and Lowengrub \[41, 42, 43\] developed a highly accurate level-set/ghost fluid method to further investigate the long-time dynamics and the effect of microenvironmental inhomogeneities on tumor growth in 2-d.

In spite of this recent progress, theory and simulation lag far behind experiments especially in predicting 3-d growth as most numerical methods are 2-d. The work presented in this paper is a step towards closing the gap. Here, we focus on extension to 3-d of the continuum model investigated most recently by Cristini et al. \[26\] in 2D. In particular, we develop a new, adaptive boundary integral method to simulate solid tumor growth in 3-d.

The 3-d problem is considerably more difficult owing to the singularities of the integrals and the 3-d surface geometry. The numerical method relies on accurate discretizations of singular surface integrals, a spatial rescaling and the use of an adaptive surface mesh originally developed by Cristini et al. \[21\]. The discretized boundary integral equations are solved iteratively using GMRES and a discretized version of the Dirichlet-Neumann map is used to determine the normal velocity of the tumor surface. Here, a version of the Dirichlet-Neumann map is used that relies on a vector potential formulation rather than a more standard double-layer potential. The vector potential has the advantage that singularity subtraction can be used to increase the order of accuracy of the numerical quadrature. Explicit time stepping is used to update the tumor surface.

We present simulations of the nonlinear evolution of growing tumors under conditions for which instability is predicted by linear theory. At early times, good agreement is obtained between the linear and nonlinear results. At later times, linear theory is found to overpredict the growth of perturbations. Nonlinearity results in mode creation and interaction that leads to the formation of dimples and the
surface buckles inwards. The morphologic instability allows the tumor to increase its surface area, relative to its volume, thereby allowing the cells in the tumor bulk greater access to nutrient. This is consistent with 2-d observations and allows the tumor to overcome the diffusional limitations on growth and to grow to larger sizes than would be possible if the tumor were spherical. Consequently, as in 2-d, this provides a means for avascular tumor invasion.

Although the mathematical tumor model considered here is highly simplified, this work provides a benchmark to assess the effects of additional biophysical processes not considered here such as necrosis, multiple tumor cell types, tissue stress, angiogenesis and a developing neovasculature as well as other microenvironmental features and inhomogeneities. In addition, the boundary integral results presented here serve as a benchmark for validating other numerical methods, e.g. level-set, mixture models, that are capable of simulating more complex biophysical processes.

In section 2, we present the model and the linear stability analysis in three dimensions. In section 3 we present a new boundary integral formulation and its implementation on an adaptive computational mesh. The nonlinear simulations and comparisons to theory are given in Section 4. We conclude this paper in Section 5 with a summary and a brief description of future work.

2. Problem formulation and linear analysis.

2.1. Formulation. We take $\Omega(t)$ to be the tumor domain, $\Sigma$ to be the boundary between the tumor tissue and the host tissue, $\mathbf{n}$ to be the unit outward normal vector to $\Sigma$ and $\mathbf{x}$ to be the position in space. See Fig. 1. We let $\sigma$ denote the composition of a vital nutrient (e.g., oxygen or glucose). Since the rate of diffusion of oxygen (or glucose) is much faster (e.g. $\sim 1$ minute$^{-1}$) than the rate of cell-proliferation (e.g., $\sim 1$ day$^{-1}$), we may regard the nutrient to be in a steady-state for a given tumor morphology (e.g., [13, 26, 30, 33]). This gives:

$$0 = D\nabla^2 \sigma + \Gamma,$$

where $\Gamma$ is the rate at which nutrient is added to $\Omega$ and is given by:

$$\Gamma = -\lambda_B (\sigma - \sigma_B) - \lambda \sigma,$$

where $\lambda_B$ is the blood-tissue transfer rate of nutrient, $\sigma_B$ is the concentration of nutrient in the blood, and $\lambda \sigma$ is the rate of consumption of nutrient by the tumor cells.

Following [13, 26, 30, 33] and others, we next assume that in the proliferating tumor domain, the cell-density is constant. Therefore, mass changes correspond to volume changes. Defining $\mathbf{u}$ to be the cell-velocity, the local rate of volume change $\nabla \cdot \mathbf{u}$ is given by:

$$\nabla \cdot \mathbf{u} = \lambda_p,$$

where $\lambda_p$ is the cell-proliferation rate and $\lambda_p$ is given by:

$$\lambda_p = b \sigma - \lambda_A,$$

where $\lambda_A$ is the rate of apoptosis, and $b$ is a measure of mitosis.

To determine the cell velocity, we use Darcy’s law as the constitutive assumption (e.g., [13, 26, 30, 32]):

$$\mathbf{u} = -\mu \nabla P,$$

where $P$ is the oncotic (solid) pressure and $\mu$ is a mobility that reflects the combined effects of cell-cell and cell-matrix adhesion.
On the tumor interface $\Sigma$, the boundary conditions are as follows:

\[
\begin{align*}
(\sigma)_{\Sigma} &= \sigma^\infty, \\
(P)_{\Sigma} &= \gamma \kappa, \\
\end{align*}
\]

where the pressure boundary condition (7) reflects the influence of cell-cell adhesion through the parameter $\gamma$, and $\kappa$ is the local total curvature. For simplicity, here we assume $\sigma^\infty$ is constant so that outside the tumor, the nutrient is uniform. Nutrient inhomogeneity in the tumor microenvironment in 2-d has been considered in [22, 29, 42, 43, 54]. We will consider inhomogeneity in 3-d in a future work.

The normal velocity $V = n \cdot (u)_{\Sigma}$ of the tumor boundary is

\[
V = -\mu n \cdot (\nabla P)_{\Sigma}. 
\]

Following [13, 26, 30, 32] and others, we assume that $\lambda, \lambda_B, \sigma_B, b$ are uniform. Following [26], we denote $\lambda_M = b \sigma^\infty$ to be the characteristic mitosis rate, $\lambda_R = \mu r L_D^{-1}$ to be the intrinsic relaxation time scale, and $B = \sigma_B \lambda_B / \sigma^\infty (\lambda_B + \lambda)$ to be a measure of the extent of vascularization. Introducing the nondimensional length scale $L_D = D^{1/2} (\lambda_B + \lambda)^{-1/2}$, time scale $\lambda_R^{-1}$ and then define a modified concentration $\Gamma$ and pressure $\bar{p}$ by [26]:

\[
\begin{align*}
\sigma &= \sigma^\infty (1 - (1 - B)(1 - \Gamma)), \\
P &= \frac{\gamma}{L_D} (\bar{p} + (1 - \Gamma) G + A G \frac{(x \cdot x)}{6}), \\
\end{align*}
\]

where $G$ and $A$ measure the relative strength of cell-cell and cell-matrix adhesion and apoptosis respectively:

\[
\begin{align*}
G &= \frac{\lambda_M}{\lambda_R} (1 - B), \\
A &= \frac{\lambda_A / \lambda_M - B}{1 - B}. \\
\end{align*}
\]

Next, dropping all the bars, we obtain the nondimensional equations for $\Gamma$ and $p$:

\[
\begin{align*}
\nabla^2 \Gamma - \Gamma &= 0, \\
\nabla^2 p &= 0, \\
\end{align*}
\]

with boundary conditions:

\[
\begin{align*}
(\Gamma)_{\Sigma} &= 1, \\
(p)_{\Sigma} &= \kappa - AG \frac{\frac{(x \cdot x)}{6}}{6}. \\
\end{align*}
\]

Finally, the tumor surface is evolved using the normal velocity

\[
V = -n \cdot (\nabla p)_{\Sigma} + G n \cdot (\nabla \Gamma)_{\Sigma} - AG \frac{n \cdot (x)_{\Sigma}}{3}. 
\]

2.2. Linear Analysis. A growing or shrinking spherical tumor is an exact solution of Eqns. (11)-(16). In [26], Cristini et. al. analyzed the linear stability of perturbed spherical tumors. Here, for completeness we summarize their results.

We consider a perturbation of the spherical tumor interface $\Sigma$:

\[
r(\theta, \phi, t) = R(t) + \delta(t) Y_{l,m}(\theta, \phi),
\]

where $R(t)$ and $\delta(t)$ are functions to be determined.
where $r$ is the radius of the perturbed sphere, $R$ is the radius of the underlying sphere, $\delta$ is the dimensionless perturbation size and $Y_{l,m}$ is a spherical harmonic, $l$ and $\theta$ are the polar wavenumber and angle, and $m$ and $\phi$ are the azimuthal wavenumber and angle.

It can be shown that the evolution equation for the tumor radius $R$ is given by [26]:

$$\frac{dR}{dt} = V = -AG\frac{R}{3} + G\left(\frac{1}{\tanh(R)} - \frac{1}{R}\right)$$  \hspace{1cm} (18)

and the equation for the shape perturbation $\delta/R$ is given by [26]:

$$\left(\frac{\delta}{R}\right)^{-1}\frac{d(\delta/R)}{dt} = \left(\frac{1}{G} - \frac{l(l+2)(l-1)}{R^3}\right) + \frac{\frac{1}{R\tanh(R)} - \frac{1}{R}}{lAG}$$  \hspace{1cm} (19)

where $I_{l+\frac{3}{2}}(R)$ and $I_{l+\frac{1}{2}}(R)$ are the modified Bessel functions of the first kind. In [26], this formula was incorrectly stated as the 4th term on the right-hand-side was omitted. A complete derivation and description is given in [40] and [23].

At the level of linear theory, perturbations consisting of different spherical harmonics are superpositions of the above solutions. Observe that the shape perturbation depends on $l$ but not on $m$.

Fig. 2(a) shows the rescaled rate of growth $V/G$ as a function of rescaled tumor radius $R$ for radially symmetric tumor growth. For given $A$, evolution from initial condition $R(0) = R_0$ occurs along the corresponding curve. Fig. 2(b) characterizes the stability region by keeping $G$ constant and varying $A$ as a function of the unperturbed radius $R$. By setting $\frac{d(\delta/R)}{dt} = 0$ identically in Eqn. (19), we obtain

$$A_c = \frac{3(l-1)(l+2)}{GR^3} + \frac{3}{7} + \frac{1}{lAG}\left(\frac{1}{\tanh(R)} - \frac{1}{R}\right)$$  \hspace{1cm} (20)

where $A_c$ is the critical value which divides the plot into regions of stable growth (region $A < A_c$ (i.e. below the curve) for $G > 0$ and the region $A > A_c$ for $G < 0$) and regions of unstable growth (region $A > A_c$ for $G > 0$ and the region $A < A_c$ for $G < 0$) of a given mode $l$.

It can be shown that, the limiting behavior of $A_c$ as $l \to \infty$ is given by:

$$A_c \to \frac{3(l-1)(l+2)}{GR^3}.$$  \hspace{1cm} (21)

As described in [26], three growth regimes are identified via the parameters $A$ and $G$. These are given as follows.

**Low vascularization:** $G \geq 0$ and $A > 0$. In this regime, evolution is monotonic and always leads to a stationary state $R_\infty$. We note that $R_\infty > 0$ only if $0 < A < 1$, i.e., if $A \geq 1$, then $R_\infty = 0$. Unstable growth may occur and is possible only in this regime. Instability arises because growth is limited by diffusion of nutrient (e.g., Diffusional instability). This is analogous to the Mullins-Sekerka diffusional instability that occurs in crystal growth [24, 25, 46].

**Moderate vascularization:** $G \geq 0$ and $A \leq 0$. Unbounded growth occurs from any initial radius $R_0 > 0$. The growth tends to become exponential in time for $A < 0$.
and to linear for \( A = 0 \). During unbounded growth, \( AG \leq 0 \) and perturbations decay to zero since \( (\delta/R)^{-1}d(\delta/R)/dt \rightarrow IAG/3 < 0 \) for \( R \rightarrow \infty \).

**High vascularization:** \( G < 0 \). For \( A > 0 \), depending on the initial radius, the evolution may lead to stationary state \( R_{\infty} = 0 \) or unbounded growth which is always stable as \( R \rightarrow \infty \). For \( A < 0 \), the evolution tends always to the only stationary solution \( R_{\infty} = 0 \), unstable shrinkage may occur in this regime.

In what follows, we will focus on the low vascularization regime. More specifically, we will study unstable growth in this regime.

3. **Numerical Method.**

3.1. **Boundary Integral Formulation.** From potential theory, the nondimensional nutrient concentration \( \Gamma \) can be expressed using a single-layer potential \( \mu [53] \):

\[
\Gamma(x) = \frac{1}{4\pi} \int_{\Sigma} \mu(x') e^{-|x'-x|/|x'|} d\Sigma(x') \quad (22)
\]

Taking the limit of Eqn. (22) as \( x \) approaches the interface along with the boundary condition for \( \Gamma \) from Eqn. (22) gives a first-kind Fredholm integral equation for \( \mu \):

\[
1 = \frac{1}{4\pi} \int_{\Sigma} \mu(x') e^{-|x'-x|/|x'|} d\Sigma(x') \quad (23)
\]

The normal derivative of \( \Gamma \) can be computed via the Dirichlet-Neumann map [20]:

\[
\frac{\partial \Gamma}{\partial n}(x) = \frac{1}{4\pi} \oint_{\Sigma} \mu(x') e^{-|x'-x|/|x'|} \left( \frac{|x'-x|}{|x'|} + 1 \right) (x' - x) \cdot n(x') d\Sigma(x') + \frac{\mu(x)}{2}, \quad (24)
\]

where \( \oint \) denotes the principal-valued integral.

For the computation of the modified pressure \( p \), we first represent \( p \) using a double-layer potential \( \nu [53] \):

\[
p(x) = \frac{1}{4\pi} \oint_{\Sigma} \nu(x') \frac{(x' - x) \cdot n(x')}{|x'-x|^3} d\Sigma(x') \quad (25)
\]

Then making use of the following identity for a closed surface \( \Sigma \):

\[
\frac{1}{4\pi} \oint_{\Sigma} \left( \frac{x' - x}{|x'-x|^3} \right) d\Sigma(x') = \frac{1}{2}, \quad (26)
\]

we recast Eqns. (12) and (15) for \( p \) in terms of the second-kind Fredholm integral equation for \( \nu [53] \):

\[
k - \frac{AG}{6} |x|^2 = \nu(x) + \frac{1}{4\pi} \oint_{\Sigma} (\nu(x') - \nu(x)) \frac{(x' - x) \cdot n(x')}{|x'-x|^3} d\Sigma(x'), \quad (27)
\]

note that the singularity in the integrand is now integrable.

The normal derivative of \( p \) is computed by representing the solenoidal vector field \( \nabla p \) in terms of a vector potential \( A \) (e.g., [35]):

\[
\nabla p = \nabla \times A \quad (28)
\]

It can be shown that \( A \) is given by:

\[
A(x) = \frac{1}{4\pi} \oint_{\Sigma} \nu(x') \frac{(x' - x) \times n(x')}{|x'-x|^3} d\Sigma(x') \quad (29)
\]
One advantage of using vector potential formulation is that the following identity holds

\[
\frac{1}{4\pi} \int_{\Sigma} \frac{(x' - x) \times n^i(x')}{|x' - x|^3} d\Sigma(x') = 0.
\]  

(30)

This can be used to reduce the order of the singularity in the integrand in the vector potential via singularity subtraction. The vector potential can thus be calculated by:

\[
A(x) = \frac{1}{4\pi} \int_{\Sigma} (\nu(x') - \nu(x)) \frac{(x' - x) \times n^i(x')}{|x' - x|^3} d\Sigma(x'),
\]  

(31)

where the integrand is now integrable. The normal derivative of pressure is then calculated in terms of \(A\) by:

\[
\frac{\partial p}{\partial n} = n^i \cdot (\nabla \times A),
\]  

(32)

which is a form of the Dirichlet-Neumann map for Laplace’s equation.

3.2. Spatial Rescaling. In order to enhance the accuracy of the numerical method, we found it useful to rescale the dimensionless formulation in space by introducing a time-dependent growth factor \(S(t)\) that transforms the position \(x\) according to

\[
x = S(t)\bar{x},
\]  

(33)

such that the tumor volume in the new spatial variable \(\bar{x}\) is time-independent. The domain \(\Omega\) and interface \(\Sigma\) accordingly are transformed by a multiplicative factor of \(S(t)\) to \(\bar{\Omega}\) and \(\bar{\Sigma}\) respectively.

Letting \(\bar{p}(\bar{x}) = p(x(\bar{x}))\), \(\bar{\Gamma}(\bar{x}) = \Gamma(x(\bar{x}))\), and using analogous notation for the other variables, the rescaled equations are as follows

\[
0 = \bar{\nabla}^2 \bar{\Gamma} - S^2 \bar{\Gamma},
\]  

(34)

\[
0 = \bar{\nabla}^2 \bar{p},
\]  

(35)

with boundary conditions

\[
(\bar{\Gamma})_{\bar{\Sigma}} = 1,
\]  

(36)

\[
(\bar{p})_{\bar{\Sigma}} = \frac{\hat{\kappa}}{S} - \frac{AG}{6} S^2 |\bar{x}|^2,
\]  

(37)

where \(S^2 \nabla^2 = \bar{\nabla}^2\), and \(S\kappa = \hat{\kappa}\).

The normal velocity is computed by

\[
\bar{V} = -\frac{S'}{S} (\bar{x} \cdot \bar{n})_{\bar{\Sigma}} + \frac{1}{S^2} \left( G \frac{\partial \bar{\Gamma}}{\partial \bar{n}} - \frac{\partial \bar{p}}{\partial \bar{n}} \right)_{\bar{\Sigma}} - \frac{AG}{3} (\bar{x} \cdot \bar{n})_{\bar{\Sigma}}.
\]  

(38)

Since the scale factor \(S(t)\) is chosen such that the tumor volume in the rescaled coordinate does not change in time, we have

\[
\int_{\bar{\Sigma}} \bar{V} d\Sigma = 0.
\]  

(39)

From (39) and (38), a calculation shows that \(S(t)\) satisfies the following differential equation:

\[
3S'(t) = \frac{G}{S(t)|\bar{\Omega}|} \int_{\bar{\Sigma}} \frac{\partial \bar{\Gamma}}{\partial \bar{n}} d\Sigma - AGS(t).
\]  

(40)
Next, we drop all the tildes and assume in the remainder of the paper that all the variables are scaled. The boundary integral equations for the nutrient concentration and pressure are then:

\[
1 = \frac{1}{4\pi} \int_{\Gamma} \nu(x') \frac{|s|}{|x' - x|} d\Sigma(x'),
\]

\[
\kappa - \frac{AG}{S} S^2 |x|^2 = \nu(x) + \frac{1}{4\pi} \int_{\Sigma} (\nu(x') - \nu(x)) \frac{(x' - x) \cdot n(x')}{|x' - x|^3} d\Sigma(x').
\]

The normal derivative of \(\Gamma\) and \(p\) can be calculated analogously using Eqns. (24) and (32).

3.3. Numerical Implementation. We briefly describe the procedure to evolve the tumor surface \(\Sigma\) in time. Initially, the tumor surface \(\Sigma(0)\) is given. The surface is then discretized into a mesh of flat triangles and the scaling factor \(S(0)\) is set to be the initial effective tumor radius making the scaled interface have effective radius equal to 1. The effective radius is defined to be the radius of a sphere enclosing the same volume. The following steps are implemented: (1) calculate the scaling factor \(S(t)\) from Eqn. (40); (2) compute \(\nu\) by solving Eqn. (42) iteratively using the Generalized Minimum Residual (GMRES) method [49]; (3) compute the vector potential \(A\) using Eqn. (31); (4) compute \(\partial p/\partial n = (\nabla \times A) \cdot n\); (5) Solve Eqn. (41) for \(\mu\) using GMRES; (6) compute \(\partial \Gamma/\partial n\) using Eqn. (24); (7) assemble the normal velocity \(V\) from steps (4) and (6); (8) evolve the tumor surface using \(V = n \cdot (dx/dt)\) by an explicit 2\(^{nd}\) order Runge-Kutta time stepping method; (9) remesh the surface according to the criteria discussed below, and finally repeat the entire process starting from step (1).

3.3.1. The Pressure Boundary Integral Equation. As mentioned above, the discretized form of Eqn. (42) is solved using GMRES. Due to the singularity of the integrand, the discretization of the integrand must be done with care to achieve accurate results. To discretize the integral, we divide the triangulation of \(\Sigma\) into non-singular and singular triangles. The singular triangles have a vertex that corresponds to the evaluation point \(x\). The integration over the non-singular triangles is performed using the Trapezoidal rule. Integration over the singular triangles is performed using a different quadrature rule that is capable of handling the singular integrand. Suppose \(\Delta\) is a singular triangle with vertices \(x_1, x_2\) and \(x_3\). Let \(x'\) be an interior point of \(\Delta\), then we can write

\[
x' = x_1 + s(x_2 - x_1) + t(x_3 - x_1) = x_1 + sx_{21} + tx_{31},
\]

where \(x_{21} = x_2 - x_1\) (likewise for \(x_{31}\)), and \((s, t)\) belongs to the standard right triangle in the \(xy\)-plane with vertices \((0, 0), (1, 0),\) and \((0, 1)\). The values of \(\nu\) and \(n\) can be linearly interpolated into the interior of \(\Delta\) by

\[
\nu(s, t) = \nu_1 + s\nu_{21} + t\nu_{31}, \quad n(s, t) = n_1 + sn_{21} + tn_{31}.
\]

We then apply Duffy’s transformation [10]:

\[
s = (1 - \eta) \xi, \quad t = \eta \xi,
\]

and transform the integral (42) over \(\Delta\) to

\[
\frac{\text{Area}(\Delta)}{2\pi} \int_0^1 \int_0^1 (\nu_{21} + \eta\nu_{32}) \left(\frac{(x_{21} + \eta x_{32}) \cdot (n_1 + \xi(n_{21} + \eta n_{32}))}{|x_{21} + \eta x_{32}|^3 \cdot |n_1 + \xi(n_{21} + \eta n_{32})|}\right) d\eta d\xi.
\]
The integrand is non-singular and we can apply the Trapezoidal rule to perform the integration.

3.3.2. The Nutrient Boundary Integral Equation. Before describing the discretization, we first present a reformulation of the equation that will prove to be useful later when we calculate \(\partial \Gamma / \partial n\).

We define a new nutrient concentration \(\bar{\Gamma}\) such that

\[
\bar{\Gamma} = \Gamma - \Gamma^{\text{sph}},
\]

where \(\Gamma^{\text{sph}}\) is the solution to Eqns. (34), (36) on a sphere. Note that

\[
\Gamma^{\text{sph}} = \frac{S}{\sinh(S)} \frac{\sinh(Sr)}{Sr}.
\]

We then reformulate the boundary integral equation (41) for a single layer potential \(\bar{\mu}\) satisfying

\[
1 - \Gamma^{\text{sph}} = \frac{1}{4\pi} \int_{\Sigma} \bar{\mu}(\mathbf{x}') \frac{e^{-S|\mathbf{x}' - \mathbf{x}|}}{|\mathbf{x}' - \mathbf{x}|} d\Sigma(\mathbf{x}').
\]

When the shape of the tumor is close to a sphere, \(\bar{\mu} \approx 0\). It turns out that even when \(\Omega\) is non-spherical, \(\Gamma^{\text{sph}}\) contains the dominant part of the solution and \(\bar{\mu}\) remains fairly small.

To evaluate the integrand in Eqn. (49), care must be taken because of the (integrable) singularity of the integrand and the fact that as \(S\) increases, the kernel is more localized. We develop a scheme to evaluate the integral by first dividing the discretized tumor surface into three regions: (i) a singular region which contains all triangles with the evaluation point \(\mathbf{x}\) as a vertex; (ii) a quasi-singular region which is the collection of triangles whose center is some distance \(d\) from \(\mathbf{x}\); and (iii) a non-singular region which contains all other triangles. The quasi-singular region is the set

\[
\left\{ \Delta \left| \frac{e^{-Sd}}{d} > \epsilon \right. \right. \text{ where } d = \text{dist}(\Delta, \mathbf{x}) \right\},
\]

where \(\epsilon\) is a user-defined tolerance, \(\Delta\) is the center of the triangle \(\Delta\) and \(\mathbf{x}\) is the evaluation point. In the non-singular region, we use the Trapezoidal rule to perform the integration. For a triangle \(\Delta\) in the quasi-singular region, we transform the triangle \(\Delta\) to the standard right triangle as in the previous subsection, and the value of the function \(\bar{\mu}\) is linearly interpolated into the interior of \(\Delta\). Then the integral is evaluated accurately using the seven-point Gaussian quadrature rule. Here, Gaussian quadrature is used instead of the Trapezoidal rule to more accurately resolve the exponential term in the integrand. For the singular contribution, Duffy’s transformation is used to map the standard right triangle to a unit square. The square is then split into two non-intersecting triangles and the integral is discretized using the seven-point Gaussian quadrature rule on each triangle. Finally, GMRES is used to solve Eqn. (49) iteratively. We note that although Eqn. (49) is a first-kind Fredholm integral equation and hence is subject to numerical instability, we are nevertheless able to obtain accurate solutions because the right hand side is known analytically. Consequently, there is little error from the right hand side that can be amplified.
3.3.3. The normal derivatives. The normal derivative \( \partial \Gamma / \partial \mathbf{n} \) can be calculated as

\[
\frac{\partial \Gamma}{\partial \mathbf{n}} = \frac{\partial \Gamma}{\partial \mathbf{n}} + \frac{S}{\sinh(S)} \left( \frac{\cosh(Sr)}{r} - \frac{\sinh(Sr)}{S^2r^2} \right) \mathbf{x} \cdot \mathbf{n},
\]

where \( \partial \Gamma / \partial \mathbf{n} \) is given by

\[
\frac{\partial \Gamma}{\partial \mathbf{n}} = \frac{1}{4\pi} \int_{\Sigma} \tilde{\mu}(\mathbf{x}') e^{-S|\mathbf{x}'-\mathbf{x}|} \left( \frac{S|\mathbf{x}'-\mathbf{x}| + 1}{|\mathbf{x}'-\mathbf{x}|^3} \right) (\mathbf{x}' - \mathbf{x}) \cdot \mathbf{n}(\mathbf{x}) d\Sigma + \frac{\bar{\mu}(\mathbf{x})}{2}.
\]

We write

\[
\frac{\partial \Gamma}{\partial \mathbf{n}} = SI_1 - I_2 - I_3 + I_4 + \frac{\bar{\mu}(\mathbf{x})}{2},
\]

where

\[
I_1 = \frac{1}{4\pi} \int_{\Sigma} \tilde{\mu}(\mathbf{x}') e^{-S|\mathbf{x}'-\mathbf{x}|} \frac{(\mathbf{x}' - \mathbf{x}) \cdot \mathbf{n}(\mathbf{x})}{|\mathbf{x}' - \mathbf{x}|^2} d\Sigma,
\]

\[
I_2 = \frac{1}{4\pi} \int_{\Sigma} \tilde{\mu}(\mathbf{x}') e^{-S|\mathbf{x}'-\mathbf{x}|} \frac{(\mathbf{x}' - \mathbf{x}) \cdot (\mathbf{n}(\mathbf{x}') - \mathbf{n}(\mathbf{x}))}{|\mathbf{x}' - \mathbf{x}|^3} d\Sigma,
\]

\[
I_3 = \frac{1}{4\pi} \int_{\Sigma} \tilde{\mu}(\mathbf{x}) (1 - e^{-S|\mathbf{x}'-\mathbf{x}|}) \frac{(\mathbf{x}' - \mathbf{x}) \cdot \mathbf{n}(\mathbf{x}')}{|\mathbf{x}' - \mathbf{x}|^3} d\Sigma,
\]

\[
I_4 = \frac{1}{4\pi} \int_{\Sigma} (\tilde{\mu}(\mathbf{x}') - \bar{\mu}(\mathbf{x})) \frac{(\mathbf{x}' - \mathbf{x}) \cdot \mathbf{n}(\mathbf{x}')}{|\mathbf{x}' - \mathbf{x}|^3} d\Sigma.
\]

The evaluation of \( I_4 \) is given in section 3.3.1 with \( \nu \) replaced by \( \bar{\mu} \). To evaluate the integrals \( I_1, I_2 \) and \( I_3 \), we use an analogous strategy to that used to discretize the single layer potential in Eqn. (49).

To evaluate \( \partial p / \partial \mathbf{n} \), we first discretize the vector potential in Eqn. (31) in a way similar to the scalar potential in Eqn. (42) with the dot product replaced by cross product. Once \( \mathbf{A} \) is determined at the node points, we calculate \( \nabla \times \mathbf{A} \) using a least-squares parabolic fit of \( \mathbf{A} \). In particular, at a node point \( \mathbf{x} \) with neighboring node points \( \mathbf{x}' \), we create a local co-coordinate system which transforms \( \mathbf{x} \) to the origin, and \( \mathbf{x}' \) into \( \tilde{\mathbf{x}}' \). We then get

\[
\mathbf{A}(\mathbf{x}) \approx \mathbf{a} + \mathbf{b}\tilde{x}' + \mathbf{c}\tilde{y}' + \mathbf{d}\tilde{z}'\tilde{y}' + \mathbf{e}\tilde{z}'^2 + \mathbf{f}\tilde{y}'^2.
\]

Therefore \( (\nabla \times \mathbf{A}) \cdot \mathbf{n} \) at \( \mathbf{x} \) is approximated by

\[
[\nabla \times \mathbf{A}] \cdot \mathbf{n} \approx a_2 - b_1,
\]

where \( a_2 \) and \( b_1 \) are the second and first components of the vectors \( \mathbf{a} \) and \( \mathbf{b} \) respectively.

3.3.4. Time Stepping. The tumor surface is evolved by an explicit 2nd order Runge-Kutta time stepping method. We impose a time step restriction \( \Delta t \sim h^2 \) for stability where \( h \) is the minimum edge length of the surface triangulation.

3.3.5. Mesh Adaptivity. We use an efficient adaptive surface mesh algorithm that was recently developed by Cristini et al. [21]. In this algorithm, the surface is represented by a mesh of flat triangles. The mesh is independent of the biophysics and is adapted to resolve the relevant local length scales. Here, we essentially use the minimum radius of the curvature as the local length scale. Consequently, mesh points cluster in regions where the curvature is large in absolute value. We note that other criteria have been used (e.g., [21]).

The mesh is adapted by minimizing a spring-like mesh energy function by local operations: equilibration, node addition/subtraction, and edge-swapping. Using
the adaptive mesh, complex evolving shapes are resolved accurately and efficiently making accurate long time simulations possible.

Although the mesh triangles are flat, other geometric properties such as the normal vector and the curvature of each node point are calculated more accurately using a local paraboloid fit [55]. Thus the discrete representation of the surface is first-order accurate with the total number of node points used to represent the interface.

4. Results. Here, we investigate the nonlinear, unstable evolution of 3-d tumors in the low-vascularization regime characterized by \( G \geq 0 \) and \( A > 0 \). We focus on the parameters \( G = 20 \) and \( A = 0.5 \). Note that a spherical tumor with these parameters reaches a steady-state with corresponding scale factor \( S = 4.73 \). We consider the evolution using three different initial conditions.

In Fig 3, the morphological evolution of a tumor is shown from the initial radius

\[
r = 1 + 0.033 Y_{2,2}(\theta, \phi),
\]

with the initial scale factor \( S(0) = 3.002 \). Two 3-d views of the morphology are shown, as indicated. Because of the spatial rescaling, the tumor does not change volume in the simulation as seen in the figure. The associated evolution of the scale factor \( S(t) \) is shown in Fig. 4(a).

At early times, the perturbation decreases and the tumor becomes sphere-like. As the tumor continues to grow, the perturbation starts to increase around time \( t \approx 0.4 \) when the scale factor \( S \approx 3.7 \). The tumor then takes on a flattened ellipse-like shape. Around time \( t \approx 2.2 \), when \( S \approx 4.6 \), the perturbation growth accelerates dramatically and dimples form around time \( t \approx 2.42 \). The dimples deepen and the tumor surface buckles inwards. The instability and dimple formation allows the tumor to increase its surface area, relative to its volume, thereby allowing the cells in the tumor bulk greater access to nutrient. This in turn allows the tumor to overcome the diffusional limitations on growth and to grow to larger sizes than would be possible if the tumor were spherical. For example, in Fig. 3(d), the scale factor \( S \approx 4.78 \) which is larger than the corresponding value (4.73) for the steady-state spherical tumor. (Note that the tumor is continuing to grow.) This provides additional support in 3-d for the hypothesis put forth by Cristini et al. [22, 26, 29], based on 2-d simulations, that morphologic instability allows an additional pathway for tumor invasion that does not require an additional nutrient source such as would be provided from a newly developing vasculature through angiogenesis.

In this simulation, the number of mesh points is \( N = 1024 \) initially. As seen in Fig. 3, the mesh adaptively clusters near the dimples where there is large negative curvature thereby providing enhanced local resolution. At the final time \( t_f = 2.67 \) (with \( S \approx 4.78 \)) there are \( N = 2439 \) nodes on the tumor surface. To compute for longer times, higher resolution is necessary.

We next compare the nonlinear results with the predictions of linear theory. To estimate the shape perturbation size \( \bar{\delta} \) in the nonlinear simulation, which is compared to the linear prediction \( \delta/R \) from Eqn. (19), we take

\[
\bar{\delta} = \max_{\Sigma} |\gamma_{\Sigma} - 1|
\]

since the overall bulk growth is scaled out of the nonlinear evolution by the scale factor \( S(t) \).
In Fig. 4(b), the results of linear theory (solid) and nonlinear simulations (dashed-dot) for the perturbation size are shown as functions of $S(t)$ for the evolution from Fig. 3. Linear theory predicts that, for $G = 20$, $A = 0.5$, the 2-mode is stable for $S < 3.54$. This is borne out by the nonlinear simulation which agrees very well with the linear theory up until $S \approx 3.5$ where the linear theory predicts the perturbation starts to grow. In the nonlinear simulation, the perturbation continues to decay until $S \approx 3.7$. Although the linear and nonlinear results deviate at larger $S$ with linear theory predicting larger perturbations, the qualitative behavior of the shape perturbation is very similar in both cases. In particular, there is rapid growth of the perturbation near $R \approx 4.6$. The circled points labeled A-D on the dashed-dot curve (nonlinear simulation) correspond to the morphologies shown in Figs. 3(a)-(d). Note that at the final time, the nonlinear perturbation $\delta \approx 0.5$ and so the evolution is highly nonlinear.

In Figs. 4(c) and (d), the nonlinear and linear tumor morphologies, respectively, are shown at time $t = 2.668$ where $S \approx 4.78$ and $S_{\text{linear}} \approx 4.73$. The linear morphology is generated by evolving a sphere to the shape prescribed by linear theory. This is why the linear solution is shown with a triangulated mesh. The corresponding nonlinear and linear perturbation sizes are $\delta = 0.496$ and $\delta/R = 0.42$ respectively. We note that the reason the linear result is smaller than the nonlinear value at this time is because the linear scale factor is slightly less than that from the nonlinear simulation which, when combined with the rapid growth of the perturbation around $S \approx 4.76$, gives rise to this behavior.

As seen in Figs. 4(c) and (d), the nonlinear tumor morphology is more compact than the corresponding linear result. In fact, the linear perturbation eventually grows so large that the tumor pinches off in the center. In contrast, nonlinearity introduces additional modes that alter the growth directions, from primarily horizontal in Fig. 4(d) to more vertical in Fig. 4(c), thereby avoiding pinchoff and resulting in more compact shapes. This is consistent with the 2-d results of Cristini et al. [26].

In Figs. 5 and 7 the morphological evolution is shown of tumors evolving from different initial radii

$$r = 1 + 0.033 \, Y_{3,1}(\theta, \phi), \quad S = 3.0025,$$

and

$$r = 1 + 0.033Y_{3,2}(\theta, \phi), \quad S = 3.0025,$$

respectively. As before, two 3-d views of the morphology are shown. Qualitatively, the evolution is similar to that obtained for the initial radius given in Eq. (60). At early times, the perturbation decays and the tumor becomes sphere-like. At later times, the perturbation grows and a 3-fold shape emerges. The sides flatten and dimples form and deepen yielding complex tumor morphologies. In each case, the tumor grows larger than the spherical steady-state. See Figs. 6(a) and 8(a). In both simulations, $N = 1024$ initially and increases to $N = 2556$ and to $N = 2346$ at the final times shown in Figs. 5 and 7 respectively.

Comparisons with linear theory are shown in Figs. 6(b)-(d) and 8(b)-(d). For $G = 20$ and $A = 0.5$, linear theory predicts that the 3-mode becomes unstable at $R \approx 3.58$. As before, there is good agreement between the linear and nonlinear results for small $S$ (i.e. up to $S \approx 3.5$). However, compared to the 2-mode results, deviations between linear and nonlinear results occur at somewhat smaller $S$ as the nonlinearity decreases the amplitude of the perturbation. Comparing the linear and
nonlinear tumor morphologies at the same time, it is seen that the linear solution has a more complex shape.

5. Conclusions. We developed a new, adaptive boundary integral method to simulate solid tumor growth in 3-d. We used a reformulation of a classical model [13, 26, 30, 33] that accounts for cell-proliferation, apoptosis, cell-to-cell and cell-to-matrix adhesion. This is an extension to 3-d of the work by Cristini et al. [26] who studied nonlinear evolution in 2-d using this model. The 3-d problem is considerably more difficult owing to the singularities of the surface integrals and the 3-d surface geometry. The 3-d method relied on accurate discretizations of singular surface integrals, a spatial rescaling and the use of an adaptive surface mesh originally developed by Cristini et al. [21]. The discretized boundary integral equations are solved iteratively using GMRES and a discretized version of the Dirichlet-Neumann map is used to determine the normal velocity of the tumor surface. Here, a version of the Dirichlet-Neumann map is used that relies on a vector potential formulation rather than a more standard double-layer potential. The vector potential has the advantage that singularity subtraction can be used to increase the order of accuracy of the numerical quadrature. Explicit time stepping is used to update the tumor surface.

We performed simulations of the nonlinear evolution of growing tumors under conditions for which instability was predicted by linear theory. At early times, good agreement was obtained between the linear and nonlinear results. At later times, linear theory was found to overpredict the growth of perturbations. Nonlinearity results in mode creation and interaction that leads to the formation of dimples and the surface buckles inwards. The morphologic instability allows the tumor to increase its surface area, relative to its volume, thereby allowing the cells in the tumor bulk greater access to nutrient. This in turn allows the tumor to overcome the diffusional limitations on growth and to grow to larger sizes than would be possible if the tumor were spherical. This provides additional support in 3-d for the hypothesis put forth by Cristini et al. [22, 26, 29], based on 2-d simulations, that morphologic instability allows an additional pathway for avascular tumor invasion.

Although the mathematical tumor model considered here is highly simplified, this work provides a benchmark to assess the effects of additional biophysical processes not considered here such as necrosis, multiple tumor cell types, angiogenesis and a developing neovasculature as well as other microenvironmental features and inhomogeneities. In addition, the boundary integral results presented here serve as a benchmark for validating other numerical methods, e.g., level-set, mixture models, that are capable of simulating more complex biophysical processes. A number of such models and numerical methods have been developed in 2-d (e.g., see [22, 28, 29, 42, 43, 54]); we are currently developing extensions of such models and methods to 3-d [23, 28].
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Figure 1. Diagram of a tumor. The tumor occupies the volume $\Omega$, $\Sigma$ is the interface between tumor tissue and health tissue, $n$ is the unit outward normal to $\Sigma$. 
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Figure 2. (a): Rescaled rate of growth $V/G$ as a function of rescaled tumor radius $R$ for radially symmetric tumor growth; $A$ labelled. (b): Apoptosis parameter $A_c$ as a function of unperturbed radius $R$ from condition (20) (solid); $G$ and $l$ labelled. The dash-dotted curve corresponds to stationary radii.
Figure 3. Evolution of the tumor surface in the low-vascularization regime, $A = 0.5, G = 20,$ and initial tumor surface as in Eqn. (60). (a) $t = 0, \bar{\delta} = 0.0137, S = 3.0$ (b) $t = 2.21, \bar{\delta} = 0.12, S = 4.732$ (c) $t = 2.42, \bar{\delta} = 0.2, S = 4.745$ (d) $t = 2.668, \bar{\delta} = 0.496, S = 4.781$
Figure 4. Comparison of linear analysis (Solid) and nonlinear results (Dash-dotted) for the simulation in Fig. 3. (a). The scale factor $S(t)$; (b). The perturbation size $\delta$; The circles correspond to the morphologies shown in Fig. 3(a)-(d). (c). Nonlinear tumor morphology at $t = 2.668$, with $S = 4.78$ and $\delta = 0.496$; (d). Linear solution morphology (shown with a triangulated mesh) at the same time, $S = 4.73$ and $\delta = 0.42$. View from the positive $z$-axis.
Figure 5. Evolution of the tumor surface in the low-vascularization regime, $A = 0.5$, $G = 20$, and initial tumor surface as in Eqn. (62). (a) $t = 0$, $\tilde{\delta} = 0.0158$, $S = 3.0$ (b) $t = 1.8$, $\tilde{\delta} = 0.123$, $S = 4.722$ (c) $t = 2.04$, $\delta = 0.3$, $S = 4.76$ (d) $t = 2.145$, $\delta = 0.476$, $S = 4.805$
Figure 6. Comparison of linear analysis (Solid) and nonlinear results (Dash-dotted) for the simulation in Fig. 5. (a). The scale factor $S(t)$; (b). The perturbation size $\bar{\delta}$; The circles correspond to the morphologies shown in Fig. 5(a)-(d). (c). Nonlinear tumor morphology at $t = 1.88$, with $S = 4.732$ and $\bar{\delta} = 0.156$; (d). Linear solution morphology (shown with a triangulated mesh) at the same time, $S = 4.712$ and $\bar{\delta} = 0.476$. View from the positive y-axis.
Figure 7. Evolution of the tumor surface in the low-vascularization regime, $A = 0.5$, $G = 20$, and initial tumor surface as in Eqn. (63). (a) $t = 0$, $\tilde{\delta} = 0.014$, $S = 3.0$ (b) $t = 1.88$, $\tilde{\delta} = 0.152$, $S = 4.734$ (c) $t = 2.02$, $\tilde{\delta} = 0.254$, $S = 4.761$ (d) $t = 2.107$, $\tilde{\delta} = 0.376$, $S = 4.798$
Figure 8. Comparison of linear analysis (Solid) and nonlinear results (Dash-dotted) for the simulation in Fig. 7. (a). The scale factor $S(t)$; (b). The perturbation size $\delta$; The circles correspond to the morphologies shown in Fig. 7(a)-(d). (c). Nonlinear tumor morphology at $t = 1.84$, with $S = 4.728$ and $\delta = 0.134$; (d). Linear solution morphology (shown with a triangulated mesh) at the same time, $S = 4.710$ and $\delta = 0.376$. View from the positive x-axis.