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Abstract

In this paper, we perform a stability analysis of 2D, non-circular self-similar crystals with isotropic surface tension growing in a supercooled melt. The existence of such self-similarly growing crystals was demonstrated recently in our previous work [3]. Here, we fully characterize the nonlinear morphological stability of the self-similar crystals, and in fact all 2D crystals, using a new spectrally accurate 2D boundary integral method in which a novel time and space rescaling is implemented [2]. This enables us to accurately simulate the long-time, nonlinear dynamics of evolving crystals. Our analysis and simulations reveal that self-similar shapes are stable to perturbations of the critical flux for self-similar growth. This suggests that in experiments, small oscillations in the critical flux will not change the main features of self-similar growth. Shape perturbations may either grow or decay. However, at long times there is nonlinear stabilization even though unstable growth may be significant at early times. Interestingly, this stabilization leads to the existence of universal limiting shapes. In particular, we find that the morphologies of the nonlinearly evolving crystals tend to limiting shapes that evolve self-similarly and depend on the flux. A number of limiting shapes exist for each flux (the number of possible shapes actually depends on the flux), but only one is universal in the sense that a crystal with an arbitrary initial shape will evolve to this universal shape. By performing a series of simulations, we construct a phase diagram that reveals the relationship between the applied flux and the achievable symmetries of the limiting shapes. Finally, we use the phase diagram to design a nonlinear protocol that might
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be used in a physical experiment to control the nonlinear morphological evolution of a growing crystal. Because our analysis shows that interactions among the perturbation modes are similar in both 2D and 3D, our results apply qualitatively to 3D.
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1 **Introduction**

The morphological stability of a growing crystal in the supercooled melt is a fundamental problem in phase transformations and has been extensively studied theoretically (e.g. [1–13,20–23]) and experimentally (e.g. [14–19]). Crystal growth is typically characterized by the formation of complex morphologies due to the Mullins-Sekerka instability. For example starting from a compact circular or spherical-like seed, cellular, dendritic growing shapes are widely observed during growth. In many applications (e.g. castings) it is desirable to suppress the instability and prevent the formation of dendrites. In this paper, we completely characterize the nonlinear morphological stability of a growing crystal through long time simulations by perturbing the non-circular, self-similar solutions we have found recently [3]. This stability analysis shows the existence of nonlinear limiting shapes resulting from the evolution, and identifies the protocols by which the compact growth of crystals with a desired symmetries can be achieved even in the nonlinear regime of growth.

It has long been recognized that growth morphologies are determined by the interaction between macroscopic driving forces (supercooling) and microscopic interfacial properties (surface tension, kinetics of atomic attachment, etc). Mullins and Sekerka were the first to incorporate surface tension in a linear morphological stability analysis of growing crystals in a supercooled liquid [21]. Under the assumptions of local equilibrium and quasi-steady evolution, they investigated the behavior of an infinitesimal perturbation of a spherical solid by a single spherical harmonic. They found that the perturbation can decrease in time (stable growth) or increase in time (unstable growth) depending on the size of the precipitate, such that above a critical radius, the perturbation grows. Mullins and Sekerka [21] also identified the possibility of growing
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crystals with compact shapes when the supercooling is kept sub-critical by interparticle interactions. This was not quantified further, however. Coriell and Parker showed similar results hold for a growing cylinder [22]. Further, Coriell and Parker studied the stability of a solid sphere when finite attachment kinetics are included in the model. They showed that kinetics can enhance the stability [23], but when the size of the crystal increases, this effect decreases and the evolution is unstable. The Mullins-Sekerka instability leads to a wide variety of morphologies. For example, in the absence of anisotropy (or small anisotropy), Jacob proposed that the repeated tip-splittings dominate the shape of the interface and form dense branching morphologies [24,25], which are seen in experiments in a Hele-Shaw cell [26,27].

To grow compact crystals, the Mullins-Sekerka instability has to be suppressed. Recently, Cristini and Lowengrub reconsidered the three dimensional quasi-steady crystal growth problem studied originally by Mullins-Sekerka [21] and Coriell-Parker [23]. Using linear theory, they demonstrated that there exist critical conditions of an imposed far-field heat flux (rather than a far-field supercooling) such that the classical Mullins-Sekerka instability can be suppressed and that the morphologies of growing crystals can be compact and controlled [1,2]. Note that what we mean by flux in 1,2,3 and this paper is the integral flux applied at the far-field boundary, see Eq. (4). Cristini and Lowengrub even found conditions (based on linear theory) for which the non-spherical crystals may grow self-similarly. Cristini and Lowengrub [2] performed 3D adaptive, dynamical simulations that suggest the existence of nonlinear self-similar shapes and that a prescribed crystal symmetry can be achieved even in the nonlinear regime of growth.

For an isolated quasi-steady evolving crystal, an imposed far-field heat flux $J$ represents the rate of area (2D) or volume (3D) change in time. The heat flux and the supercooling $\Delta T$ are related by $J \sim -R\Delta T$ in 3D [2,11], and by $J \sim -\log(R_\infty/R)\Delta T$ in 2D where $R_\infty$ is the radius of a large domain containing the crystal, $R$ is the effective radius of the crystal (radius of a sphere with the same volume) and $\Delta T$ denotes the difference between the far-field temperature and the phase change temperature for a flat interface [2,11]. Thus, conditions of specified flux can be enforced by varying $\Delta T$ with the crystal radius.

Very recently, we extended the studies of Cristini and Lowengrub and developed a nonlinear theory of self-similar crystal growth and melting [3]. Because the analysis is qualitatively independent of the number of dimensions, we focused on a perturbed two-dimensional circular crystal growing or melting in a liquid ambient. We demonstrated that there exist nonlinear self-similar shapes with $k$-fold dominated symmetries. In the isotropic case, $k$ is arbitrary and only growing solutions exist. When the surface tension is anisotropic, $k$ is determined by the form of the anisotropy and both growing and melting
solutions exist.

In this paper, we perform a stability analysis for 2D, non-circular self-similar crystals with isotropic surface tension growing in a supercooled melt, as found in our previous work [3]. We fully characterize the nonlinear morphological stability of the self-similar crystals, and in fact all 2D crystals, using a new spectrally accurate 2D boundary integral method in which a novel time and space rescaling is implemented [2]. This enables us to accurately simulate the long-time, nonlinear dynamics of evolving crystals. Our analysis and simulations reveal that self-similar shapes are stable to perturbations of the critical flux for self-similar growth in the sense that the symmetry of the crystal remains unchanged. This suggests that in experiments, small oscillations in the critical flux will not change the main features of self-similar growth. Shape perturbations may either grow or decay. However, at long times there is nonlinear stabilization even though unstable growth may be significant at early times. Interestingly, this stabilization leads to the existence of universal limiting shapes. That is, we find that the morphologies of the nonlinearly evolving crystals tend to limiting shapes that evolve self-similarly and depend only on the flux. A number of limiting shapes exist for each flux (the number of possible shapes actually depends on the flux), but only one is universal in the sense that a crystal with an arbitrary initial shape will evolve to this shape. By performing a series of simulations, we construct a phase diagram that reveals the relationship between the applied flux and the achievable symmetries of the limiting shapes. Finally, we use the phase diagram to design a protocol by which the compact growth of crystals with desired symmetries can be achieved. Because our analysis shows that interactions among the perturbation modes are similar in both 2D and 3D, once the difference between the 2D and 3D heat fluxes (i.e. area vs. volume growth) is scaled out [3], our results apply qualitatively to 3D.

During crystal growth, there is at least one other example we are aware of in which the evolution of an arbitrary shaped crystal tends to a non-spherical limiting self-similar shape. In this example the velocity of the crystal is determined locally by the surface energy and the limiting shape is characterized by the Wulff shape [33,34]. The relevance of this example to our work is currently under study. In our case, the evolution is much more complicated since the velocity is determined non-locally by the solution of the diffusion equation and multiple limiting morphologies are observed that depend on the flux. We note that during melting, Glicksman et al. [14] developed a quasi-static theory to describe self-similar melting of prolate spheroids in the absence of surface tension.

This paper is organized as follows: in section 2, we review the governing equations, linear stability analysis and nonlinear self-similar theory; in section 3, we present the numerical scheme; in section 4, we discuss numerical results.
and in section 5, we give conclusions and describe work in progress.

2 The theory

2.1 Governing equations

We consider a two-dimensional solid crystal growing quasi-statically in a supercooled liquid phase. The interface $\Sigma$ separates the solid phase $\Omega_1$ from the liquid phase $\Omega_2$. We assume that for simplicity the surface tension along the interface is isotropic, local equilibrium holds at the interface, and the thermal diffusivities of the two phases are identical. The results apply more generally however [35]. Using the nondimensionalization given in [1,2] in which the length scale is the equivalent radius of the crystal at time $t = 0$ and the time scale is the characteristic surface tension relaxation time scale, the following non-dimensional equations govern the growth of the crystal:

$$\nabla^2 T_i = 0 \quad \text{in} \quad \Omega_i \quad i=1,2, \quad (1)$$

$$V = (\nabla T_1 - \nabla T_2) \cdot n \quad \text{on} \quad \Sigma, \quad (2')$$

$$T_1 = T_2 = -\kappa \quad \text{on} \quad \Sigma, \quad (3')$$

$$J = \frac{1}{2\pi} \int V ds, \quad (4')$$

and the interface $\Sigma$ evolves via

$$n \cdot \frac{dx}{dt} = V \quad \text{on} \quad \Sigma, \quad (5')$$

where $T_i$ is the temperature field, $i = 1$ for solid phase and $i = 2$ for liquid phase, $V$ is the normal velocity of the interface, $n$ is the unit normal directed towards $\Omega_2$, $\kappa$ is the curvature, and $J$ is the integral far-field heat flux and specifies the time derivative of the area of the solid phase.
2.2 Review of linear theory

Consider a crystal/melt interface perturbed by a linear combination of Fourier modes,

$$ r(\theta, t) = R(t) + \sum_{k=2}^{x} \delta_k(t) \cos k\theta, \quad (6) $$

where $R(t)$ is the radius of a underlying growing circle ($R(0) = 1$) and the $\delta$’s are amplitudes of perturbations. A classical linear stability analysis \cite{28,11,3} yields the rate of area growth

$$ R(t) \frac{dR}{dt} = J(t); \quad (7) $$

and the growth rate of the $k$-th mode perturbation,

$$ \left( \frac{\delta_k}{R} \right)^{-1} \frac{d}{dt} \left( \frac{\delta_k}{R} \right) = \frac{(k - 2)(J - J_k)}{R^2}, \quad (8) $$

where the critical flux is

$$ J_k(t) = \frac{C_k}{R(t)}, \quad \text{with the linear flux constant } C_k = \frac{2k(k^2 - 1)}{k - 2}. \quad (9) $$

Note that with flux specified, the far field temperature is

$$ T_\infty(t) = -J \log \left( \frac{R_\infty}{R} \right) - 1/R, \quad (10) $$

where $R_\infty$ is the radius of a large domain containing the crystal. Equation (8) shows that perturbations grow (decay) for $J > J_k$ ($J < J_k$). When $J = J_k$, the critical flux, the perturbation, relative to the underlying circle, is unchanged in time and the crystal grows self-similarly (at the level of linear theory). Hence in 2D, taking a constant flux $J > 0$ results in the instability of perturbations with successively higher wavenumbers as the crystal grows, since $J_k \sim 1/R$. This is the Mullins-Sekerka instability \cite{21}

Equations (7)-(10) are qualitatively similar to those obtained by Cristini and Lowengrub \cite{1} in 3D. As discussed in \cite{1}, the critical flux in 3D is independent of $R$, which implies that the Mullins-Sekerka instability in 3D can be suppressed by taking a constant far-field flux $J > 0$ since no new unstable modes are created during the evolution. In contrast, equations (8) and (9) show that
in 2D, Mullins-Sekerka instability can be suppressed if the 2D far-field flux decreases as \( J \sim 1/R \). This difference exactly reflects the different scaling of the flux between 2D and 3D (area vs. volume evolution). If one rescales the far-field flux \( J \) by \( R \), i.e. \( \tilde{J} = RJ \), then \( R^2 \frac{dR}{dt} = \tilde{J} \) and the right hand side of Eq. (8) becomes \((k - 2)(\tilde{J} - C_k)/R^3\). These equations are identical to those obtained in 3D if \( C_k \) is replaced by \( J_k^{3D} \) and the 3D far-field flux is \( \tilde{J} \) [1]. This suggests that our 2D work applies qualitatively to the 3D problem.

Let us now determine the flux for which the \( k \)-th mode has the largest growth rate. This is important if the shape of the interface is a mixture of Fourier modes since the fastest growing mode will dominate the shape. As in [2], we will exploit this idea later to control the shapes of growing crystals with desired symmetries. Following [1], we get

\[
J_k^*(t) = \frac{6k^2 - 2}{R(t)}.
\]

Further, from \( J_k^*(t) \), we can determine the mode \( q \) that marks the upper bound of the band of unstable modes. To find \( q \), we equate \( J_k^* = J_q \) (replace \( k \) in Eq. (9) by \( q \)), so that mode \( q \) has zero growth rate (i.e. \( q - 1 \) is the largest unstable mode) if the applied flux is set to \( J_k^* \). A remarkable feature is that the \( q(k) \) and the 3D analogue given in [1] are nearly identical even though the \( q(k) \) are (positive) roots of different cubic polynomials in 2D and 3D. This agreement suggests the modes interact with each other in a similar manner for both 2D and 3D when the flux is rescaled by \( R \).

2.3 Review of nonlinear theory

In the nonlinear theory we have recently developed [3], we represent the temperature field through a single-layer potential. This yields the first-kind Fredholm integral equations [29,30] for \( V(x) \) and \( T_\infty(t) \), which are the normal velocity of the interface \( \Sigma \) and the far-field temperature, respectively:

\[
-k(x) = \int_{\Sigma} G(x' - x') V(x') ds(x') + T_\infty
\]

\[
J = \frac{1}{2\pi} \int_{\Sigma} V(x') ds(x'),
\]

where \( G(x) = \frac{1}{2\pi} \log |x| \) is the Green’s function.
A fundamental feature of self-similar evolution is that time and space are separable, i.e.

\[ x = R(t) \tilde{x}(s), \quad (14) \]

where \( \tilde{x}(s) \) specifies the self-similar shape, \( R(t) \) is a scaling function related to the effective radius of the growing crystal, and \( s \) is the arclength along the self-similar interface. Combining Eqs. (12), (13) and (14) and differentiating with respect to arclength gives [3]

\[ (-\kappa)_s / G[\tilde{x}]_s = J R \frac{\kappa}{A} = C^{NL}, \quad (15) \]

where the notation \((.)_s = \frac{\partial}{\partial s}\), \( C^{NL} \) is a constant in space and time (from separation of variables) and is referred to as the nonlinear heat flux constant. Further,

\[ G[\tilde{x}](s) = \int_{\Sigma} \tilde{x}' \cdot n(s') G (\tilde{x}(s) - \tilde{x}(s')) \, ds'. \quad (16) \]

The above system is identical to the 3D system for nonlinear self-similar crystal shapes if the constant \( C^{NL} \) is replaced by the 3D nonlinear self-similar flux. \( G \) is replaced by the 3D Green’s function and \( \tilde{T}_\infty(t) \) is defined appropriately [35]. This further supports our contention that 2D analysis can provide insight to 3D evolution.

In [3], we used a quasi-Newton method to solve the system of equations numerically to determine the heat flux constant and the self-similar solution. Our numerical results revealed that there exist nonlinear self-similar shapes with \( k \)-fold dominated symmetries. A critical heat flux \( J_k \) is associated with each shape. In the isotropic case, \( k \) is arbitrary and only growing solutions exist. Moreover, in a \( k \)-fold dominant self-similar shape, only mode \( k \) and its harmonics (integer multiples of the wavenumber \( k \)) appear in the Fourier series description of the interface. We also find that one of the effects of nonlinearity is to reduce the nonlinear critical flux compared to that predicted by linear theory.

3 Boundary integral method with time and space rescaling

In order to test the stability of self-similar solutions we found in [3], we develop a scheme to investigate the long-time, fully nonlinear evolution of a crystal.
Following [2], we introduce the spatial and temporal scaling of the dynamical equations

\[
\mathbf{x} = \bar{R}(\bar{t}) \bar{\mathbf{x}}(\bar{t}, \alpha),
\]

\[
\bar{t} = \int_0^t \frac{1}{\bar{R}(\bar{t}')^3} d\bar{t}',
\]

where \(\bar{R}(t) = R(t(t))\) and \(\bar{\mathbf{x}}(t, \alpha)\) is the position vector of the scaled interface, and \(\bar{t}\) is the new time variable. The scaling \(\bar{R}\) is chosen such that the area \(\bar{A}\) enclosed by the scaled interface is constant in time. The scaling \(\bar{R}\) can be found by integrating the normal velocity over the interface and dividing by \(2\pi\) to get

\[
J = \frac{A}{\pi} \frac{1}{\bar{R}^2(\bar{t})} \frac{d\bar{R}(t)}{d\bar{t}}.
\]

The normal velocity in the new frame is \(\bar{V}(\bar{t}, \alpha) = \frac{d\bar{\mathbf{x}}(\bar{t}, \alpha)}{d\bar{t}} \cdot \mathbf{n}\) and satisfies

\[
-\bar{\kappa} - \bar{J} \mathcal{G}[\bar{x}] = \int_{\bar{s}} \mathcal{G}(|\bar{x} - \bar{x}'|) \bar{V} ds' + \bar{T}_\infty(\bar{t}),
\]

and

\[
0 = \int_{\bar{s}} \bar{V} ds,
\]

where \(\bar{J} = \frac{\pi \bar{R} J}{A} = \frac{d}{d\bar{t}} \log(\bar{R}(\bar{t}))\) and \(\bar{\kappa} = \bar{R} \kappa\). Thus the scaling factor is

\[
\bar{R}(\bar{t}) = \exp(\int_0^{\bar{t}} \bar{J} d\bar{t}').
\]

Further, in Eq. (20) we have taken \(\bar{T}_\infty(\bar{t}) = \frac{A \log(\bar{R})}{\bar{R}} \bar{J} + T_\infty(t(\bar{t})))\bar{R}(\bar{t})\), and \(\mathcal{G}(\mathbf{x}) = \int_{\bar{s}} \mathbf{x}' \cdot \mathbf{n}(\mathbf{x}') G(\mathbf{x} - \mathbf{x}') ds'.\) Note that Eq. (20) reduces to the self-similar Eq. (15) when the normal velocity \(\bar{V} = 0\).

To evolve the interface numerically, Eqs. (20) and (21) are discretized in space using spectrally accurate discretizations [31]. The resulting discrete system is solved efficiently using GMRES together with a diagonal preconditioner in
Fourier space [31,32]. Once \( \tilde{V} \) is obtained, the interface is evolved by using a second order accurate non-stiff updating scheme in time [31].

## 4 Results and discussions

### 4.1 Stability analysis

#### 4.1.1 Stability analysis with respect to flux perturbations

In this section, we study the stability of a self-similar shape by perturbing the flux constant and analyzing the resulting evolution of the shape using the nonlinear time evolution scheme presented in section 3. As a representative example, we consider an 8-fold symmetric self-similar shape with a shape factor \( \delta/R = 0.0284 \) and flux constant \( C_{NL}^8 = 165.38104 \) (see the inset in Figure 3 [a] labeled unperturbed). The shape factor is defined as

\[
\delta/R = \max | \bar{x}/\bar{R}_{eff} - 1 |,
\]

where \( \bar{x} \) is the position vector from the centroid of the shape to the interface and \( \bar{R}_{eff} \) is the effective radius of the nonlinear (self-similar) shape.

In figure 1 [a], we use a sine wave to perturb the flux constant.

\[
\tilde{J} = C_{NL}^8 (1 - A \sin(2\pi \omega t))^{\frac{n}{A}},
\]

where \( A \) is the perturbation amplitude, \( \omega \) is the frequency and \( A \) is the area of the self-similar shape. The self-similar shape is then used as initial data and is evolved using the flux from Eq. (24). In this calculation, we take \( \omega = 100 \) and consider perturbation amplitudes, \( A = 0.0, 0.0284, 0.05 \). When the perturbation amplitude increases, the final shape deviates more from the original self-similar shape. At early growth times, \( \delta/R \) varies rapidly. At later times, the shape stabilizes (\( \delta/R \) tends to a non-zero constant) as the size of the crystal grows larger. This is likely because the overall flux \( J \sim \tilde{J}/R(t) \) decreases as crystal grows making the crystal less sensitive to variations in \( \tilde{J} \) at large radii.

Alternatively, in figure 1 [b], we take \( A = 0.0284 \) and perturb the flux constant with different frequencies \( \omega = 100, 25, 8 \). Observe that the deviation of shape factor \( \delta/R \) from the original self-similar shape decreases with increasing perturbation frequency. This is because the time scale for flux oscillations
\[ \sim \frac{1}{\omega} \] becomes much larger than the time scale for growth when the frequency \( \omega \) is large. As before the shape tends to stabilize as the crystal radius increases although it appears to take a longer time to do so particularly for the low-frequency perturbations.

These two results strongly suggest that self-similar evolution is stable with respect to flux perturbations in the sense that symmetry of the crystal remains unchanged. These results are generic in that the conclusions hold for other self-similar shapes. Further, these results have important implications for an experimental investigation of self-similar growth, since in experiments it may be difficult to precisely control the far-field flux (via the far-field temperature).

### 4.1.2 Stability analysis with respect to shape perturbations

We next study the morphological stability of self-similar crystals by adding an arbitrary trigonometric perturbation. The perturbed shapes are then used as initial data for simulations of nonlinear evolution. The flux is taken from the result of the Quasi-Newton solver for the original self-similar shape. The new time-space rescaling scheme presented in section 3 (effective crystal radius grows exponentially in the new time variable) enables us to investigate the shape evolution for very large \( R \) (much larger than has been previously possible) and hence completely allows us to characterize the stability of the perturbation.

#### 4.1.2.1 Self-similar shapes with 4-fold symmetry

We consider a 4-fold isotropic self-similar shape with shape factor \( \delta/R = 0.028 \) and flux constant \( C_4^{NL} = 59.87 \) (see inset in Figure 2[a] labeled unperturbed). In Figure 2[a], the evolution of the shape factors \( \delta/R \) is shown versus radius \( R \) for different perturbation modes and amplitudes. For this case, linear theory predicts that only mode 3 is unstable. Linear theory typically overpredicts the growth of perturbations as indicated in the figure.

In general, and beyond the prediction of linear theory, there is nonlinear stabilization and perturbations eventually stop growing. For generic perturbations, the nonlinear evolution tends toward a single universal limiting shape with a 3-fold symmetry (for this value of flux), which is shown in the upper right corner of Figure 2[a]. In this case, a generic (arbitrary) perturbation requires at least one odd perturbation mode, so that all modes are eventually produced through nonlinear interactions. Note that the time required to reach this universal 3-fold shape depends strongly on the initial perturbation. On the other hand, for special perturbations (e.g. perturbations containing only even modes), the evolution tends toward a non-universal limiting shape with 4-fold symmetry, as shown in the inset in the lower right of Figure 2[a], where
the initial shape is perturbed by adding mode 6.

As shown below, both the universal and non-universal limiting shapes are actually nonlinear solutions of the self-similar crystal growth equation (15) with the same flux constant $C_4^{NL}$. However the non-universal shapes are unstable in the sense that if they are perturbed by adding arbitrary wavenumbers (which by definition contain odd modes), the perturbations will grow and the shape will tend towards the universal 3-fold shape. Linear theory predicts that mode 3 is the fastest growing mode for this specific flux $C_4^{NL}$, and this is reflected in the 3-fold symmetry of the universal shape. However, linear theory does not predict the existence of the universal shape. The existence of limiting shapes is a surprising fully nonlinear result.

Figure 2[a] strongly suggests that the limiting shapes, both the universal 3-fold shape and the non-universal 4-fold shape, are actually self-similar solutions of the Eq. (15) in section 2.3. Here we present evidence that this is indeed the case. We consider the universal 3-fold shape, though similar results hold for the non-universal shape. This new self-similar solution deviates much more from the circle than those we found previously [3].

In Figures 2[b]-[e], we plot data from the 3-mode initial perturbation with $\delta_3(0) = 0.028$ as a typical example. In Figure 2[b], the mean value of the flux constant $C^{NL}$ from the ratio in the left hand side of Eq. (15) versus $R$ is shown versus $\hat{R}$ throughout the evolution. This ratio should be constant for a self-similar shape and should be equal to the applied far-field flux constant $C_4^{NL} = 59.87$. The mean value approaches a constant as is consistent with self-similar evolution. The value of the mean $C_{\text{mean}} = 59.83$ at $R = 10^{12}$ is slightly smaller than the applied flux with flux constant $C_4^{NL} = 59.87$. We next calculate the maximum deviation of $C^{NL}$ from $C_{\text{mean}}^{NL}$ (i.e. $\max(|C^{NL} - C_{\text{mean}}^{NL}|)$) as a function of $R$. This is shown in Figure 2[c] where it is seen that the maximum deviation is indeed decreasing, especially at later times. The deviation at $R = 10^{12}$ is on the same order as the difference between $C_{\text{mean}}^{NL}$ and $C_4^{NL}$. As further evidence of self-similarity, we plot the maximum normal velocity (i.e. $\max|\hat{V}|$) as a function of radius $R$ in Figure 2[d]. The normal velocity $\hat{V}$ tends to zero as $R$ increases which is consistent with the self-similar evolution of the limiting shape. Finally, in Figure 2[e], we plot the arclength of the interface (in the rescaled reference frame used for computation) versus $R$ and observe that the arclength becomes constant indicating that the shape stops changing. Since the surface tension is isotropic, this also provides a measure of the surface energy in the scaled frame.

Putting all of this direct quantitative evidence together strongly suggests that the limiting shapes are self-similar. Furthermore since the universal 3-fold shape is stable and can be achieved by evolving arbitrary perturbations, it is an attractor for the evolution. Although it is possible dynamically achieve
a 4-fold non-universal limiting shape, this shape is not stable to arbitrary perturbations and can only be achieved by evolving special mode combinations (e.g. even modes).

4.1.2.2 Self-similar shapes with 8-fold symmetry  In the previous section, we have analyzed the stability of a perturbed self-similar shape with a 4-fold symmetry and demonstrated the existence of limiting shapes. We now extend this analysis by examining the stability of an 8-fold self-similar shape from section 4.1.1 (see the inset in Figure 3 [a] labeled unperturbed) with $\delta/R = 0.0284$ and $C^{NL}_8 = 165.38104$. With this flux constant, modes $3 - 7$ are linearly unstable. Thus, it is reasonable to expect that a larger number of limiting shapes exist compared to the case considered in the previous section. Note that the flux $C^{NL}_8/R$ for the 8-fold symmetric self-similar shape is close to $J_5^*(t) = 148/R(t)$, from Eq. (11), which is the flux such that mode 5 has the fastest growth rate according to linear theory.

In Figure 3[a] the shape factor is shown versus $R$ for perturbations of the original self-similar shape with combinations of modes with different wavenumbers and amplitudes as indicated. The associated morphologies are shown for the solid curve as a representative example. The evolution is highly nonlinear and, as in the lower symmetry simulations shown in the previous section, there is nonlinear stabilization during growth. The nonlinear stabilization seems to characterize the process of “finger” competition (i.e. generation, retraction and tip-splitting) and the associated formation of channels between neighboring “fingers” as seen in the sequence of evolving morphologies.

At early times (small $R$), mode 5 dominates the shape in agreement with the prediction of linear theory. However, when $R$ increases, certain fingers of the 5-fold shape experience a complex process of tip-splitting, finger shrinking and tip re-splitting. Eventually, mode 6 emerges and the evolution tends toward a single 6-fold universal limiting shape with identical fingers as indicated in the Figure. An analysis (not presented) similar to that given in the previous section strongly suggests this limiting shape evolves self-similarly. Interestingly, the evolution (not shown) of the arclength in the scaled frame is non-monotone as a function of $R$ due to the complex shape transitions.

Next, consider special perturbations of the original 8-fold self-similar shape by adding modes 4 and 8 in Figures 3[b] and [c] respectively. The evolution tends toward two different 8-fold non-universal limiting shapes. The limiting shape obtained from the 4 mode perturbation retains the 4-fold symmetry even though 8 fingers are present. In contrast, the limiting shape from the 8 mode perturbation retains only the 8-fold symmetry. A detailed comparison of the shapes is shown in Figure 3 [d], where thick solid line is the limiting shape for the mode 8 perturbation and the dots correspond to the mode 4
perturbation (we rotate the limiting shape in Figure 3[b] by \(\pi/8\)). Observe that the fingers are identical but the troughs are different.

As another example of a special perturbation, the 8-fold self-similar shape can be perturbed by adding mode 7. In this case (not shown), the evolution tends toward a 7-fold non-universal limiting shape with identical fingers.

In summary, our stability analysis reveals the existence of limiting shapes with 6-, 7- and 8-fold symmetries when the flux constant is equal to \(C_8^{\text{NL}}\), with the 6-fold limiting shape being universal in the sense that arbitrary perturbations will eventually lead to this shape. Putting this together with our results from stability analysis for the 4-fold self-similar shapes suggests that the universal limiting shapes depend only on the flux while the non-universal shapes depend also on the initial data. Next we explore the relation between the flux and the achievable limiting shapes.

### 4.1.2.3 Limiting shape phase diagram

The simulations in the previous sections demonstrate the importance of far-field flux on the selection of limiting shapes. Here, we bring together these results and construct a limiting shape phase diagram which is shown in Figure 4[a]. In this figure, we plot the symmetry mode \(k\) of the limiting shapes versus corresponding flux constants \(C\), i.e. the flux \(J = C/\bar{R}\).

The set of symmetries of the dynamically achievable limiting shapes found in this paper lies in Region II and roughly corresponds to those modes that have growth rates between 0 (upper dashed curve) and the maximum growth rate (lower dashed curve) as predicted by linear theory. There may be several shapes with a given symmetry \(k\) and flux constant \(C\) (see Fig. 3[b]-[c]). Region II is bounded below by a piecewise constant curve that describe the relation between the observed symmetries of the universal limiting shape and the flux constant. The stars denote actual simulation data. The upper bound of region II is the piecewise constant curve obtained from the nonlinear simulations of self-similar shapes in Li et al. [3]. The dot-dashed curve is a fit to numerical data from Li et al. [3]. We cannot rule out the possibility of the existence of limiting shapes in region I but we have not as yet been able to compute them.

In between these piecewise constant curves, non-universal shapes may occur with finite multiplicity. The dashed curves correspond to predictions of linear theory and are shown for reference. The upper dashed curve shows the relation between the flux constant and the mode with zero growth rate (i.e. self-similar). The lower dashed curve shows the relation between the flux constant and the fastest growing mode. Note that while linear theory does not predict the existence of a universal limiting shape, linear theory prediction for the fastest growing mode does provide a good estimate for the symmetry of
the universal limiting shape.

To produce the phase-diagram, the limiting shapes are found by performing simulations with a variety of initial shapes and the specified flux constant. The curves marking the upper and lower bounds of region II takes a stair-case pattern because there are morphology transitions from $k$-fold to $k + 1$-fold symmetries. The circles mark the transitions. The accuracy in the jumps on the universal curve is calculated to be within 5%. The jumps on the upper curve are only approximate. On the universal curve, the length of each step increases as the flux constant increases indicating that larger and larger fluxes are needed to produce higher and higher symmetries of the universal shapes. Notice that there is a continuous set of flux constants that can be used to achieve a limiting (but not necessarily universal) shape of a particular symmetry. The shape factors $\delta/R$ of these limiting shapes are different, however. In addition, the time needed for an arbitrary initial shape to evolve to the limiting shape is larger for fluxes near the transition points than for fluxes in the interior of the set.

In Figure 4[b] we examine the relation between the shape factors $\delta/R$ of the universal limiting shapes and the flux constant. The vertical dashed lines indicate transitions from symmetry $k$ to $k + 1$. Representative universal morphologies are shown for each symmetry. The solid-dotted curve suggests that the asymptotic behavior may be $\delta/R \sim \sqrt{C}$ at large flux constants $C$. This suggests the intriguing possibility there may be a critical value of $C$ at which the topology of the universal shape changes from a simply connected to a multiply connected region characterized by a shape with identical, equally spaced fingers that are all connected at the origin (i.e. there is an inner tangent circle with vanishing radius). This is currently under study.

4.2 Application of phase diagram: shape control

The phase diagram discussed in the previous section can be used to design a nonlinear protocol that might be able to be carried out in a physical experiment to control the nonlinear morphological evolution of growing crystal. A less rigorous strategy based on linear theory was previously formulated in 3L by Cristini and Lowengrub [2].

The nonlinear protocol is as follows. From the diagram, we have the relation between symmetry of the universal limiting shape and the flux constant. By choosing the flux constant consistent with the diagram for a symmetry $k$, a crystal with an arbitrary initial shape will evolve to the corresponding $k$-fold limiting shape. To achieve the most rapid evolution towards the universal limiting shape, the flux constant should be chosen away from a symmetry
transition. In this manner, the prescribed symmetry of the crystal is achieved in the shortest time. As seen in the phase diagram, using linear theory to determine the mode with maximum growth rate (lower dashed curve in the figure 4[a]) provides only an approximation of the fluxes needed to obtain the universal limiting shape. In fact, in the shape control experiment presented by Cristini and Lowengrub in [2] the actual flux used was slightly smaller than that predicted by linear theory. This is consistent with our phase diagram.

In Figure 5, we present shape factor evolution towards universal limiting shapes corresponding to different fluxes. The results are independent of the initial shape. Figure 5[a] shows the evolution to a 4-fold limiting shape using the flux constant $C = 105$. Figure 5[b] shows the evolution to a 5-fold limiting shape using the flux constant $C = 132.82$. Figure 5[c] shows the evolution to a 7-fold limiting shape using the flux constant $C = 292$. Note that flux constant in Figure 5[a] is close to a symmetry transition point and the evolution reaches the universal shape at a larger radius compared to Figure 5[b] and Figure 5[c] where the flux constants are located away from symmetry transitions.

5 Conclusion and Future work

In this paper, we performed a stability analysis of 2D, non-circular self-similar crystals with isotropic surface tension growing in a supercooled melt. The existence of such self-similarly growing crystals was demonstrated recently in our previous work [3]. Here, we fully characterized the nonlinear morphological stability of the self-similar crystals, and in fact all 2D crystals, using a new spectrally accurate 2D boundary integral method in which a novel time and space rescaling was implemented [2]. This enabled us to accurately simulate the long-time, nonlinear dynamics of evolving crystals.

Our analysis and simulations revealed that self-similar shapes are stable to perturbations of the critical flux for self-similar growth, in the sense that the symmetry of the crystal remains unchanged. This suggests that in experiments, small oscillations in the critical flux will not change the main features of self-similar growth. Shape perturbations either grow or decay. However, at long times there is nonlinear stabilization even though unstable growth may be significant at early times. Interestingly, this stabilization leads to the existence of universal limiting shapes. That is, we found that the morphologies of the nonlinearly evolving crystals tend to limiting shapes that evolve self-similarly and depend only on the flux. A number of limiting shapes exist for each flux (the number of possible shapes actually depends on the flux), but only one is universal in the sense that a crystal with an arbitrary initial shape will evolve to this shape. By performing a series of simulations, we constructed a phase diagram that reveals the relationship between the applied flux and the achiev-
able symmetries of the limiting shapes. Finally, we used the phase diagram to
design a nonlinear protocol that might be able to be used in a physical ex-
periment to control the nonlinear morphological evolution of growing crystal.
Because our analysis shows that interactions among the perturbation modes
are similar in both 2D and 3D, once the difference between the 2D and 3D
heat fluxes (i.e. area vs. volume growth) is scaled out [3], our results apply
qualitatively to 3D.

In our simulations, the limiting shape is achieved when the crystal grows very
large compared with its initial size. Depending on the initial size, gravitational
effects may become important. They are neglected here. However, this paper
provides insight to nonlinear crystal growth by demonstrating that there is
a wide variation (that depends on the flux and initial data) in the evolution
to the limiting shape. For instance, starting from an arbitrary initial shape,
there are certain fluxes such that the evolution to the limiting shape occurs
over much shorter times (i.e. smaller crystal sizes) than other fluxes. This
suggests that it may be feasible to control the shapes of growing crystals in
an experiment following the protocol proposed here.

A natural question is whether the limiting shapes we have found here could
have been directly obtained as extrema of an energy function in analogy with
Wulff shapes that are obtained as equilibria for crystals with fixed volume
[34]. Here, however, the system is open as heat is removed at the far-field. The
relation between the limiting shapes and the system energy is currently under
study.

We have also neglected some other important physical effects such as surface
tension anisotropy and interface kinetics. These effects can play a central role
in the development of the complex patterns seen during crystal growth by
favoring certain directions of growth. We are currently investigating these
physical effects and our results indicate that nonlinear, stable, self-similar
shapes exist in this context as well [35]. This will be presented in a subsequent
paper [36].

We are currently performing 3D simulations to confirm that our 2D model
indeed captures the significant features of 3D growth. In future work, we will
demonstrate that universal attractive 3D limiting shapes exist.

Finally, we will also investigate the implications of this work on the directional
solidification of both pure materials and binary alloys. In particular, based on
previous linear stability analysis of directional solidification (e.g. [37]), we
conjecture that there may exist nonlinear limiting (and universal) interface
profiles that can be achieved by careful control of the temperature gradients.
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Fig. 1. Effect of flux perturbations. [a] Evolution of shape factor $\delta/R$ for a crystal with 8-fold symmetry when the flux constant is perturbed by a sin wave with different amplitudes (as indicated) through Eq. (24) with frequency $\omega = 100$. Associated morphologies shown as insets. [b] Shape factor when the flux constant is perturbed by a sin wave with different frequencies through Eq. (24) with amplitude $A = 0.0284$. 

Fig. 2. Effect of shape perturbations and evolution to a universal shape. [a] Shape factor evolution and associated morphologies of a 4-fold self-similar shape (shown in an inset labeled unperturbed) with $\delta/R = 0.028$ (and flux constant $C_{4}^{NL} = 59.87$) from Li et al. [3] perturbed by adding a single mode with different wavenumbers and amplitudes as indicated. The flux constant is taken to be $C_{4}^{NL}$. Linear theory overpredicts the growth of the perturbation as indicated in the figure. For generic perturbations, the nonlinear evolution tends to a universal limiting shape with a 3-fold symmetry and shown in the upper right corner of [a]. A non-universal 4-fold limiting shape (lower right of [a]) is obtained when the shape is perturbed by adding mode 6. The mode 5 perturbation will tend to the universal shape at longer times (larger $R$). In [b]-[e], evidence is shown that the 3-fold universal shape is a self-similar solution and satisfies Eq. (15) with $C^{NL} = C_{4}^{NL} = 59.87$. [b] shows the mean value of Eq. (15) during the evolution. [c] shows the maximum deviation from the mean value of Eq. (15). [d] shows the maximum normal velocity at different crystal sizes $R$. [e] shows the evolution of interface arclength (in the scaled frame).
Fig. 3. The effect of shape perturbations on an 8-fold self-similar shape (shown in an inset) with $\delta/R = 0.028$ and flux constant $C_8^{NL} = 165.38$ from Li et al. [3]. [a] Shape factor evolution is shown for perturbations of the original self-similar shape with combinations of modes with different wavenumbers and amplitudes as indicated. The associated morphologies are shown for the solid curve as a representative example. The flux constant is taken to be $C_8^{NL}$. The evolution tends to a universal limiting shape with a 6-fold symmetry. [b] and [c] show that the evolution also may tend to two non-universal shapes each with an 8-fold symmetry depending on the initial shape. In [b] the original self-similar shape is perturbed by adding mode 4 with amplitudes as indicated. Both the 4-fold and 8-fold symmetries remain throughout the evolution. In [c], the original shape is perturbed by adding mode 8 with different amplitudes. [d] shows a comparison between the two 8-fold non-universal limiting shapes. Remarkably, the fingers are the same it is the troughs that differ.
Fig. 4. Limiting shape phase diagram. The set of dynamically achievable shapes is found to be Region II. There may be several shapes with a given symmetry $k$ and flux constant $C$ (see Fig. 5[b]-[c]). Region II is bounded by two piecewise constant curves that describe the relation between the observed symmetries of the limiting shape and the flux constant. The stars denote actual simulation data. The universal limiting shapes lie on the lower piecewise constant curve. The upper piecewise constant curve is obtained from the nonlinear simulations of self-similar shapes in Li et al. [3]. In between these curves, non-universal shapes may occur with finite multiplicity. The dot-dashed curve is a fit to that numerical data from Li et al. [3]. The dashed curves correspond to predictions of linear theory and are shown for reference. The upper dashed curve shows the relation between the flux constant and the mode with zero growth rate (i.e. self-similar). The lower dashed curve shows the relation between the flux constant and the fastest growing mode.
Fig. 4. The associated shape factors of the universal limiting shapes. The solid-dotted curve suggests that the asymptotic behavior may be $\delta/R \sim \sqrt{C}$ at large flux constants $C$. The vertical dashed lines indicate transitions from symmetry $k$ to $k+1$. Representative universal morphologies are shown for each symmetry.
Fig. 5. Universal limiting shapes corresponding to different fluxes. [a] shows the evolution to a 4-fold limiting shape using the flux constant $C = 105$. [b] shows the evolution to a 5-fold limiting shape using the flux constant $C = 132.82$. [c] shows the evolution to a 7-fold limiting shape using the flux constant $C = 292$. 