ON THE LAWSON-OSSERMAN CONJECTURE
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Abstract. We prove that if \( u : B_1 \subset \mathbb{R}^2 \rightarrow \mathbb{R}^n \) is a Lipschitz critical point of the area functional with respect to outer variations, then \( u \) is smooth. This solves a conjecture of Lawson and Osserman from 1977 in the planar case.
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1. Introduction

The \( m \)-dimensional area of the graph \( \{(x, u(x)) : x \in B_1 \} \subseteq \mathbb{R}^{m+n} \) of a Lipschitz map \( u : B_1 \subset \mathbb{R}^m \rightarrow \mathbb{R}^n \) is given by

\[
E(u) = \int_{B_1} \sqrt{\det g} \, dx,
\]

where

\[
g = \text{id}_m + Du^T Du
\]

is the metric induced by the non-parametric map \( x \mapsto (x, u(x)) \). If \( u \) is a critical point of \( E \) with respect to outer variations, that is,

\[
\partial_i (\sqrt{\det g} g^{ij} \partial_j u^l) = 0, \quad l = 1, \ldots, n,
\]

we say that \( u \) is a Lipschitz weak solution of the minimal surface system, or that \( u \) is outer critical. If \( u \) is a critical point with respect to inner variations, that is,

\[
\partial_i (\sqrt{\det g} g^{ij}) = 0, \quad j = 1, \ldots, m,
\]

we say that \( u \) is inner critical. Finally, we say that \( u \) is stationary if it is both outer and inner critical.

In the case that \( u \in C^2 \), it is easy to show that outer critical and stationary are equivalent. In [19, Conjecture 2.1], Lawson and Osserman conjectured that the same is true when \( u \) is just Lipschitz. In the codimension one case \( n = 1 \) this follows from the De Giorgi-Nash-Moser theorem [5,21,24,25]. The purpose of this paper is to confirm the Lawson-Osserman conjecture when \( m = 2 \) and the codimension \( n \) is arbitrary:

**Theorem 1.1.** Lipschitz weak solutions to the minimal surface system in dimension \( m = 2 \) are smooth.

Remark 1.2. One may draw an analogy between Theorem 1.1 and the theory of harmonic maps. Indeed, deep work of Hélein [15] and Rivière [28] shows that weakly harmonic maps (outer critical for the Dirichlet energy) are smooth when the domain is two-dimensional. In contrast, when the domain has dimension \( m \geq 3 \), there exist weakly harmonic maps that are wild, e.g. nowhere continuous [27]. In view of these results it is tempting to conjecture the existence of wild (e.g. nowhere \( C^1 \)) Lipschitz outer critical maps for the area functional in higher dimension. However, the methods used to treat harmonic maps are quite different, and it is not clear what to expect for the area functional when \( m \geq 3 \) and \( n \geq 2 \).

A major advantage of working with stationary maps is that the monotonicity formula is available, which reduces the analysis of possible singularities to the study of stationary cones (one-homogeneous stationary maps). It is known for example that stationary maps are smooth in dimension \( m \leq 3 \), see [2,11], and more
generally that the Hausdorff dimension of the singular set is at most \( m - 4 \) [7]. The latter result is sharp in view of the Lawson-Osserman cone constructed in [19, Theorem 7.1]. In contrast, much less is known about outer critical maps.

Remark 1.3. The same questions can be asked for functionals associated to general strictly polyconvex integrands \( F \), of which the area integrand \( \sqrt{\det g} \) is an important example. For such polyconvex integrands \( F \), Lipschitz outer critical maps can be nowhere \( C^1 \), even in dimension \( m = n = 2 \), [30] (see [23] for related examples in the quasiconvex setting). The key to such constructions is the existence of certain matrix configurations related to \( F \) known as \( T_N \) configurations, and a technique known as convex integration. It turns out that these configurations are ruled out for maps that are stationary with respect to such functionals, [6,16].

Remark 1.4. Lipschitz inner critical maps for the area functional can be nowhere \( C^1 \), even in dimension \( m = n = 2 \), [9].

Our approach to Theorem 1.1 combines ideas from complex analysis, the analysis of quasiconformal inner critical maps, the regularity theory for the Monge-Ampère equation, and the codimension one case. Here we describe our approach in the case \( m = n = 2 \), for simplicity. In the first step we show using isothermal coordinates that \( u \) can be written

\[ u = v \circ \phi, \]

where \( \phi \) is a quasiconformal map and \( v \) is harmonic (this works in general codimension). The set \( \{ |Dv| = 0 \} \) consists of isolated points. Using removability results for isolated points we may assume that \( |Dv| \sim 1 \). Near a point \( x \) where \( | \det Dv(\phi(x)) | > 0 \) we have that \( u \) is a quasiconformal map (up to a rigid motion). The key in this situation is the observation that the inverse \( w \) of \( u \) is an inner critical quasiconformal map near \( u(x) \). Using a connection between inner critical maps and the Monge-Ampère equation we show that inner criticality is an elliptic condition on quasiconformal matrices, and as a result we establish the smoothness of \( w \) near \( u(x) \), thus the smoothness of \( u \) near \( x \). The alternative is that \( | \det Dv(\phi(x)) | = 0 \). We can then establish using the quasiconformality of \( \phi \) that \( | \det Du | \) is small near \( x \). Using that the area functional is convex near rank-one matrices, we can then prove the smoothness of \( u \) near \( x \) in the latter case as well.

In the general codimension case, the argument is the same at points where \( Dv(\phi(x)) \) has rank one (that is, we leverage the convexity of the area functional in this region). Near points where \( Dv \) has rank two, the key observation is that the image of \( u \) is contained in a smooth two-dimensional surface in \( \mathbb{R}^n \). This observation makes the analysis in general codimension similar to the case \( n = 2 \).

Remark 1.5. Each step in the proof of Theorem 1.1 uses the two-dimensionality of the domain in a crucial way, and it is not clear what to expect in higher dimensions. A natural question is whether there exist \( T_N \) configurations in the differential inclusions associated to outer variations in higher dimensions, which would be evidence towards the existence of wild solutions.

The paper is organized as follows. In Section 2 we discuss preliminaries related to the area functional and quasiconformal mappings. In Section 3 we reduce the proof of Theorem 1.1 to justifying the use of isothermal coordinates and passing from outer variations for \( u \) to inner variations of its inverse, the regularity of outer critical maps with small Jacobian determinant, and the regularity of quasiconformal inner critical maps. Sections 4-5-6 are devoted to the proofs of these results, respectively. Finally, the proofs of some technical lemmas are included in the Appendix.
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2. Preliminaries and notation

2.1. Notation. We denote by $X^T$ the transpose of $X \in \mathbb{R}^{n \times m}$. If $n = m$ and $X$ is invertible, we denote by $X^{-T}$ the inverse of $X^T$. The standard Euclidean product on vectors $a, b \in \mathbb{R}^n$ is denoted by $(a, b)$, while the standard Euclidean product on matrices $A, B \in \mathbb{R}^{n \times m}$ is denoted by $(A, B)$. The associated Euclidean norm is denoted both for vectors $a$ and matrices $A$ as $|a|$ and $|A|$.

2.2. The area functional. Here we discuss the structure of the area functional. We restrict our attention to the case that the domain has dimension $m = 2$, since that is the relevant case for our main result.

As recalled in the introduction, the stationarity condition with respect to the area functional for a map $u \in \text{Lip}(B_1, \mathbb{R}^n)$ reads as:

\[
\begin{aligned}
\partial_t(\sqrt{\det g} \partial_t u) &= 0, & l &= 1, \ldots, n, \\
\partial_l(\sqrt{\det g}) &= 0, & j &= 1, \ldots, 2,
\end{aligned}
\]

where $(g^{ij}) = (g_{ij})^{-1}$, $g_{ij} = \delta_{ij} + (Du_i, Du_j)$. Let

\[E(u) \doteq \int_{B_1} A(Du) \, dx, \quad u \in \text{Lip}(B_1, \mathbb{R}^n),\]

be the energy associated to the area integrand, see (2.4) below. The first line of (2.1) corresponds to assuming criticality of the graph with respect to outer variations of the functional, i.e.

\[\frac{d}{d\varepsilon}|_{\varepsilon=0} E(u + \varepsilon v) = 0, \quad \forall v \in C^\infty_c(B_1, \mathbb{R}^n)\]  

and the second line of (2.1) corresponds to assuming criticality of the graph with respect to inner variations of the functional, i.e.

\[\frac{d}{d\varepsilon}|_{\varepsilon=0} E(u \circ (x + \varepsilon\Phi)) = 0, \quad \forall \Phi \in C^\infty_c(B_1, \mathbb{R}^2).\]  

The area integrand on graphs $\mathcal{A} : \mathbb{R}^{n \times 2} \to \mathbb{R}$ reads as

\[\mathcal{A}(Z) \doteq \sqrt{\det(g)} = \sqrt{\det(M(Z)^T M(Z))}, \quad \text{where} \quad M(Z) \doteq \begin{pmatrix} \text{id}_2 \\ Z \end{pmatrix}, \quad \text{and} \quad Z \in \mathbb{R}^{n \times 2}.
\]

More explicitly, for any $Z \in \mathbb{R}^{n \times 2}$,

\[\mathcal{A}(Z) = \sqrt{1 + |Z|^2 + \det(Z^T Z)} = \sqrt{1 + |Z|^2 + |Z_1|^2|Z_2|^2 - (Z_1, Z_2)^2} = \sqrt{1 + |Z|^2 + \sum_{1 \leq a \leq b \leq n} \det(Z^{ab})^2},\]

where, here and in the following, $Z_i$ is the $i$-th column of $Z$ and $Z^{ab}$ is the $2 \times 2$ submatrix obtained from $Z$ considering just the $a$-th and the $b$-th rows. Denote with $\text{cof}(M)$ the matrix for which $M \text{cof}(M) = \det(M) \text{id}_2$, for every $M \in \mathbb{R}^{2 \times 2}$. Explicitly, if

\[M = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad \text{then} \quad \text{cof}(M) = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}.
\]

We compute

\[DA(Z) = \frac{Z + \sum_{1 \leq a \leq b \leq n} \det(Z^{ab})C_{ab}(Z)}{A(Z)},\]  

(2.5)
where $C_{ab}(Z)$ denotes the $n \times 2$ matrix defined as

$$(C_{ab}(Z))_{ij} = \begin{cases} 0, & \text{if } i \neq a \text{ or } i \neq b \\ (\text{cof}(Z^{ab}))_{ij}, & \text{otherwise}. \end{cases}$$

Notice in particular that, due to (2.2), the first line of (2.1) intended as a system of $n$ equations corresponds to

$$\text{div}(DA(Du)) = 0.$$ 

By direct computations one verifies that the Euler-Lagrange equations corresponding to (2.3), i.e. the second line of (2.1) intended as a system of two equations, corresponds to

$$\text{div}(B(Du)) = 0,$$

where

$$B(Z) = A(Z) \text{id}_2 - Z^T DA(Z) = \frac{(1 + |Z|^2) \text{id}_2 - Z^T Z}{A(Z)}.$$  \quad (2.6)

As a note, let us remark that (2.1) yields the following equalities, that link $DA, B$ with the notation of the classical minimal graph system:

$$B(Z) = \sqrt{\text{det}(g)}g^{-1}$$ \quad (2.7)

and

$$DA(Z) = ZB(Z).$$ \quad (2.8)

It will be helpful to have an explicit expression for $B$:

$$B(Z) = \frac{1}{A(Z)} \begin{pmatrix} 1 + |Z|^2 & -(Z^1, Z^2) \\ -(Z^1, Z^2) & 1 + |Z|^2 \end{pmatrix}.$$ \quad (2.9)

We need a further, very useful, short-hand notation. For matrices $X \in \mathbb{R}^{2 \times 2}, Y \in \mathbb{R}^{(n-2) \times 2},$

$$A(X|Y), DA(X|Y), B(X|Y) \text{ and } DB(X|Y)$$ \quad (2.10)

are simply $A(Z), DA(Z), B(Z)$ and $DB(Z)$ for $Z \in \mathbb{R}^{n \times 2}$ the matrix defined as $X$ in the first two rows, and $Y$ in the bottom $n - 2$ rows. If $n = 2$, of course this notation is meaningless and one only considers $A(X), DA(X), B(X)$ and $DB(X)$.

We conclude this section by collecting a few facts of technical nature which will prove to be useful in the paper. Since the proof of this Lemma is straightforward but rather lengthy, we postpone it to Appendix A.

**Lemma 2.1.** The following hold, for all $Z \in \mathbb{R}^{n \times 2}, X \in \mathbb{R}^{2 \times 2}, Y \in \mathbb{R}^{(n-2) \times 2}$:

(i) $B(NZ) = B(Z)$ for every $N \in O(n) \triangleq \{ Y : Y^T Y = \text{id}_n \}$;

(ii) $B(ZM) = M^T B(Z)M$ for every $M \in O(2)$;

(iii) $DA(NZM) = NDA(Z)M$, for every $N \in O(n), M \in O(2)$;

(iv) $B(Z)$ is symmetric, $B(Z)_{11} > 0, B(Z)_{22} > 0, \text{det}(B(Z)) = 1$;

(v) If $\text{det}(X) > 0$, then

$$B(X^{-1}|Y) = \frac{XB(X|Y)X^T}{\text{det}(X)};$$

(vi) If $S = \sqrt{\text{id}_2 + Y^T Y}$, then

$$B(X|Y) = \text{det}(S)S^{-1}B(XS^{-1}|0)S^{-1};$$

(vii) For every $K, L > 0$, if $|X|^2 \leq K \det(X)$ and $|Y| \leq L$, then there exists $C = C(n, K, L) > 0$ such that $|B(X|Y)| \leq C$.  


(viii) For every $K, L > 0$, if $|X|^2 \leq K \det(X)$ and $|Y| \leq L$, then there exists $C = C(u, K, L) > 0$ such that $|DB(X|Y)| \leq C(1 + |X|)^{-1}$.

2.3. Quasiconformal mappings. We will need a few well-known facts about quasiregular and quasiconformal mappings.

Definition 2.2. Let $\Omega \subset \mathbb{R}^2$ be open. We say that $\varphi \in W^{1,2}(\Omega, \mathbb{R}^2)$ is quasiregular if there exists $K > 1$ such that for a.e. $x \in \Omega$

$$|D\varphi|^2(x) \leq K \det(D\varphi(x)).$$

We say that it is quasiconformal if, in addition, $\varphi$ is a homeomorphism.

Theorem 2.3. Let $\varphi \in W^{1,2}(\Omega_1, \Omega_2), \psi \in W^{1,2}(\Omega_2, \Omega_3)$ be quasiconformal maps. Then:

1. $\varphi^{-1} : \Omega_2 \to \Omega_1$ is a $W^{1,2}(\Omega_2, \Omega_1)$ quasiconformal mapping, with gradient

$$D(\varphi^{-1}(y)) = (D\varphi)^{-1}(\varphi^{-1}(y)), \text{ a.e. in } \Omega_2;$$

2. the chain rule holds, i.e. for every $f \in \text{Lip}(\Omega_2), f \circ \varphi \in W^{1,2}(\Omega_1)$ with

$$D(f \circ \varphi)(y) = Df(\varphi(y))D\varphi(y), \text{ a.e. in } \Omega_1;$$

3. the composition $\psi \circ \varphi$ is still quasiconformal.

Proof. (1) can be found in [3, Theorem 9.1], while the chain rule (2) is the content of [3, Lemma 9.6]. The composition result (3) is proved in [3, Theorem 9.4].

3. Main Theorem and strategy

To begin we state our main theorem more precisely, using the terminology defined in the previous section:

Theorem 3.1. Let $B_1 \subset \mathbb{R}^2$ and $u \in \text{Lip}(B_1, \mathbb{R}^n)$. Suppose $u$ solves

$$\text{div}(DA(Du)) = 0 \text{ in the sense of distributions on } B_1.$$

Then, $u$ is smooth. In particular, $u$ solves $\text{div}(B(Du)) = 0$ in $B_1$ and hence it is a solution to (2.1).

The proof of Theorem 3.1 occupies the rest of this paper. Since this proof is made of various pieces, it is better to give an overview of the strategy here and use the remaining sections to show our claims. This overview constitutes the proof of Proposition 3.3 below. We start by reducing Theorem 3.1 to showing a milder statement.

Lemma 3.2. Let $B_1 \subset \mathbb{R}^2$ and $u \in \text{Lip}(B_1, \mathbb{R}^n)$. Suppose $u$ solves

$$\text{div}(DA(Du)) = 0 \text{ in the sense of distributions on } B_1.$$

If $u \in C^{1,\alpha}$ for some $\alpha > 0$ in $B_1$ up to a discrete set $S$, then $u$ is smooth in $B_1$ and Theorem 3.1 holds.

Proof. The $C^{1,\alpha}$ regularity can be bootstrapped in a standard way to smoothness in $B_1 \setminus S$, since the area functional satisfies the Legendre-Hadamard condition on compact sets [31, Lemma 6.7]. If $u \in C^\infty(B_1 \setminus S, \mathbb{R}^2)$, then $\text{div}(DA(Du)) = 0$ in $B_1 \setminus S$ implies that $\text{div}(B(Du)) = 0$. This holds in much higher generality: if $u$ is a $C^2$ solution to $\text{div}(Df(Du)) = 0$ in an open set $\Omega$, then the inner variation equations $\text{div}(Du^2Df(Du) - f(Du)Id_2) = 0$ hold as well in $\Omega$, as can be checked by direct computation simply assuming that $f : \mathbb{R}^{n \times 2} \to \mathbb{R}$ is $C^1$. Thus, $u$ is a smooth solution to (2.1) in $B_1 \setminus S$. Since $u$ is Lipschitz in the whole $B_1$, the isolated singularities coming from the set $S$ can be removed and it can be easily verified that $u$ is a Lipschitz solution to (2.1) in $B_1$. Thus, $u$ is smooth in $B_1$, see for instance [31, Proposition 4.3].

Lemma 3.2 allows us to reduce to proving the following:
Proposition 3.3. Let $B_1 \subset \mathbb{R}^2$ and $u \in \text{Lip}(B_1, \mathbb{R}^n)$. Suppose $u$ solves
\[ \text{div}(DA(Du)) = 0 \] in the sense of distributions on $B_1$.

Then $u \in C^{1, \alpha}$ for some $\alpha > 0$ in $B_1$ up to a discrete set $S$.

Proof. In Lemma 4.1, we will show the factorization of $u = v \circ \phi$, where $\phi : B_1 \to \phi(B_1)$ is quasiconformal and $v : \phi(B_1) \to \mathbb{R}^n$ is harmonic. This is reminiscent of the analogous transformation in the foundational works of J. Douglas [8] and T. Rado [26]. Define $\tilde{U} = \phi(B_1)$, which is open since $\phi$ is a homeomorphism. Consider now the sets
\[ E_1 = \{ x \in U : |Dv(x)| = 0 \}, \quad \Omega = U \setminus E_1. \] Since $v$ is harmonic and $U \subset \mathbb{R}^2$, either $E_1 = U$ or $E_1$ is discrete. Indeed, let $v_1$ be the first component of $v$. The set $\{ z \in U : Dv_1(z) = 0 \}$ is discrete, since locally $v_1$ is the real part of a holomorphic function $f = f(z)$, and $Dv_1(z) = 0$ implies $f'(z) = 0$. This shows that $E_1$ is either the whole $U$ or it is discrete, as wanted. We will only treat the second case, the first being trivial. Since $\phi$ is a homeomorphism, $S = \phi^{-1}(E_1)$ is again discrete. Recalling the notation introduced in (2.4), we can split
\[ \Omega = Z \cup O = \{ y \in \Omega : \forall a,b, \det(Dv_{ab})(y) = 0 \} \cup \{ y \in \Omega : \exists a,b \text{ such that } |\det(Dv_{ab})(y)| > 0 \}. \]

Of course, $Z$ is closed and $O$ is open relatively to $\Omega$. We will show separately that, if $\phi(x_0) \in Z$ or $\phi(x_0) \in O$, then there exists $r > 0$ such that $u \in C^{1, \alpha}(B_r(x_0), \mathbb{R}^n)$. This will conclude the proof. Let us analyze the two situations separately.

Case 1: $\phi(x_0) \in Z$. At $x_0$ we have $\det(Dv_{ab})(\phi(x_0)) = 0$ for all $1 \leq a < b \leq n$ by definition of $Z$. Furthermore, since $x_0 \in \phi^{-1}(\Omega)$, $|Dv|(|\phi(x_0)|) \neq 0$. Hence, there exists a ball $B \supset B_r(x_0)$ on which $|\det(Dv_{ab})| \circ \phi \in L^1(B), \forall 1 \leq a < b \leq n$, and $|Dv|(|\phi(x)|) \geq c > 0$ for all $x \in B$. Here, $\varepsilon_1 > 0$ is a small constant which will be chosen later. We start by noticing that $\phi$ is Lipschitz in $B_r(x_0)$. Indeed, since $\phi$ is quasiconformal, we can exploit Theorem 2.3 to see that for almost all $x \in B_1$\[ k|Dv \circ \phi(x)|D\phi(x) \leq |Dv \circ \phi(x)D\phi(x)| = |Du(x)| \leq \text{Lip}(u), \]where $k > 0$ only depends on the quasiconformality constant of $\phi$. Combining this with the fact that $|Dv|(|\phi(x)|) \geq c$, we readily obtain that $\phi \in \text{Lip}(B_r(x_0))$. Therefore, for all $x \in B_r(x_0)$ and for all $1 \leq a < b \leq n$,
\[ |\det(Du_{ab})(x)| = |\det(Dv_{ab})| \circ \phi(x)| |\det(D\phi)| |(x)| \leq C \varepsilon_1, \]for some positive constant $C$ only depending on $|Dv| \circ \phi(x_0)$, the quasiconformality constant $K$ of $\phi$ and the Lipschitz constant $\Lambda$ of $u$. Proposition 5.2 shows that, given $\Lambda > 0$, there exists $\varepsilon_2 = \varepsilon_2(\Lambda) > 0$ such that every solution $u$ to $\text{div}(DA(Du)) = 0$ with $||Du||_{L^\infty(B_r(x_0))} \leq \Lambda$ and $||\det(Du_{ab})||_{L^\infty(B_r(x_0))} \leq \varepsilon_2$ for all $1 \leq a < b \leq n$ belongs to $C^{1, \alpha}$ in $B_{\varepsilon}(x_0)$. This Proposition allows us to fix $\varepsilon_1 = \frac{\varepsilon_2}{C}$, where $C$ is the constant appearing in (3.3) and find $r = r(x_0, K, \Lambda)$ consequently.

Case 2: $\phi(x_0) \in O$. By definition of $O$, we can find a ball $D = B_r(x_0)$ and $1 \leq a < b \leq n$ on which $|\det(Dv_{ab})(\phi(x_0))| \geq c > 0$. We can, in particular, assume that\[ \begin{pmatrix} v^a \\ v^b \end{pmatrix} \]is a diffeomorphism on $\phi(D)$. (3.4)

Assume for the moment $a = 1, b = 2$. By continuity $\det(Dv^{12}) \circ \phi$ has a sign on $D$, which we assume for the moment to be positive. It is convenient to split the maps under consideration in components: let $f : B_1 \to \mathbb{R}^2, h : B_1 \to \mathbb{R}^{n-2}, g : U \to \mathbb{R}^2, \tilde{v} : U \to \mathbb{R}^{n-2}$ be such that\[ u = \begin{pmatrix} f \\ h \end{pmatrix} \text{ and } v = \begin{pmatrix} g \\ \tilde{v} \end{pmatrix}. \]
By (3.4), $g$ is a quasiconformal map on $\phi(D)$ and hence the composition $g \circ \phi = f$ is quasiconformal on $D$, according to Theorem 2.3. According to the same theorem, the inverse $w = f^{-1}$ is quasiconformal as well. In addition, let us set

$$\psi \doteq \bar{v} \circ g^{-1} \in C^\infty(f(D), \mathbb{R}^{n-2}).$$

In Lemma 4.2, we will show that

$$\text{div}(B(Dw|D\psi)) = 0$$

in the sense of distributions in $E \doteq f(D)$, where we used notation (2.10). Theorem 6.2 shows that a quasiconformal solution to (3.7) with Jacobian bounded below belongs to $C^{1,\alpha}(E', \mathbb{R}^2)$, where $E' \doteq f(B_{2}(x_0))$. To see that $\text{det}(Dw)$ is bounded below, simply write

$$\text{det}(Dw)(z) = \frac{1}{\text{det}(Df) \circ w(z)}, \text{ for all } z \in E$$

and use the fact that $u$, and hence $f$, is Lipschitz. Therefore the classical Inverse Function Theorem yields $f \in C^{1,\alpha}(B_2(x_0))$. Furthermore

$$h = \bar{v} \circ \phi = \bar{v} \circ g^{-1} \circ g \circ \phi = \psi \circ f,$$

and hence $h$ is as smooth as $f$ is. This implies the same regularity on $u$, and concludes the proof. In case $a \neq 1$, $b \neq 2$, or $\text{det}(Du^{ab}) \circ \phi$ has the undesired sign on $D$, then we could simply employ the above reasoning on $\bar{u} \doteq Mu$, where $M \in O(n)$ is the matrix defined as follows. First, consider $M_1 \in O(n)$ to be the matrix that swaps the $a$-th and $b$-th components of an $\mathbb{R}^n$ vector with the first and second components respectively. Next, let $M_2 \in O(n)$ be the matrix that acts as

$$M_2e_i \doteq e_i \quad \forall i \neq 1, \quad M_2e_1 \doteq \sigma e_1$$

Here, $\sigma \in \{-1,1\}$ is suitably chosen to have the required positivity of the determinant. Finally, set $M \doteq M_2M_1$. Due to Lemma 2.1(iii), we have that $DA(D\bar{u}) = MDA(Du)$ pointwise a.e., and hence $\text{div}(DA(D\bar{u})) = 0$. The above reasoning then yields the required regularity for $\bar{u}$ and hence for $u$. This concludes the proof of this case, and thus of the present Proposition. $\Box$

4. FROM OUTER TO INNER VARIATIONS

In this section we show the factorization of $u$ as a harmonic map and a quasiconformal map in Lemma 4.1 and the fact that the inverse of a solution to the outer variation system solves the inner variations system in Lemma 4.2.

Lemma 4.1. Let $B_1 \subset \mathbb{R}^2$ and $u \in \text{Lip}(B_1, \mathbb{R}^n)$. Suppose $u$ solves

$$\text{div}(DA(Du)) = 0$$

in the sense of distributions on $B_1$.

Then, there exists a quasiconformal map $\phi : B_1 \rightarrow \phi(B_1)$ such that

$$v \doteq u \circ \phi^{-1}$$

is harmonic in $U \doteq \phi(B_1)$.

Proof. Define the metric tensor $g \doteq \text{id}_2 + Du^T Du = \begin{pmatrix} E & F \\ F & G \end{pmatrix}$. The Lipschitz assumption on $u$ yields $\text{id}_2 \leq g \leq \Lambda \text{id}_2$ at a.e. point of $B_1$ in the sense of quadratic forms. Using complex notation, we set

$$\mu(z) \doteq \frac{E - G + 2iF}{E + G + 2\sqrt{EG - F^2}}.$$ 

Introduce the Wirtinger derivatives for $f : \Omega \subset \mathbb{R}^2 \rightarrow \mathbb{R}^2$:

$$f_z \doteq \frac{1}{2}[(\partial_1 f_1 + \partial_2 f_2) + i(\partial_1 f_2 - \partial_2 f_1)] \quad \text{and} \quad f_{\bar{z}} \doteq \frac{1}{2}[(\partial_1 f_1 - \partial_2 f_2) + i(\partial_1 f_2 + \partial_2 f_1)].$$
By direct computations, one verifies that

$$|\mu|(z) \leq k = k(\Lambda) < 1 \text{ for a.e. } z \in B_1.$$ 

Therefore, after extending $\mu$ to 0 outside $B_1$, we can invoke [1, Theorem 5.3.2] to find a unique quasiconformal map $\phi \in W_{1,2}^{1,2}(\mathbb{R}^2, \mathbb{R}^2)$ fulfilling a.e. in $\mathbb{R}^2$

$$\phi_z = \mu(z)\phi_z,$$ (4.1)

and the normalization condition $\phi(z) = z + O(z^{-1})$ for large $z$. Now (4.1) implies that $\det(D\phi)(z) \geq 0$ and hence $\det(D\phi)(z) > 0$ a.e. in $\mathbb{R}^2$, since the Jacobian of a quasiconformal map is non-zero a.e., [18, Theorem 16.10.1]. Set $U \equiv \phi(B_1)$ as in the statement of the ongoing lemma, and note that $U$ is open since $\phi$ is a homeomorphism. Passing to real notation, we find that (4.1) implies a.e. in $B_1$

$$g = \rho D\phi^T D\phi, \quad \text{with } \rho := \frac{\sqrt{\det(g)}}{\det(D\phi)}.$$ (4.2)

For details, see [1, Theorem 10.1.1]. By the first line of (2.1), we know that criticality for outer variations corresponds to asking

$$\int_{B_1} \langle \sqrt{\det(g)}Du g^{-1}, D\psi \rangle dx = 0, \quad \forall \psi \in C^\infty_c(B_1, \mathbb{R}^n).$$ (4.3)

By approximation, the same holds if $\psi \in W_{1,2}^{1,2}(B_1, \mathbb{R}^n)$. We are now in position to show that $v \doteq u \circ \phi^{-1}$ is harmonic on $U$. In the subsequent computations, we will be using Theorem 2.3 freely. Fix any $\eta \in C^\infty_c(U, \mathbb{R}^2)$. Then:

$$\int_U (Dv, D\eta)dy = \int_U (Du \circ \phi^{-1}(D\phi)^{-1} \circ \phi^{-1}, D\eta)dy$$

$$= \int_{B_1} \det(D\phi)(Du(D\phi)^{-1}, D\eta \circ \phi)dx = \int_{B_1} \det(D\phi)(Du(D\phi)^{-1}, D(\eta \circ \phi)(D\phi)^{-1})dx$$

$$= \int_{B_1} \det(D\phi)(Du(D\phi)^{-1}(D\phi)^{-T}, D(\eta \circ \phi))dx \overset{(4.2)}{=} \int_{B_1} \sqrt{\det(g)}(Du g^{-1}, D(\eta \circ \phi))dx,$$

where in the second line we used the change of variables $y = \phi(x)$ that is justified by, for instance, [12, Lemma 2.4]. Since $\phi$ is a homeomorphism, $\phi(\partial B_1) \subset \partial U$. Thus, $\eta \circ \phi = 0$ on $\partial B_1$. Hence, $\eta \circ \phi \in W_{1,2}^{1,2}(B_1, \mathbb{R}^n)$ and (4.3) concludes the proof.

**Lemma 4.2.** Let $B_1 \subset \mathbb{R}^2$ and $u \in \text{Lip}(B_1, \mathbb{R}^n)$. Assume for $u$ a splitting as in (3.5)-(3.6)-(3.9), i.e.

$$u = \left(\begin{array}{c} f \\ \psi \circ f \end{array}\right),$$ (4.4)

for a quasiconformal $f : B_1 \to \mathbb{R}^2$ and a smooth $\psi : f(B_1) \to \mathbb{R}^{n-2}$. Assume in addition that $u$ solves

$$\text{div}(DA(Du)) = 0 \text{ in the sense of distributions on } B_1.$$ (4.5)

Then, using notation (2.10), $w \doteq f^{-1}$ solves

$$\text{div}(B Dw|D\psi)) = 0 \text{ in the sense of distributions on } f(B_1).$$

**Proof.** Let $V \equiv f(B_1)$. We start by noticing that, since $w$ is quasiconformal, $B Dw|D\psi) \in L^\infty(V)$ by Lemma 2.1(vii). Notice that

$$Dw(y) = (Df)^{-1} \circ w(y)$$

by Theorem 2.3. By Lemma 2.1(v), for a.e. $y \in V$,

$$B Dw|D\psi)(y) = \frac{Df(w(y))B(Df(w(y))|D\psi(y)Df(w(y))Df(w(y))^T}{\det(Df(w(y)))}. $$ (4.6)
Therefore, given any $\eta \in C_c^\infty(V, \mathbb{R}^2)$, we have
\[
\int_V \langle B(Dw|D\psi), D\eta \rangle dy = \int_V \left\langle \frac{\langle Df(w(y))B(Df(w(y))|D\psi(y)Df(w(y))\rangle Df(w(y))^T}{\det(Df(w(y)))}, D\eta \right\rangle dy
\]
\[
= \int_{B_1} \langle Df(x)B(Df(x)|D\psi(f(x))Df(x))Df(x)^T, D\eta \circ f \rangle dx
\]
\[
= \int_{B_1} \langle DfB(Df|D(\psi \circ f))Df^T, D\eta \circ f \rangle dx
\]
\[
= \int_{B_1} \langle DfB(Du), (D\eta \circ f) \rangle dx. \tag{4.7}
\]
We notice that $DfB(Du)$ is obtained considering the first two rows of $DA(Du) = DuB(Du)$, compare (2.8), and thus $DfB(Du)$ is divergence-free since $DA(Du)$ was. With a reasoning analogous to the one used in Lemma 4.1, we conclude that the last expression in (4.7) equals 0, as wanted.

\[\square\]

5. Regularity for solutions with small determinant

This section is devoted to proving Proposition 5.2, which asserts the regularity of Lipschitz solutions with small determinant to the outer variations equations of the area. The idea behind it is that the area functional becomes uniformly convex close to matrices with small determinant, as can heuristically be seen by the fact that
\[
\mathcal{A}(X) = \sqrt{1 + |X|^2}, \quad \text{for all singular } X \in \mathbb{R}^{n \times 2}.
\]

Remark 5.1. A similar philosophy appears in [32,33], where existence and regularity results for the minimal surface system are obtained in general dimension and codimension when the area-decreasing condition (products of pairs of distinct principal values of $Du$ are all at most one in absolute value) is satisfied.

Proposition 5.2. Let $u \in \text{Lip}(B_1, \mathbb{R}^n)$ be such that $\|Du\|_{\infty} \leq \Lambda$ and
\[
\text{div}(DA(Du)) = 0 \text{ in the sense of distributions on } B_1. \tag{5.1}
\]

There exists a constant $\varepsilon_2 = \varepsilon_2(\Lambda) > 0$ such that if $\|\det(Du_{ab})\|_{\infty} \leq \varepsilon_2$ for all $1 \leq a \leq b \leq n$, then $u \in C^{1,\alpha}(B_{1/2}, \mathbb{R}^2)$.

Proof. Let us start by remarking that, if $|X|, |Y| \leq \Lambda$, rank$(X) = \text{rank}(Y) \leq 1$ and $|Z| = 1$, then there exists $0 < \lambda = \lambda(\Lambda)$ such that
\[
\langle DA(X) - DA(Y), X - Y \rangle \geq 2\lambda |X - Y|^2 \tag{5.2}
\]
and
\[
D^2\mathcal{A}(X)[Z, Z] = \lim_{t \to 0} \frac{\langle DA(X + tZ) - DA(X), Z \rangle}{t} \geq 2\lambda. \tag{5.3}
\]
Indeed, to show (5.2) we can exploit the explicit form of $DA$ of (2.5) to write
\[
DA(X) = \frac{X}{\sqrt{1 + |X|^2}}, \quad DA(Y) = \frac{Y}{\sqrt{1 + |Y|^2}},
\]
due to the fact that rank$(X) = \text{rank}(Y) \leq 1$. Hence, (5.2) holds by the uniform convexity on compact sets of the function $f(X) = \sqrt{1 + |X|^2}$. To show (5.3), define $g(t) = \langle DA(X + tZ), Z \rangle$. By (2.5):
\[
g(t) = \frac{(X + tZ, Z) + \sum_{1 \leq a \leq b \leq n} \det(X^{ab} + tZ_{ab})(C_{ab}(X + tZ), Z)}{\mathcal{A}(X + tZ)}.
\]
Therefore, using that \( \text{rank}(X) \leq 1, |Z| = 1 \) and (2.4)-(2.5),
\[
g'(0) = \frac{1 + \left( \sum_{1 \leq a \leq b \leq n}(C_{ab}(X), Z)^2 \right) \mathcal{A}(X)}{\mathcal{A}(X)^2} - \frac{\langle X, Z \rangle}{\mathcal{A}^2(X)} \mathcal{A}(X, Z)
= \frac{1 + \left( \sum_{1 \leq a \leq b \leq n}(C_{ab}(X), Z)^2 \right) \mathcal{A}(X)}{\mathcal{A}(X)^2} - \frac{\langle X, Z \rangle^2}{\mathcal{A}^3(X)}\mathcal{A}(X)
\geq \frac{\mathcal{A}^2(X) - \langle X, Z \rangle^2}{\mathcal{A}^3(X)} \geq \frac{\mathcal{A}^2(X) - |X|^2}{\mathcal{A}^3(X)} = \frac{1}{\mathcal{A}^3(X)}.
\]
This shows (5.3).

We exploit this observation to show that, given \( \Lambda > 0 \), there exists \( 0 < \varepsilon_2 = \varepsilon_2(\Lambda) \) such that if \(|X|, |Y| \leq \Lambda\) and \(|\det(X^{ab})|, |\det(Y^{ab})| \leq \varepsilon_2\) for all \( 1 \leq a \leq b \leq n \), then
\[
\langle DA(X) - DA(Y), X - Y \rangle \geq \Lambda |X - Y|^2.
\]
If we manage to prove this inequality, then the proof of the interior regularity of \( u \) is standard, see for instance the proof of [13, Proposition 8.6] or the one of Theorem 6.2 below. To show (5.4), we proceed by contradiction. If the statement of (5.4) is false, then we find sequences \( X_n, Y_n \) with \( X_n \neq Y_n, |X_n|, |Y_n| \leq \Lambda \) satisfying the following:
(i) \( \det(X_n^{ab}), \det(Y_n^{ab}) \to 0, \forall 1 \leq a \leq b \leq n \);
(ii) \( X_n \to X, Y_n \to Y, \frac{X_n - Y_n}{|X_n - Y_n|} \to Z \);
(iii) \( \langle DA(X_n) - DA(Y_n), X_n - Y_n \rangle \leq \Lambda |X_n - Y_n|^2 \).
First, suppose \( X \neq Y \). Then, in the limit (iii) contradicts (5.2) due to (i). We can then suppose \( X = Y \). Dividing by \( |X_n - Y_n|^2 \) in (iii) and sending that inequality to the limit, we find
\[
D^2A(X)[Z, Z] \leq \Lambda,
\]
Here \( Z \) is the same matrix of (ii). Since \(|Z| = 1, X \) is singular and \(|X| \leq \Lambda\), (5.5) contradicts (5.3) and the proof is finished.

Remark 5.3. More generally, for any \( m \) and \( n \) and any \( R > 0 \), there is a smooth, uniformly convex function on \( \mathbb{R}^{n \times m} \) that agrees with \( \mathcal{A} \) in a small neighborhood of the rank-one matrices of norm at most \( R \). The key observation is that \( \mathcal{A} \) touches the locally uniformly convex function \( \sqrt{1 + |x|^2} \) from above on the rank-one matrices. As a consequence of this observation and general theory, Lipschitz weak solutions to the minimal surface system in a domain of dimension \( m \) with gradient lying in a small neighborhood of the rank-one matrices are smooth away from a singular set with vanishing \((m - 2)\)-dimensional Hausdorff measure (see e.g. [13, Theorem 9.1]). Arguing as in Lemma 3.2 we see that the solution is stationary, and since the assumption of closeness to rank-one matrices implies that the area-decreasing condition is satisfied, the solution is in fact smooth [32, Theorem 4.1].

6. Regularity for Solutions to Inner Variation Equations

The main result of this section is Theorem 6.2, which shows regularity of quasiconformal solutions to the inner variation system. Its proof is based on the technical Proposition 6.1, and is close in spirit to [29, Theorem 3] and [31, Theorem 6.5].

Proposition 6.1. Let \( X, Y \in \mathbb{R}^{2 \times 2}, M \in \mathbb{R}^{(n-2) \times 2} \). Assume the following properties for \( K, \varepsilon_3, L > 0 \):
\begin{align*}
|X|^2 & \leq K \det(X), |Y|^2 \leq K \det(Y), \quad (6.1) \\
\det(X) , \det(Y) & \geq \varepsilon_3 > 0, \quad (6.2) \\
|M| & \leq L. \quad (6.3)
\end{align*}
Then, there exists $C_1 > 0$ and $\delta > 0$ depending on $K, \varepsilon_3, L$ such that
\[
C_1 \min\{||X|^2, |Y|^2\} |B(X|M) - B(Y|M)|^2 + \det(X - Y) \geq \delta |X - Y|^2.
\] (6.4)

Since the proof of this Proposition is rather lengthy, we postpone it to the end of the section.

**Theorem 6.2.** Let $w \in \text{Lip}(B_1, \mathbb{R}^2)$ be quasiconformal, $\det(Dw) \geq c > 0$ a.e. in $B_1$, $\psi \in C^\infty(B_1, \mathbb{R}^{n-2})$ and
\[
\text{div}(B(Dw|D\psi)) = 0 \text{ in the sense of distributions on } B_1,
\] (6.5) then $w \in C^{1,\alpha}(B_{1/2}, \mathbb{R}^2)$.

**Proof.** First we need to recall some properties of the matrix-valued map $x \mapsto B(Dw|D\psi)(x)$, see [31, Section 3] for further details. By Lemma 2.1(iv)-(vii), (6.5) implies that
\[
B(Dw|D\psi) = \text{cof}(D^2w),
\]
where $z : B_1 \to \mathbb{R}$ is a convex, $W^{2,\infty}$ solution to the Monge-Ampère equation
\[
\det(D^2z) = 1.
\]

Therefore, $z$ is smooth (see e.g. [10, Sections 2-3] and the references therein), and hence so is $x \mapsto B(Dw|D\psi)(x)$. Since $\det(Dw) \geq c$ a.e., $w$ is quasiconformal and $D\psi$ is smooth, hence bounded, we see that for a.e. $x, y \in B_1$, $X = Dw(x)$, $Y = Dw(y)$, $M = D\psi(x)$ fulfill the assumptions of Proposition 6.1. This allows us to start the proof of the $C^{1,\alpha}$ regularity of $w$ in $B_{1/2}$.

We consider any $h \in \mathbb{R}^2$ such that $0 < |h| < \frac{1}{4}$ and denote, for any function $g$, $g^h(x) \doteq \frac{g(x+h) - g(x)}{|h|}$. We take any $\eta \in C^{2\infty}_c(B_{3/4})$, $\eta(x) \geq 0 \forall x \in B_1$, and finally set $m_h(x) \doteq \min\{|Dw|(x), |Dw|(x + h)|$. We start by noticing that
\[
\int_{B_1} \eta^2 m_h(x)^2 |B(Dw(x + h)|D\psi(x)) - B(Dw(x)|D\psi(x))|^2 dx
\]
\[
\leq 2 \int_{B_1} \eta^2 m_h(x)^2 |B(Dw(x + h)|D\psi(x + h)) - B(Dw(x)|D\psi(x))|^2 dx
\]
\[
+ 2 \int_{B_1} \eta^2 m_h(x)^2 |B(Dw(x + h)|D\psi(x + h)) - B(Dw(x + h)|D\psi(x))|^2 dx
\]
\[
\leq C|h|^2 \int_{B_1} \eta^2 m_h(x)^2 dx
\]
\[
+ C \int_{B_1} \eta^2 m_h(x)^2 |B(Dw(x + h)|D\psi(x + h)) - B(Dw(x + h)|D\psi(x))|^2 dx
\]
\[
\leq C|h|^2 \int_{B_1} \eta^2 m_h(x)^2 dx + C \int_{B_1} \eta^2 \frac{m_h(x)^2}{1 + |Dw|(x + h)} |D\psi(x + h) - D\psi(x)|^2 dx
\]
\[
\leq C|h|^2 \int_{B_1} \eta^2 m_h(x)^2 dx \leq C|h|^2 \int_{B_1} |Dw|^2(x) dx.
\] (6.6)

In this chain of inequalities and in the rest of the proof, $C > 0$ is a constant that may vary line-by-line. In passing from the first to the second inequality we used the smoothness of $x \mapsto B(Dw|D\psi)(x)$, while in passing from the second to the third we employed Lemma 2.1(viii). We can finally start the main part of the proof.

Let $b \in \mathbb{R}^2$ be any constant. Since the determinant is a Null Lagrangian, see [22, Theorem 2.3(ii)],
then:
\[
0 = \int_{B_1} \det(D(\eta(u^h - b)))(x)\,dx \\
= \int_{B_1} \eta^2 \det(Du^h(x))\,dx + \int_{B_1} \langle \text{cof}^T((u^h - b) \otimes D\eta), \eta Dw^h \rangle\,dx.
\] (6.7)

Hence
\[
\int_{B_1} |u^h - b||D\eta||Du^h|\,dx \geq \int_{B_1} \eta^2 \det(Du^h(x))\,dx \geq \delta \int_{B_1} \eta^2 |Du^h|^2\,dx \\
- \frac{C}{|h|^2} \int_{B_1} \eta^2 m_k(x)^2 |B(Dw(x + h)|D\psi(x)) - B(Dw(x)|D\psi(x))|^2\,dx \\
\geq \delta \int_{B_1} \eta^2 |Du^h|^2\,dx - C \int_{B_1} \eta^2 |Dw|^2\,dx.
\] (6.8)

Inequality (6.8) implies, after using Young’s inequality:
\[
\int_{B_1} \eta^2 |Du^h|^2\,dx \leq C \int_{B_1} \eta^2 |Dw|^2\,dx + C \int_{B_1} |u^h - b|^2 |D\eta|^2\,dx.
\] (6.9)

Choose first \(b = 0\). Then, we can invoke [4, Proposition 9.3] to infer \(u \in W^{2,2}_0(B_{3/4})\). We will now show \(u \in W^{2,2+\varepsilon}_{\text{loc}}(B_{3/4})\) for some \(\varepsilon > 0\). Take any square \(Q\) of side \(r\) such that \(2Q \subset B_{3/4}\). Here, \(\lambda Q\) is the square centered at the center of \(Q\) and with side \(\lambda r\), for any \(\lambda > 0\). Suppose \(\eta \in C^\infty_c(2Q)\), \(\eta \equiv 1\) on \(Q\), and \(|D\eta(x)| \leq Cr^{-1}, \forall x \in 2Q\). Combining this choice with the Poincaré-Sobolev inequality on cubes, we obtain from (6.9) and a suitable choice of \(b\):
\[
\int_Q |Du^h|^2\,dx \leq C \int_{2Q} |Dw|^2\,dx + \frac{C}{r^2} \left(\int_{2Q} |Du^h|\,dx\right)^2.
\]

Letting \(|h| \to 0\), we finally get
\[
\int_Q |D^2w|^2\,dx \leq C \int_{2Q} |Dw|^2\,dx + \frac{C}{r^2} \left(\int_{2Q} |D^2w|\,dx\right)^2.
\]

Now Gehring’s Lemma as stated for instance in [20, Proposition 5.1] concludes the proof of the higher integrability of \(D^2w\). Thus, \(Dw \in W^{1,2+\varepsilon}_{\text{loc}}(B_{3/4}, \mathbb{R}^{2 \times 2})\) and hence belongs to \(C^{\alpha}(B_{1/2})\), as wanted. \(\blacksquare\)

**Remarks 6.3.** Suppose that \(n = 2\), so that (6.5) reduces to the more classical inner variations equations \(\text{div}(B(Dw)) = 0\). Theorem 6.2 states that quasiconformal solutions to the inner variations equations is regular\(^1\). This result can be compared with the analogous results for the Dirichlet energy of F. Hélein [14] and T. Iwaniec, L. V. Kovalev, J. Onninen [17, Theorem 1.3]. The first cited result is the most directly related, since there the map is assumed to be quasiconformal and critical with respect to inner variations of the Dirichlet energy, while the second shows the same assuming the weaker condition that the map is continuous, open and discrete. It is also interesting to notice that our proof is substantially different from both the one of [14] and the one of [17].

We conclude this section by proving Proposition 6.1.

\(^1\)In the statement of Theorem 6.2, we have the additional assumption \(\det(Dw) \geq c > 0\), which is a natural feature of our problem, see (3.8). However with a slightly different proof one can show that, at least for the case \(n = 2\), this assumption is not needed, and hence one can compare more precisely our result with the one of [14].
Proof of Proposition 6.1. Let us divide the proof into steps. The expression $A \preceq B$ means $A \leq CB$, for some $C = C(K, \varepsilon_3, L) > 0$. The notation $A \sim B$ means $A \preceq B$ and $B \preceq A$. When it appears explicitly, the constant $C$ will always depend solely on $K, \varepsilon_3$ and $L$ and can change line-by-line.

**Step 1: Reduction to $M = 0$.** We start by remarking that it is enough to show (6.4) in the case $M = 0$. Indeed, assume for a moment that we know the statement of the Proposition for every $\varepsilon_3, K, X, Y$ and $M = 0$. Then, consider

$$S = \sqrt{\text{id}_2 + MM^T}.$$  

In the sense of quadratic forms

$$\text{id}_2 \leq S \leq C\text{id}_2.$$  

(6.10)

We employ Lemma 2.1(vi) to write

$$|B(X|M) - B(Y|M)|^2 = \det(S)^2|S^{-1}(B(XS^{-1}|0) - B(YS^{-1}|0))S^{-1}|^2 \quad \text{(6.10)} |B(XS^{-1}|0) - B(YS^{-1}|0)|^2. \quad \text{(6.11)}$$

Notice now that $XS^{-1}, YS^{-1}$ fulfill (6.1)-(6.2) with new constants $K'$ and $\varepsilon_4$ only depending on the previous constants $K, \varepsilon_3, L$. Using our assumption on the fact that the present proposition holds in the case $M = 0$, we can estimate

$$C_1 \min\{|XS^{-1}|^2, |YS^{-1}|^2\}|B(S^{-1}X|0) - B(YS^{-1}|0)|^2 + \det(XS^{-1} - YS^{-1}) \geq \delta|XS^{-1} - YS^{-1}|^2$$

Using (6.10) and (6.11), the general estimate (6.4) follows. In the rest of the proof, we will assume $M = 0$.

**Step 2: Simplifications in the case $M = 0$.** It suffices to show that, for all $X, Y$ fulfilling (6.1)-(6.2), there exists $\varepsilon = \varepsilon(K, \varepsilon_3) > 0$ such that, if

$$|B(X|0) - B(Y|0)|^2 \min\{|X|, |Y|\}^2 \leq \varepsilon|X - Y|^2,$$  

(6.12)

then we can find $0 < \delta < 1$ as in the statement of this proposition such that

$$\det(X - Y) \geq \delta|X - Y|^2.$$  

(6.13)

If we show this statement, then (6.4) follows choosing $C_1 = 2/\varepsilon$. Indeed, either (6.12) holds, and hence (6.13) directly implies (6.4), or (6.12) does not hold, in which case

$$C_1|B(X|0) - B(Y|0)|^2 \min\{|X|, |Y|\}^2 + \det(X - Y) \geq C_1\varepsilon|X - Y|^2 - |X - Y|^2 = |X - Y|^2 \geq \delta|X - Y|^2.$$  

We can make a few simplifications before showing how (6.12) implies (6.13).

First, we can always assume

$$|Y| \leq |X|.$$  

(6.14)

Furthermore, we can always assume that there exists $c_0 = c_0(K) > 0$ such that

$$c_0|X| \leq |Y|.$$  

(6.15)

Indeed, there exists $c_0 = c_0(K), 0 < c_0 < 1$, such that for any couple of matrices $X, Y$ fulfilling (6.1)-(6.14), the inequality

$$|Y| \leq c_0|X|,$$  

(6.16)

implies (6.13) for any $\delta \leq \frac{1}{2K}$. Indeed, suppose this is false, so that we can find sequences $X_n$ and $Y_n$ with $|X_n| \neq 0, \forall n,$

$$|Y_n| \leq \frac{1}{n}|X_n|, \quad X_n, Y_n \text{ fulfill (6.1), and } \frac{X_n}{|X_n|} \rightarrow X,$$  

(6.17)

but

$$\det(X_n - Y_n) \leq \frac{1}{2K}|X_n - Y_n|^2.$$  

(6.18)
Then, clearly $|X| = 1$ and $X$ fulfills (6.1) as well. Dividing by $|X_n|^2$ in (6.18) and passing to the limit as $n \to \infty$, we can exploit (6.17) to get a contradiction with (6.1).

The second simplification we can perform is to exploit the principal value decomposition and Lemma 2.1(i)-(ii) to reduce us to study only the case in which $X$ is diagonal with positive entries:

$$X = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}, \quad a, b > 0. \quad (6.19)$$

We can start with the main part of the proof. Recall that we assume (6.1)-(6.2)-(6.14)-(6.15), and $X$ has the special form (6.19). Under this set of assumptions, we need to show that (6.12) implies (6.13). We will first deal with the case in which $B(Y0)$ is as well diagonal, which in view of (2.9) is equivalent to assuming that the columns of $Y$ are orthogonal. We will deal with the general case afterwards.

Step 3: $B(Y0)$ diagonal. Write $Y = (Y^1|Y^2)$. As $Y^1$ and $Y^2$ are orthogonal, we can find $v \in S^1$ and $\alpha, \beta$ such that

$$Y = (\alpha v|\beta Jv). \quad (6.20)$$

Here, we defined the symplectic matrix

$$J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  

Up to choosing $-v$, we can assume $\alpha, \beta > 0$. Notice that (6.1)-(6.14)-(6.15) imply

$$|X| \sim |Y| \sim \alpha \sim \beta \sim a \sim b. \quad (6.21)$$

If $B$ is diagonal, (6.12) carries only one non-trivial information:

$$\left| \frac{\sqrt{1 + \beta^2}}{\sqrt{1 + \alpha^2}} - \frac{\sqrt{1 + b^2}}{\sqrt{1 + a^2}} \right|^2 |Y|^2 \leq \varepsilon |X - Y|^2, \quad (6.22)$$

as can be seen exploiting (2.9). We wish to show that (6.22) yields

$$|Y|^{-2} \left| \frac{1}{1 + b^2} (\beta^2 - b^2) - (\alpha^2 - a^2) \right|^2 \lesssim \varepsilon |X - Y|^2. \quad (6.23)$$

We have:

$$\left| \frac{\sqrt{1 + \beta^2}}{\sqrt{1 + \alpha^2}} - \frac{\sqrt{1 + b^2}}{\sqrt{1 + a^2}} \right| |Y| \geq \frac{(6.2)-(6.21)}{C|Y|^{-1}} \left| \frac{1 + a^2}{1 + a^2} (1 + b^2) \frac{1 + b^2}{1 + b^2} - (\alpha^2 - a^2) \frac{1 + a^2}{1 + b^2} (\beta^2 - b^2) \right| \quad (6.24)$$

(6.22)-(6.24) imply (6.23). We are finally in position to prove (6.13). Let $v_1$ be the first component of $v$ and write

$$|X - Y|^2 = \alpha^2 + a^2 - 2v_1 a \alpha + \beta^2 + b^2 - 2v_1 b \beta = (\alpha - a)^2 + (\beta - b)^2 + 2(1 - v_1)(a \alpha + b \beta) \geq (a - \alpha)^2 + (b - \beta)^2, \quad (6.25)$$
where in the last inequality we used the fact that $v_1 \leq 1$ and $a\alpha, b\beta > 0$. Moreover,
\[
\det(X - Y) = (ae_1 - \alpha e, be_1 - \beta v) = ab + \alpha\beta - v_1(ab + a\beta) = (a - \alpha)(b - \beta) + (1 - v_1)(ab + a\beta)
\]
(6.26)
By (6.21), we have
\[
(a\alpha + b\beta) \lesssim (a\beta + a\alpha).
\]
(6.27)
Furthermore, first multiplying and diving by $a + \alpha \neq 0$ by (6.2) and then summing and subtracting $\frac{1 + a^2}{1 + b^2}(\beta^2 - b^2)$:
\[
(a - \alpha)(b - \beta) = \frac{b - \beta}{a + \alpha}(a^2 - \alpha^2) = \beta - \beta \frac{1 + a^2}{a + \alpha} + b - \beta \frac{1 + a^2}{1 + b^2}(\beta^2 - b^2) + \frac{b - \beta}{a + \alpha} \left( a^2 - \alpha^2 + \frac{1 + a^2}{1 + b^2}(\beta^2 - b^2) \right).
\]
(6.28)
By (6.21) we see that
\[
\frac{\beta - \beta \frac{1 + a^2}{a + \alpha} + b - \beta \frac{1 + a^2}{1 + b^2}(\beta^2 - b^2)}{a + \alpha} \geq C(b - \beta)^2.
\]
(6.29)
The second addendum of (6.28) is estimated as:
\[
\left| \frac{b - \beta}{a + \alpha} \left( a^2 - \alpha^2 + \frac{1 + a^2}{1 + b^2}(\beta^2 - b^2) \right) \right|^{(6.2)-(6.21)-(6.23)-(6.25)} \lesssim \sqrt{\varepsilon} |X - Y|^2
\]
(6.30)
A symmetric reasoning yields as well
\[
(a - \alpha)(b - \beta) \geq C(a - \alpha)^2 - C\sqrt{\varepsilon} |X - Y|^2.
\]
(6.31)
Combining (6.27)-(6.28)-(6.29)-(6.30), we obtain
\[
|X - Y|^2 \leq C \det(X - Y) + C\sqrt{\varepsilon} |X - Y|^2.
\]
By choosing $\varepsilon$ sufficiently small we finally get (6.13) if the columns of $Y$ are orthogonal. We now move to the general case.

**Step 4: The general case.** Let $Y = (Y^1|Y^2) \in \mathbb{R}^{2 \times 2}$, and consider the following splitting
\[
Y = Y_\varepsilon + Y_o = \begin{pmatrix} 0 & (Y^1, Y^2) \end{pmatrix} Y + \begin{pmatrix} Y^1 \end{pmatrix} \begin{pmatrix} (JY^1, Y^2) \\ |Y|^2 \end{pmatrix} JY^1 = \begin{pmatrix} 0 & (Y^1, Y^2) \end{pmatrix} Y^1 + \begin{pmatrix} y \end{pmatrix} \det(Y) \begin{pmatrix} (Y^1, Y^2) \\ |Y|^2 \end{pmatrix} JY^1.
\]
Considering the off-diagonal elements of $B(Y|0)$ and using the explicit expression (2.9) and (6.12), we obtain:
\[
\frac{\left| (Y^1, Y^2) \right|^2}{\mathcal{A}(Y|0)} |Y|^2 \leq \varepsilon |X - Y|^2.
\]
(6.32)
Since $Y$ fulfills (6.1)-(6.2), we see that
\[
\mathcal{A}(Y|0) \sim |Y|^2.
\]
(6.33)
Thus, (6.32) yields
\[
\left| (Y^1, Y^2) \right|^2 |Y|^2 \lesssim \varepsilon |X - Y|^2.
\]
(6.34)
Again since $Y$ fulfills (6.1),
\[
|Y^1| \sim |Y^2| \sim |Y|.
\]
(6.35)
Therefore, (6.34) yields
\[
|Y_o|^2 \lesssim \varepsilon |X - Y|^2.
\]
(6.36)
In turn, if $\varepsilon$ is sufficiently small, (6.36) implies
\[
|Y_o|^2 \lesssim \varepsilon |X - Y_o|^2.
\]
(6.37)
In particular, (6.12) and (6.36) imply
\[
|B(X|0) - B(Y|0)|^2 \lesssim \varepsilon |X - Y_o|^2
\]
Since $|Y_0|^2 \leq |Y|^2$ we conclude that
\[ |B(X|0) - B(Y|0)|^2 |Y_0|^2 \lesssim \varepsilon |X - Y_0|^2. \] (6.38)

Consider the segment
\[ \sigma(t) = Y_0 + t Y_e, \quad \text{for } t \in [0, 1]. \]
Then $\det(\sigma(t)) = \det(Y)$ for all $t$, as can be verified by direct computation. Furthermore, since $\langle Y_e, Y_0 \rangle = 0$,
\[ |Y_0| \leq |\sigma(t)| \lesssim |Y|, \quad \forall t \in [0, 1]. \] (6.39)
Therefore, $\sigma(t)$ fulfills
\[ |\sigma(t)|^2 \lesssim |Y|^2 \lesssim \det(Y) = \det(\sigma(t)), \quad \forall t \in [0, 1]. \] (6.40)
Now Lemma 2.1(viii) implies
\[ |B(Y_0|0) - B(Y|0)|^2 |Y_0|^2 = \left[ \int_0^1 DB(\sigma(t)|0)[\sigma'(t)]^2 \right] dt |Y_0|^2 \lesssim \left( \int_0^1 \frac{|\sigma'(t)|}{1 + |\sigma(t)|} dt \right)^2 |Y_0|^2 \]
\[ \lesssim |Y|^2 \lesssim (6.39)-(6.40) \]
\[ \lesssim |Y|^2 \lesssim \varepsilon |X - Y_0|^2. \] (6.41)
Inequalities (6.41)-(6.38) and the triangle inequality finally give us
\[ |B(X|0) - B(Y_0|0)|^2 |Y_0|^2 \lesssim \varepsilon |X - Y_0|^2. \] (6.42)
Using that $\det(Y_0) = \det(Y)$ and $|Y_0|^2 \leq |Y|^2$, we have that $Y_0$ fulfills (6.1)-(6.2). Thus, having chosen $\varepsilon$ small, we can employ the previous step to deduce the existence of $\delta > 0$ such that
\[ \delta |X - Y_0|^2 \leq \det(X - Y_0). \] (6.43)
Since $Y = Y_0 + Y_e$ and $Y_e$ fulfills (6.36)-(6.37), we can select $\varepsilon$ even smaller and depending on $\delta$ to obtain (6.13) from (6.43). This concludes the proof of the general case, and hence of this Proposition. □

**Appendix A. Proof of Lemma 2.1**

Proof. (i)-(ii) are immediate from (2.6) and the same symmetries of the area integrand, and (iii) follows from these and (2.8). Also the properties in (iv) are clear from (2.6)-(2.7).

We now move to the proof of (v). We use (2.7) to write, for any $W \in \mathbb{R}^{2 \times 2}$:
\[ B^{-1}(W|Y) = \frac{id_2 + W^T W + Y^T Y}{\sqrt{\det(id_2 + W^T W + Y^T Y)}}. \] (A.1)
Since
\[ id_2 + X^{-T} X^{-1} + Y^T Y = X^{-T}(X^T X + id_2 + (YX)^T Y X)X^{-1}, \]
we readily infer
\[ B^{-1}(X^{-1}|Y) = \det(X)X^{-T}B^{-1}(X|Y X)X^{-1}. \]
Taking the inverse on the left and on the right, we get
\[ B(X^{-1}|Y) = \det(X)^{-1} X B(X|Y X)X^T, \]
as wanted.

To show (vi), we consider again (A.1). Since
\[ id_2 + X^T X + Y^T Y = S^2 + X^T X = S(id_2 + (XS^{-1})^T XS^{-1})S, \]
the result readily follows.

Finally, to show (vii)-(viii), we first notice that for \(X, Y\) fulfilling
\[
|X|^2 \leq K \det(X) \text{ and } |Y| \leq L,
\]
we have, exploiting for instance the third form of \(\mathcal{A}\) in (2.4),
\[
c(1 + |X|^2) \leq \mathcal{A}(X|Y) \leq C(1 + |X|^2),
\]
for positive constants \(c, C > 0\). In the following, \(c\) and \(C\) may vary line-to-line, but they are uniform constants depending solely on \(n, L\) and \(K\). Consider any polynomial of order at most two, \(Q = Q(X, Y) : \mathbb{R}^{2 \times 2} \times \mathbb{R}^{(n-2) \times 2} \to \mathbb{R}\) and set
\[
h(X, Y) = \frac{Q(X, Y)}{\mathcal{A}(X|Y)}.
\]
From the explicit expression (2.9) we see that it suffices to show that for all \(X, Y\) fulfilling (A.2), \(h\) can be estimated as
\[
|h|(X|Y) \leq C \quad \text{and} \quad |Dh|(X|Y) \leq \frac{C}{1 + |X|}.
\]
However, the first inequality is obvious from (A.3) and the fact that \(Q\) is a polynomial of at most quadratic growth. Next, considering any derivative in a coordinate direction, say \(\partial_i\), we have
\[
\partial_i h(X, Y) = \frac{\partial_i Q(X, Y)}{\mathcal{A}(X|Y)} - \frac{Q(X, Y)}{\mathcal{A}(X|Y)^2} \partial_i \mathcal{A}(X|Y).
\]
The required estimate then follows from the fact that \(Q\) is at most quadratic, (A.2), and the estimate
\[
|\partial_i \mathcal{A}(X|Y)| \leq C(1 + |X| + |Y|) \leq C(1 + |X|),
\]
which can be found in [31, Lemma 2.1(1)] or can be seen directly from (2.5).
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