1 Introduction

In this survey we discuss the basic properties of Alexandrov solutions to the Monge-Ampère equation. We then discuss the interior and boundary regularity for Alexandrov solutions to $\det D^2 u = 1$. At the end we list some recent advances and open questions.
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2 Motivation

The Monge-Ampère equation
\[ \det D^2 u = f(x, u, \nabla u) \]
for a convex function \( u \) on \( \mathbb{R}^n \) arises in several interesting applications. In this section we list a few of them.

2.1 Prescribed Gauss Curvature

The Gauss curvature \( K(x) \) of the graph of a function \( u \) on \( \mathbb{R}^n \) at \((x, u(x))\) is given by
\[ \det D^2 u = K(x)(1 + |\nabla u|^2)^{\frac{n+2}{2}}. \]
It is a good exercise to derive this formula.

2.2 Optimal Transport

Given probability densities \( f, g \) supported on domains \( \Omega_f, \Omega_g \) in \( \mathbb{R}^n \), the optimal transport problem asks to minimize the transport cost
\[ J(T) = \int_{\Omega_f} |T(x) - x|^2 f(x) \, dx \]
over measure-preserving maps \( T : \Omega_f \to \Omega_g \) (that is, \( f(x) \, dx = g(T(x)) \det DT(x) \, dx \)). An important theorem of Brenier says that the optimal map exists, and is given by the gradient of a convex function \( u \) on \( \Omega_f \) \([Br]\). The measure-preserving condition implies
\[ \det D^2 u = \frac{f(x)}{g(\nabla u(x))}, \]
in a certain weak sense.

2.3 Fluid Dynamics

Large-scale fluid flows in \( \mathbb{R}^2 \) are modeled by a system of evolution equations for a probability density \( \rho(x, t) \) and a function \( u(x, t) \) that is convex in \( x \) for all \( t \). The system is
\[ \begin{cases} \partial_t \rho + (x - \nabla u)^\perp \cdot \nabla \rho = 0, \\ \det D^2 u = \rho. \end{cases} \]
Here \( w^\perp \) denotes the counter-clockwise rotation of \( w \) by \( \frac{\pi}{2} \). This can be viewed as a fully nonlinear version of the incompressible Euler equations in 2D, where the Monge-Ampère operator replaces the Laplace operator.
3 Weak Solutions

In this section we introduce a useful notion of weak solution based on the idea of polyhedral approximations. We then solve the Dirichlet problem on bounded domains. Detailed expositions of these topics can be found in work of Cheng-Yau [CY], and in the books of Gutierrez [Gut] and Figalli [F].

3.1 Alexandrov Solutions

If \( v \) is a \( C^2 \) convex function on \( \mathbb{R}^n \), then the area formula gives
\[
\int_\Omega \det D^2 v \, dx = |\nabla v(\Omega)|.
\]

For an arbitrary convex function \( v \) on a domain \( \Omega \subset \mathbb{R}^n \) and \( E \subset \Omega \) we define
\[
Mv(E) = |\partial v(E)|,
\]
where \( \partial v(E) \) is the set of slopes of supporting hyperplanes to the graph of \( v \) (the sub-gradients of \( v \)) over points in \( E \). We have ([F], Theorem 2.3):

**Proposition 1.** \( Mv \) is a Borel measure on \( \Omega \).

We call \( Mv \) the Monge-Ampère measure of \( v \).

It is easy to check that if \( v \in C^2 \), then \( Mv = \det D^2 v \, dx \). A more interesting example is the polyhedral graph
\[
v = \max_{1 \leq i \leq 3} \{ p_i \cdot x \}
\]
over \( \mathbb{R}^2 \). The set \( \partial v(0) \) is the (closed) triangle with vertices \( \{ p_i \} \). The sub-gradients of the “edges” of the graph are the segments joining \( p_i \), and the sub-gradients of the “faces” are \( p_i \). Thus, \( Mv \) is a Dirac mass at 0 with weight given by the area of the triangle.

**Definition 1.** Let \( \mu \) be a Borel measure on a domain \( \Omega \subset \mathbb{R}^n \). We say that a convex function \( u \) on \( \Omega \) is an Alexandrov solution of \( \det D^2 u = \mu \) if \( Mu = \mu \).

The key fact that is used to prove Proposition 1 and is essential for many other parts of the theory, is ([F], Lemma A.30):

**Proposition 2.** Let \( v \) be a convex function on a domain \( \Omega \subset \mathbb{R}^n \). Then
\[
|\{ p \in \mathbb{R}^n : p \in \partial v(x) \cap \partial v(y) \text{ for some } x \neq y \in \Omega \}| = 0.
\]

In particular, if \( E_1, E_2 \subset \Omega \) and \( E_1 \cap E_2 = \emptyset \), then \( |\partial v(E_1) \cap \partial v(E_2)| = 0 \). To understand heuristically why the latter is true, consider the case that \( \Omega = \mathbb{R}^n \) and \( E_i \) are compact, with \( E_1 \subset \{ x_n < 0 \} \) and \( E_2 \subset \{ x_n > 0 \} \). If \( 0 \in \partial v(E_1) \), then by convexity (monotonicity of subgradients) we have that \( \partial v(E_2) \) is missing a thin cone around the negative \( x_n \)-axis. Thus, 0 is not a Lebesgue point of \( \partial v(E_2) \).
3.2 Maximum Principle and Compactness

Alexandrov solutions are useful because they satisfy a maximum principle and have good compactness properties.

We first observe that if \( u \) and \( v \) are convex on a bounded domain \( \Omega \), with \( u = v \) on \( \partial \Omega \) and \( u \leq v \) in \( \Omega \), then

\[
\partial v(\Omega) \subset \partial u(\Omega).
\]

This is a simple consequence of convexity. From this observation one concludes the comparison principle ([E], Theorem 2.10):

**Proposition 3.** Assume \( u \) and \( v \) are convex on a bounded domain \( \Omega \), with \( u = v \) on \( \partial \Omega \). If \( Mu \geq Mv \in \Omega \), then \( u \leq v \) in \( \Omega \).

Another important consequence is the Alexandrov maximum principle ([E], Theorem 2.8):

**Proposition 4.** If \( u \) is convex on a bounded convex domain \( \Omega \) and \( u|_{\partial \Omega} = 0 \), then

\[
|u(x)| \leq C(n, \text{diam}(\Omega), Mu(\Omega))\text{dist.}(x, \partial \Omega)^{1/n}.
\]

This says that functions with bounded Monge-Ampère mass have a \( C^{1/n} \) modulus of continuity near the boundary of a sub level set, that depends only on rough geometric properties of this set. The proof is to compare \( u \) with the cone \( v \) with vertex \((x, u(x))\) passing through \((\partial \Omega, 0)\). Indeed, \( \partial v(x) \) contains a point of size \( |u(x)|/\text{dist.}(x, \partial \Omega) \) and a ball of radius \( |u(x)|/\text{diam.}(\Omega) \). Since \( \partial v(x) \) is convex we conclude that

\[
Mv(x) \geq c(n)|u(x)|^n/[\text{dist.}(x, \partial \Omega)\text{diam.}^{n-1}(\Omega)].
\]

The other important property of Alexandrov solutions is closedness under uniform convergence. That is:

**Proposition 5.** If \( u_k \) converge uniformly to \( u \) in \( \Omega \subset \mathbb{R}^n \), then \( Mu_k \) converges weakly to \( Mu \) in \( \Omega \).

Roughly, if \( p \in \partial u(x_0) \) and the supporting plane of slope \( p \) touches only over \( x_0 \), then it is geometrically clear that \( p \in \partial u_k(x_k) \) with \( x_k \to x_0 \). By the key fact Proposition 2 we may ignore the remaining sub-gradients. For a detailed proof see [E], Proposition 2.6.

As a consequence of Propositions 4 and 5 we have the compactness of solutions with fixed linear boundary data:

**Proposition 6.** For a bounded convex domain \( \Omega \), the collection of functions

\[
\mathcal{A} = \{ v \text{ convex on } \Omega, v|_{\partial \Omega} = 0, Mv(\Omega) \leq C_0 \}
\]

is compact. That is, any sequence in \( \mathcal{A} \) has a uniformly convergent subsequence whose Monge-Ampère measures converge weakly to that of the limit.
3.3 Dirichlet Problem

We conclude the section by discussing the Dirichlet problem.

**Theorem 1.** Let $\Omega \subset \mathbb{R}^n$ be a bounded strictly convex domain, $\mu$ a bounded Borel measure on $\Omega$, and $\varphi \in C(\partial \Omega)$. Then there exists a unique Alexandrov solution in $C(\Omega)$ to the Dirichlet problem

$$\begin{cases} 
\det D^2u = \mu \text{ in } \Omega, \\
u|_{\partial \Omega} = \varphi.
\end{cases}$$

**Sketch of Proof:** Uniqueness follows from the comparison principle Proposition 3. For existence, to emphasize ideas we treat the case that $\varphi = 0$ and $\Omega$ is a polyhedron. We note that $\mu$ is weakly approximated by finite sums of Dirac masses, $\sum_{i=1}^{N} \alpha_i \delta_{x_i}$. By the compactness result Proposition 6, it suffices to consider this case.

Let $F$ be the family of convex polyhedral graphs $P$ in $\mathbb{R}^{n+1}$ that contain $(\partial \Omega, 0) \subset \mathbb{R}^n \times \mathbb{R}$, with remaining vertices that project to a subset of $\{x_i\}_{i=1}^{N}$. Let $F' \subset F$ consist of those $P$ satisfying $MP \leq \sum_{i=1}^{N} \alpha_i \delta_{x_i}$. The family $F'$ is non-empty (0 is a trivial example) and compact by Proposition 6.

For $P \in F$ we let $\phi(P) = \sum_{i=1}^{N} P(x_i)$. The functional $\phi$ is bounded below on $F'$ by the Alexandrov maximum principle. By compactness there exists a minimizer $u$ of $\phi$ in $F'$. We claim that $u$ solves $Mu = \sum_{i=1}^{N} \alpha_i \delta_{x_i}$. If not, then after re-labeling we have $Mu(\{x_1\}) < \alpha_1$. By moving the vertex $(x_1, u(x_1))$ a tiny bit downwards and taking the convex hull of this point with the remaining vertices, we obtain another function in $F'$ that is smaller than $u$, a contradiction.

The case that $\Omega$ is a polyhedron and $\varphi$ is affine on each face of $\partial \Omega$ is treated similarly, with $F, F'$ consisting of convex polyhedral graphs with vertices over $\{x_i\}_{i=1}^{N}$ and $\varphi$ as boundary data. To show that $F'$ is non-empty, use instead the convex hull of the graph of $\varphi$ in $\mathbb{R}^{n+1}$.

Finally, for the general case, approximate $\Omega$ with the convex hulls of finite subsets of $\partial \Omega$ with finer and finer mesh, approximate $\varphi$ by data which are affine on the faces of these polyhedra, solve these problems, and take a limit. We refer the reader to [CY] for details.

**Remark 1.** When $\varphi$ is linear, we don’t require strict convexity of $\partial \Omega$. The strict convexity is necessary for general $\varphi$ since no convex function can continuously attain e.g. the boundary data $-|x|^2$ when $\partial \Omega$ has flat pieces.

The strict convexity of $\partial \Omega$ is used in the last step. It guarantees that for any subset $\{y_i\}_{i=1}^{M}$ of $\partial \Omega$, each $y_k$ is a vertex of the convex hull of $\{y_i\}_{i=1}^{M}$.

Closely related is the fact that when $\partial \Omega$ is strictly convex, the convex envelope of the graph of $\varphi$ (that is, the supremum of linear functions beneath the graph) continuously achieves the boundary data, and has 0 Monge-Ampère measure. (This is a good exercise. For the second part, recall the key fact Proposition 3).
4 Interior Regularity

In this section we discuss the interior regularity problem for the important case \( f = 1 \).

4.1 Structure of the Equation

We start by listing some important structural properties of the equation

\[ \det D^2 u = 1. \] (1)

One can view this equation as a differential inclusion which says that \( D^2 u \) lies in the hypersurface of positive, determinant 1 matrices. A useful playground for investigating matrix geometry is Sym\(_{2 \times 2} \cong \mathbb{R}^3\), by identifying \( I \) with \( e_3 \), and the traceless matrices with the subspace \( \{ x_3 = 0 \} \). One can check that the surfaces of determinant \( c_0 \) are the hyperboloid sheets

\[ x_3^2 = x_1^2 + x_2^2 + c_0. \]

In particular, the cone of positive matrices is \( \{ x_3^2 > x_1^2 + x_2^2 \} \), and the surfaces of constant determinant in this cone are convex.

If we parametrize the level surfaces of \( \det \) correctly, we obtain a concave function on the positive matrices. For \( M, N \in \text{Sym}_{n \times n} \) with \( M > 0 \), it is a good exercise to derive the expansion

\[ \log \det(M + \epsilon N) = \log \det(M) + \epsilon M^{ij} N_{ij} - \frac{\epsilon^2}{2} M^{ik} M^{jl} N_{ij} N_{kl} + O(\epsilon^3). \] (2)

Here \( M^{ij} = (M^{-1})_{ij} \), and repeated indices are summed. The first-order term is positive when \( N \geq 0 \), and the second-order term is negative for any \( N \). We conclude that \( \log \det \) is elliptic and concave on the the positive symmetric matrices. Furthermore, it is uniformly elliptic when restricted to bounded regions on the surface of positive, determinant 1 matrices. To be precise, for any \( C_0 > 1 \) there exists a concave, uniformly elliptic extension of \( \log \det \) from \( \{ M > 0, \det M = 1, |M| < C_0 \} \) to \( \text{Sym}_{n \times n} \). (The ellipticity constants depend on \( C_0 \).) Thus, solutions to (1) solve a concave, uniformly elliptic equation provided \( |D^2 u| \) is bounded.

The landmark result for such equations, due to Evans [E] and Krylov [Kr], is:

Theorem 2. Assume \( F(D^2 w) = 0 \) in \( B_1 \subset \mathbb{R}^n \), where \( F \) is uniformly elliptic and concave. Then

\[ \|w\|_{C^{2, \alpha}(B_{1/2})} \leq C(n, F)\|w\|_{L^\infty(B_1)}. \]

The dependence of \( C \) on \( F \) is through the ellipticity constants of \( F \).

Remark 2. The Evans-Krylov theorem can be understood heuristically as follows. The concavity of \( F \) guarantees that the pure second derivatives of a solution are sub-solutions to the linearized equation. They also behave like super-solutions by ellipticity (a pure second derivative is a “negative combination” of others). Finally, a fundamental result of Krylov and Safonov (see [CC]) says that solutions to linear non-divergence uniformly elliptic equations with bounded measurable coefficients are \( C^\alpha \). Good references for the Evans-Krylov theory include [GT], Chapter 17 and [CC], Chapter 6.
Let $e$ be a unit vector. Applying the formula (2) to $D^2(u + \epsilon e) = D^2u(x) + \epsilon D^2u_e(x) + \frac{\epsilon^2}{2} D^2u_{ee} + O(\epsilon^3)$ we obtain the once- and twice- differentiated equations

$$u^{ij}u_{eij} = 0, \quad u^{ij}u_{eij} = u^{ik}u^{jl}u_{eij}u_{ekl}.$$  

(3)

Here $u^{ij}$ are the components of $(D^2u)^{-1}$, and subscripts denote derivatives. By combining Theorem 2 with Schauder theory for the once-differentiated equation, we conclude that solutions to (1) satisfy

$$\|u\|_{C^k(B_1/2)} \leq C(n, k, \|u\|_{C^1, 1(B_1)})$$

for all $k \geq 0$. Thus, the key to regularity is to bound $|D^2u|$.

The last important structural property of (1) is the affine invariance:

$$\tilde{u}(x) = |\det A|^{-2/n}u(Ax)$$

(4)

also solves (1), for any invertible affine transformation $A$. This distinguishes the character of the Monge-Ampère equation from e.g. the minimal surface or Laplace equations. Since for any $x_0$ we have $D^2\tilde{u}(x_0) = I$ after some affine transformation of determinant 1, the equation (1) can be viewed as the affine-invariant Laplace equation.

4.2 Calabi’s $C^3$ Estimate

Remarkably, Calabi reduced the regularity problem for (1) to second derivative estimates well before the Evans-Krylov breakthrough. He proved the following $C^3$ estimate [Cal]:

**Theorem 3.** Assume that $u \in C^5(B_1)$ solves (1). Then

$$\|u\|_{C^3(B_1/2)} \leq C(n, \|u\|_{C^2(B_1)}).$$

Calabi’s approach is to derive a second-order differential inequality for the quantity

$$R := u^{kp}u^{lq}u^{mr}u_{klm}u_{pqr}.$$  

This quantity is in fact the scalar curvature of the metric $g = u_{ij}$. He showed:

**Proposition 7.** The quantity $R$ satisfies

$$u^{ij}R_{ij} \geq \frac{1}{2n}R^2.$$  

(5)

The quadratic nonlinearity on the right side of inequality (5) is powerful. ODE intuition indicates that if $R(0)$ is very large, then it must blow up close to 0, where closeness is measured with respect to the metric $g = u_{ij}$. Theorem 3 follows from Proposition 7 by observing that if $|D^2u| < C_0I$ in $B_1$, then $K(1 - 2|x|^2)^{-2}$ is a super-solution to (5) for $K$ large depending on $n$ and $C_0$, and blows up on $\partial B_{1/\sqrt{2}}$.

We now prove Proposition 7.
Proof of Proposition 7: It suffices to derive the inequality at \( x = 0 \). To simplify computations, we observe that under affine rescalings \( u \to u(Ax) \), the quantity \( R \) remains invariant (that is, \( R \) becomes \( R(Ax) \)). We may thus assume that \( D^2u(0) = I \).

Since \( R \) is a third-order quantity, we differentiate the equation \( (1) \) three times. Evaluating at \( x = 0 \) we obtain

\[
\begin{align*}
  u_{kii} &= 0, \\
  u_{klj} &= u_{kij}u_{lij}, \\
  u_{klmi} &= u_{ij[kl}u_{m]ij} - 2u_{kij}u_{pil}u_{pjm}.
\end{align*}
\]

(6)

Here repeated indices are summed, and the brackets indicate a sum of three terms obtained by cyclically permuting the indices.

Now we compute \( R_{ii}(0) \). When both derivatives hit the same third-order term in \( R \), we get \( 2u_{klmii}u_{klm} \). Using the three times-differentiated equation, we get

\[
(I) := 6u_{ijkl}u_{mij}u_{mkl} - 4u_{kij}u_{klm}u_{pil}u_{pjm}.
\]

The first term comes from the cyclic sum, and the symmetry of \( u_{klm} \). Since we have no information on the sign of this expression, we view this as a “bad term.”

When the derivatives hit different third-order terms in \( R \) we get

\[
(II) := 2u^2_{ijkl} = 2|D^4u|^2,
\]

which is a “good term” coming from the fact that \( R \) is a quadratic function of third derivatives.

We now consider the case that both derivatives hit the same \( D^2u^{-1} \) term. Using that \( \partial^2_t(u^{kp}) = -u_{kpi} + 2u_{iap}u_{iap} \) and applying the twice-differentiated equation we obtain

\[
(III) := 3u_{kij}u_{pil}u_{klm}u_{plm} := 3A \geq 0.
\]

This is a “good term” coming from the structure of the equation.

When the derivatives hit different \( D^2u^{-1} \) terms in \( R \) we get

\[
(IV) := 6u_{iklp}u_{ilq}u_{mkl}u_{mpq} := 6B.
\]

Note that this has the same form as the second term in \( (I) \).

Finally, when one derivative hits a \( D^2u^{-1} \) term and the other a third-order term in \( R \), we get

\[
(V) := -12u_{iklm}u_{pik}u_{plm}.
\]

Note that this has the same form as the first term in \( (I) \).

Summing \( (I), (II), (III), (IV) \) and \( (V) \) we obtain

\[
\Delta R(0) = -6u_{ijkl}u_{pil}u_{pkl} + 2|D^4u|^2 + 3A + 2B.
\]

Since the first term is a product of \( D^4u \) and \( (D^3u)^2 \) and the remaining terms are quadratic in these quantities, we can hope to absorb it. To that end we observe that

\[
2 \left( u_{ijkl} \pm \frac{1}{2} u_{p[ij}u_{k]l} \right)^2 = 2|D^4u|^2 \pm 6u_{ijkl}u_{p[i}u_{jkl} \pm \frac{3}{2} A + 3B \geq 0.
\]
Using this inequality in the equation for $R$ at 0 gives

$$\Delta R(0) \geq \frac{3}{2} A - B \geq \frac{1}{2} A + (A - B).$$

Observe that the quantity $A$ can be written

$$A = \sum_{k,p} \left( \sum_{i,j} u_{kij} u_{pij} \right)^2 = \sum_{i,j,l,m} \left( \sum_{p} u_{pij} u_{plm} \right)^2.$$

In the first way of writing $A$, we consider only the case $k = p$ and use Cauchy-Schwarz to get

$$A \geq \frac{1}{n} R^2.$$

The second way of writing $A$ makes it clear that

$$6(A - B) = \sum_{i,j,l,m} \left( \sum_{k} u_{kij} u_{klm} + u_{kji} u_{kim} - 2u_{kli} u_{kj}} \right)^2 \geq 0.$$

We conclude that

$$\Delta R(0) \geq \frac{1}{2} A \geq \frac{1}{2n} R^2,$$

completing the proof.

\[\Box\]

\textbf{Remark 3.} Inequalities of the type \[\Delta w \geq 2n w + b \cdot \nabla w, \text{ with } |b| \sim |w|^{1/2}.\] This implies the Harnack inequality for harmonic functions. It is a good exercise to derive this inequality.

A similar inequality known as the “Li-Yau differential Harnack inequality” holds for caloric functions, and it is useful in the study of geometric flows.

\section*{4.3 Pogorelov’s $C^2$ Estimate}

An important breakthrough in the theory for \[\Delta w \geq 2n w + b \cdot \nabla w, \text{ with } |b| \sim |w|^{1/2}.\] is the following interior $C^2$ estimate of Pogorelov [Pog]:

\textbf{Theorem 4.} Let $\Omega \subset \mathbb{R}^n$ be a bounded convex domain, and assume that $u \in C^4(\Omega) \cap C^2(\Omega)$ solves

$$\begin{cases}
\det D^2 u = f(x_2, \ldots, x_n) > 0 \quad \text{in } \Omega, \\
u|_{\partial \Omega} = 0.
\end{cases}$$

Then

$$|u|_{11} \leq C \left( n, \sup_{\Omega} u_1 \right).$$

When $f = 1$ the Pogorelov estimate bounds $D^2 u(x)$ in terms of the distance from $x$ to $\partial \Omega$ and rough geometric properties (volume, diameter) of $\Omega$. 
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Remark 4. The Pogorelov estimate implies a Liouville theorem for the Monge-Ampère equation: the only global smooth ($C^4$) solutions to (1) are quadratic polynomials. Liouville theorems are closely connected to regularity, and often direct connections can be made by blowup procedures.

Remark 5. The Pogorelov estimate suggests that strictly convex solutions to (1) are smooth. This was justified independently by Cheng-Yau [CY] and Lions [L]. We discuss their results later in this section.

Proof of Pogorelov Estimate: We apply the maximum principle to the quantity
\[ Q := \log u_{11} + \log |u| + \frac{1}{2} u_i^2. \]
The first and last terms are “good terms” that are sub-solutions to the linearized equation, and thus don’t take interior maxima. The second term acts as a cutoff, guaranteeing that $Q$ attains an interior maximum, say at 0.

We may assume by affine invariance that $D^2 u(0)$ is diagonal. Indeed, consider the affine change of coordinates
\[ u \mapsto u \left( x_1 - \frac{u_{12}}{u_{11}}(0)x_2 - \cdots - \frac{u_{1n}}{u_{11}}(0)x_n, x_2, \ldots, x_n \right). \]
This transformation preserves the $x_1$-derivatives of $u$ (hence $Q$), and the equation. Furthermore the mixed derivatives $u_{1k}(0)$ become 0 for $k \geq 2$. We can then rotate in the $x_2, \ldots, x_n$ variables to make $D^2 u(0)$ diagonal. (Roughly, we use the invariance of the equation under certain shearing transformations to align the axes of the “$D^2 u(0)$-spheres” with the coordinate directions, without affecting the derivatives in the direction of interest.)

The first and second derivatives of the equation in the $e_1$ direction at $x = 0$ are
\[ \frac{u_{1ii}}{u_{ii}} = 0, \quad \frac{u_{11i}}{u_{1i}} = \frac{u_{1ij}}{u_{ii}u_{jj}}. \tag{7} \]

The condition that $\nabla Q(0) = 0$ is
\[ \frac{u_{11i}}{u_{11}} + \frac{u_{ii}}{u} + u_1 u_{1i} = 0, \quad 1 \leq i \leq n. \]
Note that the last term vanishes when $i \geq 2$, since $D^2 u(0)$ is diagonal.

Finally, the condition that $\frac{Q_{u}}{u_{ii}}(0) \leq 0$ can be written
\[ \frac{u_{11i}}{u_{11}u_{ii}} - \frac{u_{11i}^2}{u_{11}^2 u_{ii}} + \frac{n}{u} - \frac{u_1}{u^2 u_{11}} - \frac{u_i}{u^2 u_{ii}} \bigg|_{i=2}^n + u_{11} + u_1 \frac{u_{11i}}{u_{ii}} \leq 0. \]

The last term vanishes by the linearized equation (the first equation in (7)). Using the twice-differentiated equation for the first term and the condition $\nabla Q(0) = 0$ for the fifth term and grouping these we get
\[ \frac{1}{u_{11}} \left( \frac{u_{1ij}^2}{u_{ii}u_{jj}} - \frac{u_{11i}^2}{u_{11}u_{ii}} - \frac{u_{1ij}^2}{u_{11}u_{jj}} \bigg|_{j=2}^n \right) + \frac{n}{u} - \frac{u_1^2}{u^2 u_{11}} + u_{11} \leq 0. \]
The first term is positive, so we conclude that
\[(|u|u_{11})^2 - n|u|u_{11} \leq u_1^2\]
at \(x = 0\). Since the left side is a quadratic polynomial in \(|u|u_{11}\), this gives the desired inequality at \(x = 0\). At a general point \(x \in \Omega\) we have
\[|u|u_{11}(x) \leq e^{Q(x)} \leq e^{Q(0)} \leq C \left( n, \sup_{\Omega} u_1 \right),\]
completing the proof. \(\Box\)

**Remark 6.** For general right hand side \(f(x) > 0\), the Pogorelov computation gives interior \(C^2\) estimates that depend also on \(\|\log f\|_{C^2(\Omega)}\).

### 4.4 The Pogorelov Example

Pogorelov constructed singular solutions to (1) in dimension \(n \geq 3\) that have line segments in their graphs. We discuss them here.

**Remark 7.** It is a classical fact solutions to (1) are strictly convex in the case \(n = 2\) \([A]\). See e.g. \([MT]\), Lemma 2.3 for a simple proof.

Write \(x = (x', x_n) \in \mathbb{R}^n\). The Pogorelov example has the form
\[u(x) = |x'|^{2-2/n} h(x_n).\] (8)

Note that \(u\) is invariant under rotations around the \(x_n\)-axis and under the rescalings
\[u \rightarrow \frac{1}{\lambda^{2-2/n}} u(\lambda x', x_n),\]
which preserve (1). Away from \(\{|x'| = 0\}\), the equation (1) for \(u\) is equivalent to the ODE
\[h^{n-2} \left( h' h'' - \frac{2n - 2}{n - 2} h'^2 \right) = c(n) > 0\]
for \(h\). There exists a convex, positive, even solution to this ODE around 0 with the initial conditions \(h(0) = 1\) and \(h'(0) = 0\). It is a good exercise to show that \(h\) blows up in finite time \(\rho_n\). With this choice of \(h\), \(u\) is convex and solves (1) in the slab \(\{|x_n| < \rho_n\}\) away from \(\{|x'| = 0\}\) (where the graph has a line segment). Another good exercise is to verify that \(u\) is an Alexandrov solution to (1) in \(\{|x_n| < \rho_n\}\).

The Pogorelov example is not a classical solution. Roughly, \(u_{nn}\) goes to 0 near the \(x_n\) axis, and the other second derivatives go to \(\infty\) at just the right rate for the product to be 1. We note that \(u\) is \(C^{1,1-2/n}\), and \(W^{2,p}\) for \(p < n(n-1)/2\).

**Remark 8.** The Pogorelov example shows that that there is no pure interior regularity for (1) in dimensions \(n \geq 3\) (in contrast with the Laplace and minimal surface equations). This is closely related to the affine invariance.
Remark 9. There are singular solutions to (1) in dimension $n \geq 3$ that are merely Lipschitz, and still others that degenerate on higher-dimensional subspaces (up to any dimension strictly smaller than $n/2$). They can all be viewed as generalizations of the Pogorelov example. See e.g. [M3], Chapter 2 for a detailed discussion of these examples.

Remark 10. The Pogorelov example has the “best possible regularity” for a singular solution. More specifically, a solution $u$ to (1) is strictly convex if either $u \in C^{1,\beta}$ for $\beta > 1 - 2/n$ (see [U]) or $u \in W^{2,p}$ with $p \geq n(n-1)/2$ (see [CM]).

4.5 The Contributions of Cheng-Yau and Lions

When $\partial \Omega$ is smooth and uniformly convex, Cheng-Yau [CY] and Lions [L] obtained solutions in $C^\infty(\Omega) \cap C(\bar{\Omega})$ to the Dirichlet problem

$$\det D^2 u = 1 \text{ in } \Omega, \quad u|_{\partial \Omega} = 0$$

using different techniques. By approximation, this result implies that any strictly convex Alexandrov solution to (1) is smooth. Both methods rely on the Pogorelov interior $C^2$ estimate. We discuss these approaches below.

Remark 11. The smoothness of $u$ up to $\partial \Omega$ was later obtained by Caffarelli-Nirenberg-Spruck via boundary $C^2$ estimates [CNS]. We discuss these estimates in the next section.

Remark 12. This result in fact implies that any Alexandrov solution to (1) is smooth in the (open) set of strict convexity of the solution, and that the agreement set of the graph with any supporting hyperplane contains no interior extremal points.

For the remainder of the section we assume that $\partial \Omega$ is smooth and uniformly convex, and $u$ is the unique Alexandrov solution to (1) in $\Omega$ with zero boundary data.

4.5.1 The Approach of Cheng-Yau

Cheng-Yau used a geometric approach based on their (previous) solution of the Minkowski problem [CY2]. In the Minkowski problem we are given a positive smooth function $K$ on $S^{n-1}$, and we construct a smooth convex body whose boundary has outer unit normal $\nu$, and prescribed Gauss curvature $K(\nu)$. Here we will assume the smooth solvability of this problem, and describe how it is used in [CY].

The key observation is that if $\det D^2 w = f$ in $\Omega$, then the graph of the Legendre transform of $w$, with downward unit normal, has Gauss curvature

$$K\left(\frac{(x,-1)}{1 + |x|^2}^{1/2}\right) = \frac{1}{f(x)}(1 + |x|^2)^{-\frac{n+2}{2}}$$

for $x \in \Omega$. (For the definition and properties of the Legendre transform, see e.g. [F]). It is thus natural to use the solution to the Minkowski problem for the Legendre transform of $u$ to prove regularity. The obstruction to using this approach directly is the possible existence
of a line segment in the graph of $u$ that reaches $\partial \Omega$ (and thus gets mapped by $\partial u$ to the boundary of the domain for the Legendre transform).

To overcome this difficulty, Cheng-Yau solve an approximating problem with right side that blows up near $\partial \Omega$ so that the domain of the Legendre transform is all of $\mathbb{R}^n$. More precisely, they construct (Alexandrov) solutions to $\det D^2 w = 1$ in $\Omega$ with $w|_{\partial \Omega} = 0$, where $f$ is smooth and blows up like distance from the boundary of $\Omega$ to a power smaller than $-1$. Using barriers they show that $\nabla w(\Omega) = \mathbb{R}^n$, which prevents line segments from extending to $\partial \Omega$. They then consider the convex bodies in $\mathbb{R}^{n+1}$ bounded by the graph of the Legendre transform of $w$ and large spheres, which may be singular where the spheres intersect the graph. Their Gauss curvatures at $(x, -1)/(1 + |x|^2)^{1/2}$ agree with $1/f(x)(1 + |x|^2)^{-n+2}$ for $x \in \Omega' \subset \subset \Omega$. By approximating the Gauss curvature measures with positive smooth functions and solving the Minkowski problem, they produce smooth functions that locally solve $\det D^2 v = f$ and approximate $w$ locally uniformly. The Pogorelov and Calabi estimates (adapted to the case of general smooth right side) imply that $w$ is smooth in $\Omega$.

To produce classical solutions to (1), they take a limit of solutions with right hand sides $f$ that equal 1 away from decreasing neighborhoods of $\partial \Omega$, and blow up appropriately fast near $\partial \Omega$.

4.5.2 The Approach of Lions

Lions developed a method based on PDE techniques. Write $\Omega = \{ w < 0 \}$ for some smooth, uniformly convex function $w$ on $\mathbb{R}^n$. Let $\rho$ be a smooth function that is 0 in $\Omega$, positive in $\mathbb{R}^n \setminus \overline{\Omega}$, and equals 1 outside a neighborhood of $\Omega$. Lions solves, for each $\epsilon > 0$, the approximating problem

$$\det(D^2 u^\epsilon - \epsilon^{-1} \rho u^\epsilon I) = 1$$

in $\mathbb{R}^n$, where $u^\epsilon \in C^\infty_b(\mathbb{R}^n)$ (that is, $\|u^\epsilon\|_{C^k(\mathbb{R}^n)} < \infty$ for all $k$) and $D^2 u^\epsilon > \epsilon^{-1} \rho u^\epsilon I$. The extra term in the equation (9) has a favorable sign for the maximum principle, which “compactifies” the problem and pushes $u^\epsilon$ to 0 outside of $\Omega$ as $\epsilon \to 0$.

To see how this works, assume that we have solved the approximating problems (9). For any $\delta > 0$, let $\bar{w}$ be a compactly supported smooth function that agrees with $w$ in $\{ w < \delta \}$ and satisfies $|\bar{w}| < 2\delta$ outside of $\Omega$. Then $C(\bar{w} - 4\delta)$ is a subsolution to (9) for all $\epsilon$ sufficiently small (depending on $\delta$), with $C$ large independent of $\epsilon$, $\delta$. Since $0$ is a supersolution, it follows from the maximum principle that $-6C\delta \leq u^\epsilon < 0$ outside of $\Omega$ for all $\epsilon$ small. (It is important that $u^\epsilon \in C^\infty_b(\mathbb{R}^n)$, so that we can use the maximum principle on all of $\mathbb{R}^n$.) Since $u^\epsilon$ solves (1) in $\Omega$, the maximum principle implies that the family $\{ u^\epsilon \}$ is Cauchy in $C^0(\mathbb{R}^n)$, and thus converges uniformly as $\epsilon \to 0$. The Pogorelov estimate implies local smooth convergence in $\Omega$ to the solution of (1) with 0 boundary data.

To solve (9), it suffices to obtain global $C^2$ estimates (depending on $\epsilon$) for solutions in $C^\infty_b(\mathbb{R}^n)$. Then the Evans-Krylov theorem gives global $C^{2, \alpha}$ estimates, and the method of continuity (see e.g. GT, Chapter 17) can be applied.

For the $C^2$ estimate, the key points are the favorable sign of the extra term, and the concavity of the equation. To see how this works, assume for simplicity that we already have
a global $C^1$ estimate. Differentiating (9) twice gives

$$A_{ij}^{eeij} - \frac{D}{\epsilon} u_{ee} \sum_{i=1}^{n} A_{ii}^i \geq -C(\epsilon) \sum_{i=1}^{n} A_{ii}^i,$$

where $A_{ij}^{ee} = u_{ij}^{ee} - \epsilon^{-1} \rho u^{ee} \delta_{ij}$. We have dropped a positive term quadratic in third derivatives on the right side, that comes from the concavity of the equation. Let $\bar{w}$ be a smooth compactly supported function that agrees with $w$ in a neighborhood of $\overline{\Omega}$. Then $H - K\bar{w}$ is a super-solution to the equation for $u_{ee}$ for $H$ and $K$ large, giving an upper bound for $D^2 u^e$. The condition $D^2 u^e > \epsilon^{-1} \rho u^e I$ gives the required lower bound.

**Remark 13.** The approach of Lions shows for a large class of nonlinear concave equations that any (viscosity) solution can be uniformly approximated by smooth solutions. If in addition one has interior $C^2$ estimates, this approach yields smooth solutions. It is useful when boundary $C^2$ estimates are not available (see e.g. [MIL] for an interesting example).
5 Boundary Regularity

In this section we discuss the regularity of solutions to (1) up to the boundary (due to Caffarelli-Nirenberg-Spruck [CNS]), provided the data are sufficiently smooth.

5.1 The Boundary Estimates of Caffarelli-Nirenberg-Spruck

We will discuss following theorem, which is a combination of contributions due to Caffarelli-Nirenberg-Spruck [CNS] and Wang [W].

**Theorem 5.** Let $\varphi \in C^3(\partial B_1)$, and let $\omega$ denote the modulus of continuity of $D^3 \varphi$. Then there exists a unique solution in $C^{2,\alpha}(B_1)$ of

$$
\begin{cases}
det D^2 u = 1 & \text{in } B_1, \\
u|_{\partial B_1} = \varphi.
\end{cases}
$$

Furthermore, the solution satisfies the estimate

$$
\|u\|_{C^{2,\alpha}(B_1)} \leq C(n, \|\varphi\|_{C^3(\partial B_1)}, \omega). 
$$

An interesting feature of Theorem 5 is the requirement of $C^3$ boundary data to obtain $C^{2,\alpha}$ solutions, in contrast with the uniformly elliptic case. We show in the next section that this hypothesis is in fact necessary.

**Sketch of Proof:** Standard (by now) techniques in PDE reduce the problem to obtaining the estimate

$$
\|D^2 u\|_{C^0(B_1)} \leq C(n, \|\varphi\|_{C^3(\partial B_1)}, \omega),
$$

for a solution $u \in C^{2,\alpha}(B_1)$. Concavity further reduces the problem to bounding the second derivatives on $\partial B_1$. For the details of these reductions, see e.g. [F].

**Remark 14.** The point is that boundary $C^2$ estimates make the problem uniformly elliptic, so we can rely on the general theory for concave, uniformly elliptic equations.

A historical remark is that this theory was not fully developed at the time of [CNS]. In particular, Krylov’s boundary Harnack inequality, which is used to obtain global $C^{2,\alpha}$ estimates for such equations (see e.g. [CC], Chapter 9), was not available. In [CNS] the authors instead rely on one-sided estimates for some third derivatives at the boundary which are special to the Monge-Ampère equation.

Let $T$ be the tangent plane to $\partial B_1$ at the point $\nu$. Then the relation

$$
D^2_T u = D^2_{S_{n-1}} \varphi + u_\nu I
$$

gives a bound on the tangential second derivatives in terms of $\|\varphi\|_{C^2(\partial B_1)}$. (Here we use that $u_\nu$ is bounded in terms of $\|\varphi\|_{C^2(\partial B_1)}$, which can be proved with simple barriers).

Let $\tau$ denote a tangential vector field on $\partial B_1$ generated by a rotation. Since (1) is rotation-invariant, $u_\tau$ solves the linearized equation $u^{ij}(u_\tau)_{ij} = 0$, with boundary data $\varphi_\tau$. We can
bound the normal derivatives of $u_\tau$ on $\partial B_1$ in terms of $\|\varphi\|_{C^3(\partial B_1)}$ using linear functions as barriers. (That is, if $l$ is the linear part of $\varphi_\tau$ at $\nu \in \partial B_1$, then $l(x) \pm C(x \cdot \nu - 1)$ trap the boundary data $\varphi_\tau$ for $C$ large depending on $\|\varphi\|_{C^3(\partial B_1)}$ and solve the linearized equation). This gives the desired bound on the mixed second derivatives $u_{\tau\nu}$.

Finally, we consider the normal second derivatives. To emphasize ideas, we assume $n = 2$. (The case $n > 2$ is similar). After translating and subtracting a linear function, we may assume that we are working in $B_1(e_2)$, and that $u(0) = 0, \nabla u(0) = 0$. In particular, $u \geq 0$ by convexity. Write $\partial B_1$ locally as a graph $x_2 = \psi(x_1)$. By the equation and the previous estimates, it suffices to obtain a positive lower bound for $u_{11}(0)$. By the $C^3$ regularity of the boundary data, we have the expansion

$$u(x_1, \psi(x_1)) = u_{11}(0)x_1^2 + \gamma x_1^3 + o(|x_1|^3).$$

Assume by way of contradiction that $u_{11}(0) = 0$. The key observation is that this implies $\gamma = 0$. Indeed, if not then $u < 0$ somewhere on $\partial B_1$. We conclude that the set $\{u < h\}$ contains a box $Q$ centered on the $x_2$ axis of length $R(h)h^{1/3}$ and height $R^2(h)h^{2/3}$, with $R(h) \to \infty$ as $h \to 0$. It is easy to construct a convex quadratic polynomial $P$ that is larger than $h$ on $\partial Q$, vanishes at the center of $Q$, and satisfies

$$\det D^2P = 4R(h)^{-6}.$$ 

For $h$ small this contradicts the maximum principle.

\[\square\]

**Remark 15.** If $\Omega$ is smooth and uniformly convex, $u|_{\partial \Omega} = 0$, and $\partial \Omega$ has second fundamental form $\mathcal{II}$, then the relation

$$D^2_\nu u = \mathcal{II} u_\nu$$

quickly gives the positive lower bound for the tangential Hessian (the most difficult part of the nonzero boundary data case), see e.g. [F]. Here $T$ is a tangent plane to $\partial \Omega$, and $\nu$ is the outer normal at the tangent point.

### 5.2 Necessity of $C^3$ Data

Interestingly, $C^3$ boundary data are necessary to obtain solutions to (1) that are $C^2$ up to the boundary. This was observed by Wang [W].

The point is the affine degeneracy of the equation, which allows us to find solutions with different homogeneities in different directions. Indeed, guided by the affine invariance we seek solutions in $\{x_2 > x_1^2\} \subset \mathbb{R}^2$ with the homogeneity

$$u(x_1, x_2) = \lambda^{-3}u(\lambda x_1, \lambda^2 x_2).$$

Such solutions have cubic growth along the parabolas $x_2 = Cx_1^2$, and satisfy $u_{22} \sim x_2^{-1/2}$ near the origin.
Take $h(t) = u(t, 1)$, so that $u(x_1, x_2) = x_2^{3/2} h \left( x_2^{-1/2} x_1 \right)$. The equation (1) for $u$ is equivalent to the ODE

$$\frac{1}{4} h''(3h + th') - h'^2 = 1$$

for $h$. There exists a positive even, convex solution to (11) on $[-1, 1]$ (one can e.g. solve a neighborhood of 0 with the initial conditions $h(0) = 1, h'(0) = 0$ and then use the scaling invariance $h \to \lambda^{-1} h(\lambda x)$ of the ODE). This defines a solution $u$ to (1) in the domain $\{x_2 > x_1^2\}$. Along the boundary we have $u(x_1, x_1^2) = h(1)|x_1|^3$, which is $C^{2,1}$ but not $C^3$. Since $u_{22}$ blows up near 0, this completes the example.
6 Recent Advances and Open Questions

The Monge-Ampère equation remains an active field of study. In this section we list some of the recent results and open questions. We are far from complete.

6.1 Nondegenerate Case

Here we discuss the “non-degenerate” case $\det D^2 u = f$, where $0 < \lambda \leq f \leq \lambda^{-1}$ for some $\lambda > 0$. We call it “nondegenerate” since, at any point, $D^2 u$ is uniformly elliptic after an affine transformation of determinant 1.

1. For many applications (e.g. optimal transport), the right hand side depends on $\nabla u$. Since we don’t know a priori anything about the regularity of $\nabla u$ for such equations, it is natural to consider the case of merely bounded right hand side.

Caffarelli showed that strictly convex solutions to $0 < \lambda \leq \det D^2 u \leq \lambda^{-1}$ are locally $C^{1,\alpha}$ for some $\alpha > 0$ [Ca1]. For the applications, this reduced the problem to considering $f \in C^{\alpha}$. He then developed a perturbation theory from the case $f = 1$, showing in particular that if $f \in C^{\alpha}$ then strictly convex solutions are locally $C^{2,\alpha}$ [Ca2].

2. As we have seen, Alexandrov solutions to $\det D^2 u = 1$ are smooth on the open set $B_1 \setminus \Sigma$ of strict convexity for $u$. It is natural to ask about the size and structure of the singular set $\Sigma$. In [M1] we showed that $H^{n-1}(\Sigma) = 0$, and we constructed examples to show that this cannot be improved. (We in fact show that if $\det D^2 u \geq 1$, then $u$ is strictly convex away from a set of vanishing $H^{n-1}$ measure.)

One interesting consequence is unique continuation: if $\det D^2 u = \det D^2 v = 1$ in a connected domain $\Omega$ and the interior of $\{u = v\}$ is non-empty, then $u \equiv v$ in $\Omega$. Heuristically, any two points of strict convexity communicate through a path of such points. We used that $u - v$ solves a linear equation with smooth coefficients in the set of strict convexity; unique continuation when we just have $\lambda \leq f \leq \lambda^{-1}$ remains open.

3. Savin recently developed a boundary version of Caffarelli’s interior theory using new techniques [S2]. This led to global versions of Caffarelli’s results.

4. De Philippis and Figalli proved interior $L \log^k L$ estimates for the second derivatives of strictly convex solutions to $0 < \lambda \leq \det D^2 u \leq \lambda^{-1}$, for any $k$ [DF]. Together with Savin they improved this to $W^{2,1+\epsilon}$ regularity, where $\epsilon(n, \lambda)$ [DFS]. An interesting consequence of this result is the long-time existence of weak solutions to the semi-geostrophic system (see [ACDF1], [ACDF2]). We remark that interior $W^{2,1}$ regularity without any strict convexity hypotheses is true, by combining these results with the partial regularity from [M1].

6.2 Degenerate Case

To conclude we discuss the degenerate case $\det D^2 u = f$, where $f = 0$ or $\infty$ at some points. At such points, no affine rescaling of determinant 1 makes $D^2 u$ uniformly elliptic.
1. To obtain physically meaningful results for the semigeostrophic system, it is natural to investigate $W^{2,1}$ regularity in the case $0 \leq f \leq \Lambda < \infty$, $u|_{\partial \Omega} = 0$. There are simple counterexamples to $W^{2,1}$ regularity in dimension $n \geq 3$ whose graphs have “corners” on part of a hyperplane. On the other hand, solutions are $C^1$ when $n = 2$. This gave hope for $W^{2,1}$ regularity in 2D. In [M2] we show this is false by constructing solutions in 2D whose second derivatives have nontrivial Cantor part.

The support of $f$ in our example is rough (the boundary has “fractal” geometry), and the example is not strictly convex. The $W^{2,1}$ regularity for strictly convex solutions to $0 \leq \det D^2 u \leq \Lambda$ in 2D remains open.

2. Motivated by applications to the Weyl problem, Daskalopoulos-Savin investigated degenerate Monge-Ampère equations of the form $\det D^2 u = |x|^\alpha$ in $B_1 \subset \mathbb{R}^n$, where $\alpha > 0$ [DaS]. In the case $n = 2$ they characterize the behavior of solutions near 0. An important tool in the analysis is the partial Legendre transform, which in 2D takes the Monge-Ampère equation to a linear equation. It remains an interesting open problem to analyze the behavior of solutions near 0 in higher dimensions.

3. Savin recently characterized the boundary behavior of solutions when $f \sim$ distance from $\partial \Omega$ to a positive power, and at boundary points the data separates from the tangent plane of the solution quadratically [S1]. Using these results Le-Savin prove global regularity of the eigenfunctions of $\det^{1/n}$ in [LeS].
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