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#### Abstract

We investigate cases where the finite dual coalgebra of a twisted tensor product of two algebras is a crossed product coalgebra of their respective finite duals. This is achieved by interpreting the finite dual as a topological dual; in order to prove this, we show that the continuous dual is a strong monoidal functor on linearly topologized vector spaces whose open subspaces have finite codimension. We describe a sufficient condition for the result on finite dual coalgebras to be applied, and we this condition to particular constructions including Ore extensions, smash product algebras, and crossed product bialgebras.
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## 1. Introduction

Let $k$ be an arbitrary field, and let $A$ be a $k$-algebra. The finite dual HS69, 1.3] of $A$ is a well-known coalgebra associated to $A$ that is defined as follows. Let $\mathcal{F}(A)$ denote the family of all ideals of finite $k$-codimension in $A$. Then $A^{\circ}$ is the subspace of the dual space $A^{*}$ consisting of all functionals that vanish on some ideal $I \in \mathcal{F}(A)$. The coalgebra structure of $A$ can be described up to isomorphism as the direct limit

$$
A^{\circ} \cong \underset{I \in \mathcal{F}(A)}{\lim _{\rightarrow}}(A / I)^{*},
$$

and the assignment $A \mapsto A^{\circ}$ forms a functor $(-)^{\circ}: \mathrm{Alg} \rightarrow$ Coalg from $k$-algebras to $k$-coalgebras. In Rey23], the finite dual coalgebra was discussed from a geometric perspective as a noncommutative functorial substitute for the maximal spectrum of an algebra. Viewing the finite dual as a spectral invariant of an algebra highlights the important problem of finding techniques to compute $A^{\circ}$ for a given algebra $A$. This has been addressed for certain examples of Hopf algebras, including for

[^0]instance Tak92, CM94 Jah15, Cou19, GL21, LL23, BCJ23. However, it seems that outside of Rey23 this problem has not been studied for general algebras in the absence of a bialgebra structure.

The goal of this paper is to provide a new tool to assist with the computation of finite dual coalgebras of algebras that arise from familiar operations. Many common constructions to build noncommutative algebras out of two subalgebras-such as skew polynomial rings, twisted group algebras, and smash product algebrasare instances of a twisted tensor product [CSV95 (or crossed product) construction. Such an algebra $A \otimes_{\tau} B$ is constructed from two algebras $A$ and $B$ and a linear twisting map $\tau: B \otimes A \rightarrow A \otimes B$ that satisfies certain nice properties (see Subsection 3.1 for more details). Recent papers such as GKM17, CG18 SW19 CG21 have studied a number of interesting aspects of this construction, and it seems that it could be useful to have spectral techniques to aid in this analysis. Thus we have focused our attention on finding a suitable method to compute the dual coalgebra of a twisted tensor product.

There is a formally dual construction of the crossed product CIMZ00 $C \otimes^{\phi} D$ of coalgebras $C$ and $D$ via a suitable linear cotwisting map $\phi: C \otimes D \rightarrow D \otimes C$. Thus one might naturally assume that the finite dual should interchange these operations in a formula such as

$$
\begin{equation*}
\left(A \otimes_{\tau} B\right)^{\circ} \cong A^{\circ} \otimes^{\phi} B^{\circ} \tag{1.1}
\end{equation*}
$$

However it is easy to find instances where this fails, as in Example 3.13 below. Nevertheless, in this paper we are able to find a sufficient condition on the twisting map for an isomorphism of the above form to hold.

Reasoning in terms of functoriality, the isomorphism (1.1) would seem more reasonable if one could extend the domain of the functor $(-)^{\circ}$ to a category in which the twisting map $\tau$ is a morphism, which would allow us to define $\phi=\tau^{\circ}$. We employ this strategy to obtain a result of the form (1.1), with the larger category $\mathrm{Top}_{k}$ being that of linearly topologized $k$-vector spaces. This category is discussed in Subsection 2.1 below, along with a topological tensor product $-\otimes^{!}-$(whose underlying vector space is the ordinary tensor product) that makes $\mathrm{Top}_{k}$ into a symmetric monoidal category.

Let $\mathrm{CF}_{k}$ denote the full subcategory of $\mathrm{Top}_{k}$ consisting of those topological vector spaces whose open subspaces all have finite codimension. This is in fact a monoidal subcategory of $\mathrm{Top}_{k}$. Every algebra $A$ can be given the structure of a topological algebra when equipped with the linear topology whose open ideals are exactly those in $\mathcal{F}(A)$; we call this the cofinite topology of $A$. In this way, we may view $A$ a monoid object of $\left(\mathrm{CF}_{k}, \otimes!, k\right)$. This allows us to state the first major result of the paper.

Theorem 1.2 (Theorems 2.1, 2.9). Let $(-)^{\circ}=\operatorname{Top}_{k}(-, k): \operatorname{Top}_{k} \rightarrow$ Vect $_{k}$ denote the continuous dual functor.
(1) The continuous dual restricts to a strong monoidal functor $(-)^{\circ}:\left(\mathrm{CF}_{k}, \otimes^{!}, k\right) \rightarrow$ $\left(\operatorname{Vect}_{k}, \otimes, k\right)$, so that if $E$ and $F$ have cofinite topologies then

$$
(E \otimes F)^{\circ} \cong E^{*} \otimes F^{*}
$$

(2) Let $A$ be an algebra with multiplication $m: A \otimes A \rightarrow A$. If $A$ is endowed with its cofinite topology, then $m$ is continuous as a morphism $A \otimes!A \rightarrow A$, and the comultiplication of the finite dual $A^{\circ}$ is the composite

$$
A^{\circ} \otimes A^{\circ} \xrightarrow{\sim}(A \otimes!A)^{\circ} \xrightarrow{m^{\circ}} A^{\circ} .
$$

This topological point of view also allows us to formulate the second main result of the paper, which achieves our goal of finding an isomorphism of the form 1.1.

Theorem 1.3 (Theorem3.14). Let $A$ an $B$ be algebras with a twisting map $\tau: B \otimes$ $A \rightarrow A \otimes B$. Endow $A$ and $B$ with their cofinite topologies. If the twisting map is continuous as a map $B \otimes^{!} A \rightarrow A \otimes!B$, then the linear map $A^{\circ} \otimes B^{\circ} \rightarrow B^{\circ} \otimes A^{\circ}$ induced by $\tau^{\circ}$ is a cotwisting map, and we have an isomorphism of coalgebras

$$
\left(A \otimes_{\tau} B\right)^{\circ} \cong A^{\circ} \otimes^{\tau^{\circ}} B^{\circ}
$$

In Subsection 3.3. we use this result to describe the dual coalgebra of the quantum plane at a root of unity as a crossed product coalgebra, which adds to a different analysis of this coalgebra give in Rey23. In Section 4 we describe a sufficient condition (Theorem 4.2) for the twisting map $\tau$ above to be continuous, so that Theorem 1.3 applies. Finally, we describe conditions under which this applies to specific constructions such as Ore extensions, smash product algebras, and crossed product bialgebras.
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## 2. Continuous duality between algebras and coalgebras

This section describes some elements of duality theory relating algebras and coalgebras. This includes discussions of linearly topologized vector spaces, topologized tensor products, and continuous duality.

Let $k$ be a field, which is arbitrary throughout this paper unless explicitly stated otherwise. Unadorned tensor symbols $-\otimes-$ denote tensor over $k$. In this paper, all algebras are unital and associative, all coalgebras are counital and coassociative, and morphisms of these objects preserve the (co)unit. We let $\mathrm{Alg}=\mathrm{Alg}_{k}$ denote the category of $k$-algebras and Coalg $=$ Coalg $_{k}$ denote the category of $k$-coalgebras.
2.1. Continuous duality and topological tensor products. We begin by recalling some elements of topoloigcal rings and their modules. Let $R$ be a topological ring. A topological left $R$-module $M$ is linearly topologized if it has a neighborhood basis of zero consisting of open submodules. We say $R$ is left linearly topologized if ${ }_{R} R$ is a linearly topologized module, and right linearly topologized rings are similarly defined. We say that $R$ is linearly topologized if it is both left and right linearly topologized, or equivalently IMR16, Remark 2.19], if it has a neighborhood basis of zero consisting of open ideals.

We consider our field $k$ as a topological field with the discrete topology. Let $R$ be a topological $k$-algebra. Recall that a topological left $R$-module $M$ is said to be pseudocompact if it satisfies the following equivalent conditions:

- $M$ is separated (i.e., Hausdorff), complete, and has a neighborhood basis of zero consisting of open submodules of finite codimension;
- $M$ is an inverse limit (in the category of topological algebras) of discrete, finite-dimensional modules;
- The natural homomorphism $M \rightarrow \lim M / N$, where $N$ ranges over the open ideals of finite codimension in $M$, is an isomorphism of topological modules.
The topology on such a module $M$ is induced by viewing it as a subspace $M \cong$ $\lim M / N \subseteq \Pi M / N$ of the product space $\Pi M / N$ where again $N$ ranges over
the open submodules of finite codimension, and each finite-dimensional $M / N$ is endowed with the discrete topology IMR16, Lemma 2.17].

Let $R$-PC denote the category of pseudocompact left $R$-modules with continuous homomorphisms. In particular, taking $R=k$, we have the category $\mathrm{PC}_{k}:=k$ - PC of pseudocompact vector spaces. These are topological vector spaces that are inverse limits of finite-dimensional discrete vector spaces.

We let $\mathrm{Top}_{k}$ denote the category of linearly topologized $k$-vector spaces with continuous $k$-linear maps. Then $\mathrm{PC}_{k}$ forms a full subcategory of $\mathrm{Top}_{k}$. We will identify $\mathrm{Vect}_{k}$ with the full subcategory of discrete topological vector spaces within $\mathrm{Top}_{k}$. We say that a linearly topologized vector space $E$ is cofinite if its open subspaces all have finite codimension in $E$. We let $\mathrm{CF}_{k}$ denote the full subcategory of $\mathrm{Top}_{k}$ consisting of cofinite spaces. Then we have the following inclusions of full subcategories:

$$
\mathrm{PC}_{k} \subseteq \mathrm{CF}_{k} \subseteq \mathrm{Top}_{k}
$$

The completion of a separated topological vector space is a well-known construction War93, Section 7], but we will require a straightforward extension to spaces that are not necessarily separated. For a linearly topologized space $E$, we let $\mathcal{F}(E)$ denote the family of open subspaces of $E$. The separation of $E$,

$$
E_{s}:=E / \overline{\{0\}}=E /(\bigcap \mathcal{F}(E)),
$$

is universal among all separated spaces with a continuous surjection from $E$. Then for such $E$, we can define the completion equivalently as the usual completion of its separation, or as a colimit in $\mathrm{Top}_{k}$,

$$
\widehat{E}:=\lim _{W \in \mathcal{F}(E)} E / W=\widehat{E_{s}}
$$

It is straightforward to verify that the assignments $E \mapsto E_{s}$ and $E \mapsto \widehat{E}$ both naturally extend to endofunctors of $\mathrm{Top}_{k}$. See also Pos21, Section 1] for many more details.

Let $E$ and $F$ be linearly topologized vector spaces. Following Pos21, Section 12], let $E \otimes!F$ denote the vector space $E \otimes F$ equipped with the linear topology whose open subspaces are the subspaces $W \subseteq E \otimes F$ for which there exist open subspaces $E_{0} \in \mathcal{F}(E)$ and $F_{0} \in \mathcal{F}(F)$ such that

$$
E_{0} \otimes F+F \otimes E_{0} \subseteq W
$$

Note that the basic open sets described above are precisely the kernels of the natural surjections $E \otimes F \rightarrow\left(E / E_{0}\right) \otimes\left(F / F_{0}\right)$. It follows immediately that if $E$ and $F$ both have cofinite topologies, then the same is true for $E \otimes^{!} F$. In this way we obtain a monidal category structure $\left(\mathrm{CF}_{k}, \otimes^{!}, k\right)$ on the category of cofinite linearly topologized spaces.

Now let $E \widehat{\otimes} F$ denote the completion of $E \otimes!F$. While this construction is defined for general objects of $\mathrm{Top}_{k}$ that are not necessarly separated or complete, one can readily verify that

$$
E \widehat{\otimes} F \cong \lim _{\rightleftarrows} E / E^{\prime} \otimes F / F^{\prime} \cong \widehat{E} \widehat{\otimes} \widehat{F}
$$

where $E^{\prime}$ and $F^{\prime}$ range over the open subspaces of $E$ and $F$, respectively. Furthermore, if $E$ and $F$ are pseudocompact, the equation above makes it clear that
the same is true for $E \widehat{\otimes} F$, and we obtain the completed tensor product defined in Bru66. There it was characterized by the following universal property: the pseudocompact space $E \widehat{\otimes} F$ is equipped with a continuous bilinear map $B: E \times F \rightarrow E \widehat{\otimes} F$ (where $B(v, w)=v \widehat{\otimes} w$ ) such that every continuous bilinear map $E \times F \rightarrow X$ to a pseudocompact $k$-vector space $X$ factors uniquely through a continuous linear map $\phi$ as follows:

$$
E \times F \xrightarrow{B} E \widehat{\otimes} F \xrightarrow{\phi} X .
$$

We now turn to the relationship between the tensor products discussed above and dual space functors. Because $\mathrm{Top}_{k}$ is a $k$-linear category, we have a $k$-linear continuous dual functor

$$
(-)^{\circ}:=\operatorname{Top}_{k}(-, k): \operatorname{Top}_{k}^{\mathrm{op}} \rightarrow \operatorname{Vect}_{k}
$$

The following key result describes how the continuous dual plays well with the topological tensor $-\otimes^{!}-$, especially when restricted to the category $\mathrm{CF}_{k}$ of spaces with cofinite topology. The definitions of lax and strong monoidal functors can be found in ML98, XI.2].

Theorem 2.1. The continuous dual forms a lax monoidal functor

$$
(-)^{\circ}:\left(\operatorname{Top}_{k}, \otimes^{!}, k\right)^{\mathrm{op}} \rightarrow\left(\operatorname{Vect}_{k}, \otimes, k\right)
$$

which restricts to a strong monoidal functor

$$
(-)^{\circ}:\left(\mathrm{CF}_{k}, \otimes^{!}, k\right)^{\mathrm{op}} \rightarrow\left(\operatorname{Vect}_{k}, \otimes, k\right)
$$

Proof. First note that duality preserves the monoidal unit as $k^{\circ}=k^{*} \cong k$. Let $E$ and $F$ be linearly topologized vector spaces. Consider the natural embedding for the discrete dual spaces $E^{*} \otimes F^{*} \hookrightarrow(E \otimes F)^{*}$, where a pure tensor $\phi \otimes \psi \in E^{*} \otimes F^{*}$ acts on a pure tensor $e \otimes f \in E \otimes F$ by

$$
(\phi \otimes \psi)(e \otimes f)=\phi(e) \psi(f)
$$

If $\phi \in E^{\circ}$ and $\psi \in F^{\circ}$ both have open kernels, note that

$$
\operatorname{ker} \phi \otimes F+E \otimes \operatorname{ker} \psi \subseteq \operatorname{ker}(\phi \otimes \psi)
$$

implies that $\phi \otimes \psi \in(E \otimes!F)^{\circ}$. Thus the natural embedding for discrete dual spaces restricts to an analogous embedding for continuous dual spaces:


To show that this natural embedding

$$
\begin{equation*}
\Phi_{E, F}: E^{\circ} \otimes F^{\circ} \hookrightarrow\left(E \otimes^{!} F\right)^{\circ} \tag{2.2}
\end{equation*}
$$

makes $F$ into a lax monoidal functor, we must check the coherence axioms ML98, XI.2(3,4)]. The left and right unitor diagrams are easily seen to commute:


The coherence diagram for the associator takes the following form:

where the morphisms $\alpha_{1}$ in Vect $_{k}$ and $\alpha_{2}$ in $\operatorname{Top}_{k}$ are the appropriate associators. To verify that this diagram commutes, we may take $\left(\phi_{1}, \phi_{2}, \phi_{3}\right) \in E^{\circ} \times F^{\circ} \times G^{\circ}$ and chase the pure tensor $\phi_{1} \otimes\left(\phi_{2} \otimes \phi_{3}\right) \in E^{\circ} \otimes\left(F^{\circ} \otimes G^{\circ}\right)$ around the diagram. The composite morphism down the left column interprets $\phi_{1} \otimes\left(\phi_{2} \otimes \phi_{3}\right)$ as a functional on $E \otimes!(F \otimes!G)$ by the action

$$
\left(\phi_{1} \otimes\left(\phi_{2} \otimes \phi_{3}\right)\right)(x \otimes(y \otimes z))=\phi_{1}(x) \phi_{2}(y) \phi_{3}(z) .
$$

The actions of $\alpha_{1}$ and $\alpha_{2}$ simply regroup the tensor factors, and the composite down the right column of the diagram acts in a completely analogous way. In this way one can check that the diagram commutes when restricted to pure tensors, so by linearity it commutes in $\operatorname{Vect}_{k}$. Thus $(-)^{\circ}$ is a lax monoidal functor $\left(\operatorname{Top}_{k}, \otimes^{!}, k\right)^{\mathrm{op}} \rightarrow\left(\operatorname{Vect}_{k}, \otimes, k\right)$.

To show that $(-)^{\circ}$ forms a strict monoidal functor on $\left(\mathrm{CF}_{k}, \otimes!, k\right)$, we assume that $E$ and $F$ have cofinite topologies, and we show that the embedding is surjective. Thus let $\varphi \in(E \otimes F)^{\circ}$. Then there exist open subspaces $E_{0} \subseteq E$ and $F_{0} \subseteq F$ such that $E^{0} \otimes F+E \otimes F_{0} \subseteq \operatorname{ker} \varphi$. Thus $\varphi$ factors as

$$
E \otimes F \rightarrow E / E_{0} \otimes F / F_{0} \xrightarrow{\bar{\varphi}} k .
$$

Because $E$ and $F$ are cofinite, both $E_{0}$ and $F_{0}$ both have finite codimension, and we have

$$
\bar{\varphi} \in\left(E / E_{0} \otimes F / F_{0}\right)^{*} \cong\left(E / E_{0}\right)^{*} \otimes\left(F / F_{0}\right)^{*}
$$

So we may in fact write

$$
\varphi=\sum_{i=1}^{n} \phi_{i} \otimes \psi_{i} \in E^{*} \otimes F^{*}
$$

where each ker $\phi_{i} \supseteq E_{0}$ and $\operatorname{ker} \psi_{i} \supseteq F_{0}$, making each $\phi_{i} \in E^{\circ}$ and $\psi_{i} \in F^{\circ}$. So in this case the map 2.2 is an isomorphism as desired.

In the opposite direction, the discrete dual space gives a $k$-linear functor

$$
(-)^{*}:=\operatorname{Hom}_{k}(-, k): \operatorname{Vect}_{k}^{\mathrm{op}} \rightarrow \mathrm{PC}_{k}
$$

where the dual $V^{*}=\operatorname{Hom}(V, k)$ of a vector space $V$ is equipped with the finite topology: the linear topology whose basic open subspaces are the annihilators $X^{\perp}=$ $\left\{\phi \in V^{*} \mid \phi(X)=0\right\}$ of all finite-dimensional subspaces $X \subseteq V$. Restricting the continuous dual to the subcategory $\mathrm{PC}_{k}$ of $\mathrm{Top}_{k}$, it is well known that these two functors are mutually quasi-inverse, yielding a duality between $\mathrm{Vect}_{k}$ and $\mathrm{PC}_{k}$; see Gab62, IV.4] or [Sim01, Proposition 2.6].

We will show in Corollary 2.4 below that this duality can be enhanced to a strong monoidal duality of monoidal categories with appropriate tensor products.

This will provide an alternative explanation for another well-known duality between coalgebras and pseudocompact algebras Sim01, Theorem 3.6(d)]. Recall that a pseudocompact algebra $A$ is a linearly topologized algebra that is separated, complete, and has a neighood basis of zero consisting of open ideals having finite codimension, or equivalently, if it is the topological inverse limit of finite-dimensional discrete algebras. We let PCAIg denote the category of pseudocompact $k$-algebras with continuous algebra homomorphisms.

Let $(C, \Delta, \epsilon)$ be a coalgebra. As is well known Swe69, Section 4.0], the dual vector space $C^{*}$ is endowed with the structure of a $k$-algebra, with the convolution product induced by restricting the dual of the comultiplication $\Delta^{*}:(C \otimes C)^{*} \rightarrow C^{*}$ to the subspace $C^{*} \otimes C^{*} \hookrightarrow(C \otimes C)^{*}$, and having unit $\epsilon \in C^{*}$. Explicitly, the convolution product is given as follows: given $f, g \in C^{*}$ and an element $q \in C$ with $\Delta(q)=\sum q^{(1)} \otimes q^{(2)}$ written in Sweedler notation, their convolution $f g \in C^{*}$ is the element that acts via

$$
f g(q)=\sum f\left(q^{(1)}\right) g\left(q^{(2)}\right)
$$

Thanks to the fundamental theorem of coalgebras Rad12, Theorem 2.2.3], $C$ is the directed union of its finite-dimensional subcoalgebras. Thus the dual algebra is an inverse limit $C^{*} \cong \lim S^{*}$, where $S$ ranges over the finite-dimensional subcoalgebras $S \subseteq C$. By endowing each of the finite-dimensional algebras $S^{*}$ with the discrete topology, we may view the inverse limit above in the category of topological algebras. The resulting topology is the finite topology on $C^{*}$. It is evident from the construction that $C^{*}$ is a pseudocompact $k$-algebra.

Corollary 2.4. There is a strong monoidal duality between $\left(\operatorname{Vect}_{k}, \otimes, k\right)$ and $\left(\mathrm{PC}_{k}, \widehat{\otimes}, k\right)$ given by the dual space functors

$$
\begin{aligned}
(-)^{\circ}: \mathrm{PC}_{k}^{\mathrm{op}} & \rightarrow \mathrm{Vect}_{k}, \\
(-)^{*}: \operatorname{Vect}_{k}^{\mathrm{op}} & \rightarrow \mathrm{PC}
\end{aligned}
$$

These functors induce further dualities between:
(1) Coalg and PCAlg,
(2) $C$-Comod and $C^{*}$-PC for any coalgebra $C$.

Proof. As mentioned before, it is well-established Gab62, IV.4] that the continuous and discrete dual functors provide a duality between $\mathrm{PC}_{k}$ and $\mathrm{Vect}_{k}$. These functors clearly interchange the monoidal units. Thus we only need to examine the effect of these functors on the tensor structures.

First let $E$ and $F$ be objects of $\mathrm{PC}_{k}$. Recalling that $E \widehat{\otimes} F$ is the completion of the linearly topologized space $E \otimes^{!} F$, we obtain a natural isomorphism

$$
\begin{equation*}
(E \widehat{\otimes} F)^{\circ}=\mathrm{PC}_{k}(E \widehat{\otimes} F, k) \cong \operatorname{Top}_{k}(E \otimes!F, k)=\left(E \otimes^{!} F\right)^{\circ} \tag{2.5}
\end{equation*}
$$

Because the pseudocompact spaces $E$ and $F$ have cofinite topologies, Theorem 2.1 yields a natural isomorphism

$$
(E \otimes!F)^{\circ} \cong E^{\circ} \otimes F^{\circ}
$$

which composes with 2.5 to provide natural isomorphisms

$$
\Psi_{E, F}: E^{\circ} \otimes F^{\circ} \xrightarrow{\sim}(E \widehat{\otimes} F)^{\circ}
$$

The unitor coherence axioms are as easily verified as before. The associator coherence diagram can be derived from 2.3 as follows. For pseudocompact spaces $E$,
$F$, and $G$, one verifies that the induced diagrams

and

commute, where the horizontal isomorphisms are induced as in 2.5). Then "pasting" these to 2.3 results in a larger commuting diagram, whose outer paths will be the desired coherence diagram for the isomorphisms of $\Psi$. Thus the continuous dual $(-)^{\circ}$ is a strong monoidal functor.

Since the quasi-inverse $(-)^{*}$ must be adjoint to $(-)^{\circ}$, we can deduce [SS031 3.3] that it is also a strong monoidal functor. It is also possible to verify this directly. While we will not check the coherence axioms here, we will at least demonstrate how to locate the relevant natural isomorphisms. Fix objects $V$ and $W$ of $\mathrm{Vect}_{k}$. Let $\left\{V_{i}\right\}$ be an indexing of the finite-dimensional subspaces of $V$, so that $V \cong \underline{\lim } V_{i}$ in $\mathrm{Vect}_{k}$. Then we obtain natural isomorphisms

$$
\begin{aligned}
& (V \otimes W)^{*}=\operatorname{Hom}_{k}(V \otimes W, k) \\
& \cong \operatorname{Hom}_{k}(V, \operatorname{Hom}(W, k)) \\
& \cong \operatorname{Hom}_{k}\left(\lim _{\longrightarrow} V_{i}, W^{*}\right) \\
& \cong \lim _{\curvearrowleft} \operatorname{Hom}_{k}\left(V_{i}, W^{*}\right) \\
& \cong \lim _{\leftarrow} V_{i}^{*} \otimes W^{*} \\
& \cong V^{*} \widehat{\otimes} W^{*} \text {, }
\end{aligned}
$$

for which it would remain to verify coherence.
Finally, we derive the further dualities (1) and (2). Note that Coalg is the category of comonoid objects in Vect $k$, while we verify in Lemma 2.6 below that PCAlg is the category of monoid objects in $\mathrm{PC}_{k}$. Since the strong monoidal duality interchanges comonoids and monoids, we obtain the duality (1) between coalgebras and pseudocompact algebras. Finally, fix a $k$-coalgebra $C$. Then $C$-Comod is the category of left $C$-comodule objects over the comonoid $C$ in Vect, while $C^{*}$-PC is the category of monoid objects over the monoid $C^{*}$ in $\mathrm{PC}_{k}$. So the duality (2) follows similarly.

Lemma 2.6. Pseudocompact algebras are precisely the monoid objects in the monoidal category $\left(\mathrm{PC}_{k}, \widehat{\otimes}, k\right)$.

Proof. If $A$ is a pseudocompact $k$-algebra, then its multiplication induces a continuous bilinear map $m: A \times A \rightarrow A$, which factors through the completed tensor product $\widehat{m}: A \widehat{\otimes} A \rightarrow A$ thanks to its universal property [Bru66]. It is then clear that this map and the usual unit map $u: k \rightarrow A$ form a monoid object ( $A, \widehat{m}, u$ ) in $\left(\mathrm{PC}_{k}, \widehat{\otimes}, k\right)$.

Conversely, suppose that $(A, m, u)$ is a monoid object of $\left(\mathrm{PC}_{k}, \widehat{\otimes}, k\right)$. If we view the multiplication as a map

$$
m^{!}: A \otimes \otimes^{!} A \hookrightarrow A \widehat{\otimes} A \xrightarrow{m} A,
$$

then in fact $\left(A, m^{!}, u\right)$ is a monoid object in $\left(\mathrm{CF}_{k}, \otimes^{!}, k\right)$. By Theorem 2.1, the continuous dual functor sends this to a comonoid, whose dual is then a pseudocompact algebra $\left(A^{\circ}\right)^{*}$. The natural isomorphism of pseudocompact spaces $A \cong\left(A^{\circ}\right)^{*}$ is then readily verified to be an isomorphism of topological algebras. Thus $A$ is in fact a pseudocompact algebra as desired.
2.2. The finite dual as a topological dual. We will now apply Theorem 2.1 to show that the finite dual of an algebra can be viewed as the continuous dual with respect to an appropriate topology. Let $A$ be a $k$-algebra with multiplication $m: A \otimes A \rightarrow A$. Its finite dual coalgebra has underlying vector space

$$
\begin{aligned}
A^{\circ} & =\left\{\phi \in A^{*} \mid m^{*}(\phi) \text { lies in the subspace } A^{*} \otimes A^{*} \subseteq(A \otimes A)^{*}\right\} \\
& =\left\{\phi \in A^{*} \mid \operatorname{ker} \phi \text { contains an ideal of finite codimension in } A\right\} .
\end{aligned}
$$

It happens that the restriction of $m^{*}: A^{*} \rightarrow A^{*} \otimes A^{*}$ to $A^{\circ}$ has image in $A^{\circ} \otimes A^{\circ} \subseteq$ $A^{*} \otimes A^{*}$, so that $m^{*}$ restricts to a comultiplication

$$
\Delta: A^{\circ} \rightarrow A^{\circ} \otimes A^{\circ} .
$$

This makes the finite dual into a coalgebra whose counit is dual to the unit of $A$. This can be alternatively described as a direct limit. If we set

$$
\begin{equation*}
\mathcal{F}(A)=\left\{\text { ideals } I \unlhd A \mid \operatorname{dim}_{k}(A / I)<\infty\right\}, \tag{2.7}
\end{equation*}
$$

then the finite dual coalgebra can alternatively be described as

$$
\begin{equation*}
A^{\circ} \cong \lim _{I \in \mathcal{F}(A)}(A / I)^{*} . \tag{2.8}
\end{equation*}
$$

If $A$ is a $k$-algebra, we define the cofinite topology on $A$ is the linear topology whose open ideals are exactly the ideals of finite codimension-those ideals in the family $\mathcal{F}(A)$ defined in (2.7).

Theorem 2.9. Let A be a $k$-algebra, viewed as a linearly topologized algebra with its cofinite topology. Then the continuous dual functor $(-)^{\circ}=\operatorname{Top}_{k}(-, k)$ applied to the multiplication

$$
m: A \otimes A \rightarrow A
$$

yields the finite dual coalgebra $A^{\circ}$ with its comultiplication

$$
m^{\circ}: A^{\circ} \rightarrow\left(A \otimes^{!} A\right)^{\circ} \xrightarrow{\sim} A^{\circ} \otimes A^{\circ} .
$$

Proof. First we verify that multiplication yields a continuous map $m: A \otimes{ }^{\prime} A \rightarrow A$. If $I \in \mathcal{F}(A)$ is an ideal of finite codimension, then $I \otimes A+A \otimes I$ is an open subspace of $A \otimes!A$ such that $m(I \otimes A+A \otimes I)=I A+A I \subseteq I$. So $m$ is indeed continuous.

It follows that $A$ with its unit $\eta: k \rightarrow A$ can be viewed as a monoid object $(A, m, \eta)$ in the monoidal category $\left(\mathrm{CF}_{k}, \otimes^{!}, k\right)$, or equivalently, as a comonoid object in the opposite tensor category. Because oplax monoidal functors send comonids to comonoids, it follows from Theorem 2.1 that $\left(A^{\circ}, m^{\circ}, \eta^{\circ}\right)$ is a coalgebra. It is clear that $A^{\circ}$ coincides with the underlying vector space of the finite
dual coalgebra. Let $\phi \in A^{\circ}$. The counit $\epsilon=\eta^{\circ}$ is easily seen to be given by $\epsilon(\phi)=\phi(1)$. Finally, the comultiplication $\Delta=m^{\circ}$ given by

$$
\Delta(\phi)=m(\phi) \in\left(A \otimes^{!} A\right)^{\circ} \cong A^{\circ} \otimes A^{\circ} \subseteq A^{*} \otimes A^{*}
$$

agrees with the comultiplication of the finite dual (see [Swe69, Section 6] or Rad12, Section 2.5]). This completes the proof.

Note that any algebra homomorphism $f: A \rightarrow B$ is continuous with respect to the cofinite topologies on $A$ and $B$. Thus we see that the functoriality of finite dual $(-)^{\circ}: \mathrm{Alg}^{\mathrm{op}} \rightarrow$ Coalg can be explained in light of the duality of Theorem 2.1 quite simply: the continuous dual functor sends monoid objects in $\left(\mathrm{CF}_{k}, \otimes, k\right)$ to comonoid objects in $\left(\operatorname{Vect}_{k}, \otimes, k\right)$.

## 3. Dual coalgebras of twisted tensor products

Our goal in this section is to provide a method by which the finite dual can in principle be computed for a large class of algebras: those arising from a twisted tensor product construction. This makes the problem of computing dual coalgebras approachable for algebras that do not necessarily arise in connection with a Hopf algebra. Even so, the method has some novel applications in the context of smash products of Hopf algebra, as shown in Section 4 .
3.1. Review of crossed product algebras and coalgebras. A twisted tensor product of two $k$-algebras $A$ and $B$, as introduced in CSV95, is (informally) an algebra structure on the vector space $A \otimes B$ that is allowed to deform the usual tensor product algebra structure while retaining the respective algebra structures on $A$ and $B$. Simliarly, crossed products were introduced for bialgebras and coalgebras in BD99, CIMZ00. We recall the definitions and basic notions associated with these constructions below. Our terminology and parts of our notation follow the treatments in CIMZ00, BCT13.

In the symmetric monoidal category $\left(\operatorname{Vect}_{k}, \otimes, k\right)$ of $k$-vector spaces, we will denote the "tensor swap" braiding for objects $V, W \in \mathrm{Vect}_{k}$ by

$$
\begin{aligned}
\sigma_{V, W}: V \otimes W & \rightarrow W \otimes V \\
v \otimes w & \mapsto w \otimes v
\end{aligned}
$$

Given a $k$-algebra $A$, we let $\left(A, m_{A}, \eta_{A}\right)$ denote its structure as a monoid object in $\left(\operatorname{Vect}_{k}, \otimes, k\right)$. Thus its multiplication is considered as a linear map $m_{A}: A \otimes A \rightarrow A$, and its unit map $\eta_{A}: k \rightarrow A$ is given by $\eta_{A}\left(1_{k}\right)=1_{A}$.

Let $A$ and $B$ be algebras. Suppose that

$$
\tau: B \otimes A \rightarrow A \otimes B
$$

is a linear map. Define a multiplication $m_{\tau}:(A \otimes B) \otimes(A \otimes B) \rightarrow A \otimes B$ by

$$
\begin{equation*}
m_{\tau}=\left(m_{A} \otimes m_{B}\right) \circ\left(\operatorname{id}_{A} \otimes \tau \otimes \operatorname{id}_{B}\right) \tag{3.1}
\end{equation*}
$$

If $m_{\tau}$ is associative with identity $1_{A} \otimes 1_{B}$, then the resulting algebra

$$
\begin{equation*}
\left(A \otimes_{\tau} B, m_{A \otimes_{\tau} B}, \eta_{A \otimes_{\tau} B}\right)=\left(A \otimes B, m_{\tau}, \eta_{A} \otimes \eta_{B}\right) \tag{3.2}
\end{equation*}
$$

is a twisted tensor product (or crossed product) of $A$ and $B$, and $\tau$ is called a twisting map for $A$ and $B$. In this case, the "inclusion" maps

$$
\begin{align*}
& i_{A}=\operatorname{id}_{A} \otimes 1_{B}: A \rightarrow A \otimes_{\tau} B \text { and } \\
& i_{B}=1_{A} \otimes \operatorname{id}_{B}: B \rightarrow A \otimes_{\tau} B \tag{3.3}
\end{align*}
$$

are algebra homomorphisms. The twisted tensor product can be characterized in terms of a universal property CSV95, Proposition 2.7] via $\tau$ and the inclusion maps above, but we will not recall that here since we do not make use of it.

Notice that the prototypical case where $\tau$ is chosen to be the tensor swap $\sigma:=$ $\sigma_{B, A}$ results in the usual tensor product algebra $A \otimes_{\sigma} B=A \otimes B$. In this way, we may view twisted tensor products as deformations of the tensor algebra. On the other hand, if one takes an algebra $A$ with an automorphism $\sigma$ and a $\sigma$-derivation $\delta$, then setting $B=k[t]$ and choosing $\tau: k[t] \otimes A \rightarrow A \otimes k[t]$ appropriately, we can recover the Ore extension $A[t ; \sigma, \delta] \cong A \otimes_{\tau} k[t]$ as in CIMZ00, Examples 2.11].

A fundamental problem addressed in C̆SV95. CIMZ00 is to isolate properties of a linear map $\tau: B \otimes A \rightarrow A \otimes B$ that make it a twisting map. The map $\tau$ is defined to be normal if it satisfies the conditions

$$
\begin{align*}
\tau \circ\left(\eta_{B} \otimes \mathrm{id}_{A}\right) & =\operatorname{id}_{A} \otimes \eta_{B} \\
\tau \circ\left(\operatorname{id}_{B} \otimes \eta_{A}\right) & =\eta_{A} \otimes \mathrm{id}_{B} \tag{3.4}
\end{align*}
$$

(This is equivalent to saying that the restriction of $\tau$ to the subspaces $A \otimes 1_{B}$ and $1_{A} \otimes B$ agrees with the tensor swap $\sigma=\sigma_{B, A}$.) Furthermore, $\tau$ is defined to be multiplicative if it satisfies the conditions

$$
\begin{align*}
\tau \circ\left(\mathrm{id}_{B} \otimes m_{A}\right) & =\left(m_{A} \otimes \mathrm{id}_{B}\right) \circ\left(\operatorname{id}_{A} \otimes \tau\right) \circ\left(\tau \otimes \mathrm{id}_{A}\right), \\
\tau \circ\left(m_{B} \otimes \mathrm{id}_{A}\right) & =\left(\mathrm{id}_{A} \otimes m_{B}\right) \circ\left(\tau \otimes \operatorname{id}_{B}\right) \circ\left(\mathrm{id}_{B} \otimes \tau\right) \tag{3.5}
\end{align*}
$$

These turn out to be necessary and sufficient conditions for $\tau$ to define a twisted tensor product.

Proposition 3.6. Let $A$ and $B$ be algebras. A linear map

$$
\tau: B \otimes A \rightarrow A \otimes B
$$

is a twisting map if and only if it is normal and multiplicative.
Proof. See C̆SV95, Proposition/Definition 2.3, Remark 2.4] and CIMZ00, Theorem 2.5].

Dually, let $C$ and $D$ be coalgebras with a linear map

$$
\phi: C \otimes D \rightarrow D \otimes C
$$

Define a comultiplication $\Delta_{\phi}:(C \otimes D) \otimes(C \otimes D) \rightarrow C \otimes D$ by

$$
\Delta_{\phi}=\left(\operatorname{id}_{C} \otimes \phi \otimes \operatorname{id}_{D}\right) \circ\left(\Delta_{C} \otimes \Delta_{D}\right)
$$

If $\Delta_{\phi}$ is coassociative with counit $\varepsilon_{C} \otimes \varepsilon_{D}$, then the resulting coalgebra

$$
\begin{equation*}
\left(C \otimes^{\phi} D, \Delta_{C \otimes^{\phi} D}, \varepsilon_{C \otimes^{\phi} D}\right)=\left(C \otimes D, \Delta_{\phi}, \varepsilon_{C} \otimes \varepsilon_{D}\right) \tag{3.7}
\end{equation*}
$$

is called a crossed product of $A$ and $B$, and $\phi$ is a cotwisting map.

As one would expect, there is a characterization of cotwisting maps dual to that of Proposition 3.6. A linear map $\phi: C \otimes D \rightarrow D \otimes C$ is defined to be conormal if it satisfies the equations

$$
\begin{align*}
\left(\varepsilon_{D} \otimes \mathrm{id}_{C}\right) \circ \phi & =\mathrm{id}_{C} \otimes \varepsilon_{D} \\
\left(\mathrm{id}_{D} \otimes \varepsilon_{C}\right) \circ \phi & =\varepsilon_{C} \otimes \mathrm{id}_{D} \tag{3.8}
\end{align*}
$$

and $\phi$ is defined to be comultiplicative if it satisfies the conditions

$$
\begin{align*}
\left(\operatorname{id}_{D} \otimes \Delta_{C}\right) \circ \phi & =\left(\phi \otimes \operatorname{id}_{C}\right) \circ\left(\operatorname{id}_{C} \otimes \phi\right) \circ\left(\Delta_{C} \otimes \operatorname{id}_{D}\right) \\
\left(\Delta_{D} \otimes \operatorname{id}_{C}\right) \circ \phi & =\left(\operatorname{id}_{D} \otimes \phi\right) \circ\left(\phi \otimes \operatorname{id}_{D}\right) \circ\left(\operatorname{id}_{C} \otimes \Delta_{D}\right) \tag{3.9}
\end{align*}
$$

These provide the following characterization of cotwisting maps.
Proposition 3.10 ([CIMZ00, Theorem 3.4]). Let $C$ and $D$ be coalgebras. A linear map

$$
\phi: D \otimes C \rightarrow C \otimes D
$$

is a cotwisting map if and only if it is conormal and comultipliative.
Finally, suppose that $A$ and $B$ each have the structure of both an algebra and a coalgebra. Let $\tau: B \otimes A \rightarrow A \otimes B$ be a twisting map of the underlying algebras and let $\phi: A \otimes B \rightarrow B \otimes A$ be a cotwisting map of the underlying coalgebras. If the algebra $A \otimes_{\tau} B$ and coalgebra $A \otimes^{\phi} B$ structures together make $A \otimes B$ into a bialgebra, then this is called the crossed product bialgebra $A \otimes_{\tau}^{\phi} B$ in CIMZ00, Definition 4.1].
3.2. Duality for crossed products. The formal duality between crossed product algebras and coalgebras suggests the naive idea that the the dual of a crossed product algebra should be a crossed product algebra. Unfortunately, there are examples for which this fails; see Example 3.13 below for a specific instance. In order to establish sufficient conditions where this expectation is correct, we need appropriate assumptions in place on the twisting map. It turns out that the appropriate tool is the topological tensor product $-\otimes^{!}$- discussed in Subsection 2.1 and its good behavior under the continuous dual functor $(-)^{\circ}: \mathrm{CF}_{k} \rightarrow \mathrm{Top}_{k}$. Recall that the cofinite topology on an algebra, defined before Theorem 2.9, is the linear topology whose open ideals are the ideals of finite codimension.

First we note that the topological tensor product has the following weak compatibility with twisted tensor products.

Lemma 3.11. For algebras $A$ and $B$ and a twisting map $\tau: B \otimes A \rightarrow A \otimes B$, the linear isomorphism (given by the identity on underlying vector spaces)

$$
A \otimes^{!} B \rightarrow A \otimes_{\tau} B
$$

is continuous, where $A, B$, and $A \otimes_{\tau} B$ are endowed with their cofinite topologies.
Proof. Denote $S=A \otimes_{\tau} B$. Fix $K \in \mathcal{F}(S)$ and denote the canonical projection by $\pi: S \rightarrow S / K=: F$, where the codomain is finite-dimensional. Composing with the inclusion $i_{A}: A \rightarrow S$ of (3.3) gives a homomorphism $A \rightarrow S \rightarrow F$ that factors through a finite-dimensional algebra $A \rightarrow A_{1} \subseteq F$ with kernel $I \in \mathcal{F}(A)$. Similarly, the composition of $i_{B}$ with $\pi$ must factor through a finite-dimensional algebra $B \rightarrow B_{1} \hookrightarrow F$ with kernel $J \in \mathcal{F}(B)$. Because there is a vector space
isomorphism $S \cong i_{A}(A) \otimes i_{B}(B)$, it follows that multiplication in $F$ yields a linear surjection $A_{1} \otimes B_{1} \rightarrow F$. It follows that

$$
I \otimes B+A \otimes J \subseteq K
$$

which implies that $K$ is open in $A \otimes^{!} B$ and proves that the linear isomorphism is continuous.

Given a twisting map $\tau: B \otimes A \rightarrow A \otimes B$, we will wish to apply the continuous dual functor to obtain a cotwisting map. But this will only be possible in the case where $\tau$ is continuous. This can be equivalently characterized in terms of a stronger compatibility between the topological tensor and twisted tensor products as follows.

Proposition 3.12. Let $A$ and $B$ be algebras with $\tau: B \otimes A \rightarrow A \otimes B$ a twisting map. Consider the following conditions:
(i) $\tau: B \otimes!A \rightarrow A \otimes!B$ is continuous.
(ii) The map $A \otimes!B \rightarrow A \otimes_{\tau} B$ of Lemma 3.11 is a homeomorphism.
(iii) There exist neighborhood bases of zero $\left\{I_{\alpha}\right\} \subseteq \mathcal{F}(A)$ and $\left\{J_{\beta}\right\} \subseteq \mathcal{F}(B)$ for which $\tau\left(B \otimes I_{\alpha}\right) \subseteq I_{\alpha} \otimes B$ and $\tau\left(J_{\beta} \otimes A\right) \subseteq A \otimes J_{\beta}$.
Then (i) $\Longleftrightarrow$ (ii) $\Longleftarrow$ (iii).
Proof. Note that in the arguments below, while we carefully distinguish between topologies in $A \otimes^{!} B$ and $A \otimes_{\tau} B$, many computations are made by identifying both of their underlying vector spaces with $A \otimes B$. We trust that this will not cause confusion for the vigilant reader.
(ii) $\Longrightarrow$ (i): Fix a basic open neighorhood of zero in $\mathcal{F}(A \otimes!B)$ of the form $N=I \otimes B+A \otimes J$ for $I \in \mathcal{F}(A)$ and $J \in \mathcal{F}(B)$. To prove continuity of $\tau$, we must produce $K \in \mathcal{F}(B \otimes!A)$ such that $\tau(K) \subseteq N$. By condition (ii), there exits an open ideal $U \in \mathcal{F}\left(A \otimes_{\tau} B\right)$ such that $U \subseteq N$ as subspaces of $A \otimes B$, and by Lemma 3.11 there exists a basic open subspace of $A \otimes!B$ contained in $U$. Altogether, this means that there exist $I_{0} \in \mathcal{F}(A)$ and $J_{0} \in \mathcal{F}(B)$ such that

$$
I_{0} \otimes B+A \otimes J_{0} \subseteq U \subseteq I \otimes B+A \otimes J
$$

Note that $K:=B \otimes I_{0}+J_{0} \otimes A$ is an element of $\mathcal{F}(B \otimes!A)$. We claim that $\tau(K) \subseteq N$ as required above. We compute by interpreting $\tau$ in terms of multiplication in $A \otimes_{\tau} B$ and liberally applying the linear identification of $A \otimes^{!} B$ with $A \otimes_{\tau} B$ :

$$
\begin{aligned}
\tau(K) & =\tau\left(B \otimes I_{0}\right)+\tau\left(J_{0} \otimes A\right) \\
& =(1 \otimes B)\left(I_{0} \otimes 1\right)+\left(1 \otimes J_{0}\right)(A \otimes 1) \\
& \subseteq(1 \otimes B) U+U(A \otimes 1) \subseteq U
\end{aligned}
$$

because $U$ is an ideal of $A \otimes_{\tau} B$. It follows that $\tau(K) \subseteq U \subseteq N$ as desired.
(i) $\Longrightarrow$ (ii): To establish (ii), it suffices to show that the natural map $A \otimes!B \rightarrow$ $A \otimes_{R} B$ of Lemma 3.11 is open; because this map is linear, we need only test at neighborhoods of zero. So fix $I \in \mathcal{F}(A)$ and $J \in \mathcal{F}(B)$ which form a basic open neighborhood of zero

$$
N=I \otimes B+A \otimes J \in \mathcal{F}(A \otimes!B)
$$

Let $\sigma=\sigma_{A, B}: A \otimes!B \rightarrow B \otimes!A$ denote the tensor swap, which is clearly continuous. Since $\tau$ is assumed to be continuous, it follows that $\theta:=\tau \circ \sigma: A \otimes!B \rightarrow A \otimes^{!} B$
is also continuous. Then $\theta^{-1}(N)$ is open in $A \otimes^{!} B$, so there exist $I_{0} \in \mathcal{F}(A)$ and $J_{0} \in \mathcal{F}(B)$ such that

$$
N_{0}:=I_{0} \otimes B+A \otimes J_{0} \subseteq \theta^{-1}(N)
$$

Let $U$ denote the ideal of $A \otimes_{\tau} B$ generated by the subspace $N_{0}$. Because $U$ contains the subspace $N_{0}$ of finite codimension, we also have $U \in \mathcal{F}\left(A \otimes_{\tau} B\right)$. We will show below that $U \subseteq N$. This will imply that $N$ is open in $A \otimes_{\tau} B$ so that (ii) will be established.

Since $N_{0}=I_{0} \otimes B+A \otimes J_{0}$, to prove that the ideal $U$ generated by this subspace lies in the subspace $N$ it suffices to show that the ideals separately generated by $I_{0} \otimes B$ and $A \otimes J_{0}$ both lie in $N$. It is straightforward to see that $I_{0} \otimes B$ is a right ideal within $A \otimes_{\tau} B$. To verify that it is also a left ideal, we make note of the following facts:

- $I_{0} \otimes B \subseteq N_{0} \subseteq \theta^{-1}(N)$ implies that $\tau\left(B \otimes I_{0}\right)=\theta\left(I_{0} \otimes B\right) \subseteq N$,
- $N$ is an $(A, B)$-subbimodule of $A \otimes_{\tau} B$.

Thus we may compute using the product in $A \otimes_{\tau} B$ as follows:

$$
\left(A \otimes_{\tau} B\right) \cdot\left(I_{0} \otimes B\right)=A \cdot \tau\left(B \otimes I_{0}\right) \cdot B \subseteq A N B=N
$$

So $I_{0} \otimes B$ generates a subideal of $N$, and a symmetric argument shows that the same is true for $A \otimes J_{0}$. It follows that $U=\left(A \otimes_{\tau} B\right) N_{0}\left(A \otimes_{\tau} B\right) \subseteq N$ so that (ii) is established.
(iii) $\Longrightarrow$ (i): Fix a basic open neighborhood of zero $U=I \otimes B+A \otimes J$ in $A \otimes^{!} B$ with $I \in \mathcal{F}(A)$ and $J \in \mathcal{F}(B)$. Then there exist elements $I_{\alpha}$ and $J_{\beta}$ of the neighborhood bases in (iii) such that $I_{\alpha} \subseteq I$ and $J_{\beta} \subseteq J$. Thus we may produce the basic open neighborhood $V=B \otimes I_{\alpha}+J_{\beta} \otimes A \in \mathcal{F}\left(B \otimes^{!} A\right)$ that satisfies

$$
\begin{aligned}
\tau(V) & =\tau\left(B \otimes I_{\alpha}\right)+\tau\left(J_{\beta} \otimes A\right) \\
& \subseteq I_{\alpha} \otimes B+A \otimes J_{\beta} \\
& \subseteq U
\end{aligned}
$$

Because $\tau$ is linear, this suffices to prove that $\tau$ is continuous.
The following example illustrates that twisting maps can easily fail to be continuous.

Example 3.13. For the algebras $A=k[x]$ and $B=k[y]$, it is possible to choose twisting maps $\tau: B \otimes A \rightarrow A \otimes B$ such that $A \otimes_{\tau} B$ has no proper ideals of finite codimension. For instance, if $k$ has characteristic zero and we set

$$
\tau\left(y^{i} \otimes x^{j}\right)=\partial_{x}^{i} x^{j} \otimes 1+x^{j} \otimes y^{i}
$$

then $A \otimes_{\tau} B=A_{1}(k)$ is the first Weyl algebra, which infamously has no nonzero finite-dimensional representations. In such cases, the finite topology on $A \otimes_{\tau} B$ is the indiscrete topology, which radically differs from the topology on $A \otimes!B$. It follows from Proposition 3.12 that $\tau$ is not continuous. We also see that $\left(A \otimes_{\tau} B\right)^{\circ}=0$ is not isomorphic to any crossed product of the form $A^{\circ} \otimes^{\phi} B^{\circ}$, since such a coalgebra is nonzero by construction.

We now arrive at the major result of this section. It shows that continuity of the twisting map with respect to the cofinite topologies is sufficient to allow the finite dual of a twisted tensor product to be a crossed product of the expected form.

Theorem 3.14. Let $A$ and $B$ be $k$-algebras with a twisting map $\tau$. If $\tau: \otimes B \otimes^{!} A \rightarrow$ $A \otimes!B$ is continuous where $A$ and $B$ are endowed with their cofinite topologies, then the continuous dual

$$
\tau^{\circ}=\operatorname{Top}_{k}(\tau, k): A^{\circ} \otimes B^{\circ} \rightarrow B^{\circ} \otimes A^{\circ}
$$

is a cotwisting map and the continuous dual of the topological isomorphism $A \otimes!B \rightarrow$ $A \otimes_{\tau} B$ yields an isomorphism of coalgebras

$$
\left(A \otimes_{\tau} B\right)^{\circ} \xrightarrow{\sim} A^{\circ} \otimes^{\tau^{\circ}} B^{\circ} .
$$

Proof. Because $\tau$ is continuous, its continuous dual $\tau^{\circ}=\operatorname{Top}_{k},(\tau, k)$ is defined. Recall that the topologies on $A$ and $B$ are cofinite. Then by Theorem 2.1, we can view this as a map

$$
\tau^{\circ}: A^{\circ} \otimes B^{\circ} \xrightarrow{\sim}\left(A \otimes^{!} B\right)^{\circ} \rightarrow(B \otimes!A)^{\circ} \xrightarrow{\sim} B^{\circ} \otimes A^{\circ}
$$

By Proposition 3.6, $\tau$ is normal and multiplicative. Theorem 2.1 now implies that $\tau^{\circ}$ is conormal and comultiplicative, since these are formally dual properties. Thus it follows from Proposition 3.10 that $\tau^{\circ}$ is a cotwisting map for $A^{\circ}$ and $B^{\circ}$.

Denote $S=A \otimes_{\tau} B$ and $C=A^{\circ} \otimes^{\tau^{\circ}} B^{\circ}$. By Theorem 2.9, the finite dual and its comultiplication respectively coincide with the continuous duals of $A$ and its multiplication. By Proposition 3.12 the linear isomorphism

$$
\Phi: A \otimes!B \rightarrow S
$$

is a homeomorphism. Thus the continuous dual functor yields a linear isomorphism

$$
\begin{equation*}
S^{\circ} \xrightarrow{\sim}\left(A \otimes^{!} B\right)^{\circ} \cong A^{\circ} \otimes B^{\circ}=C \tag{3.15}
\end{equation*}
$$

where we identify the vector space $A^{\circ} \otimes B^{\circ}$ with the crossed product coalgebra $C$. It only remains to show that this is a morphism of coalgebras.

To achieve this goal, we will treat the isomorphism (3.15) as the identity map. (This is reasonable because it is defined in terms of the linear homeomorphism $\Phi$ above, which the identity on the underlying vector space.) We must then show that the comultiplication of $S^{\circ}$ and $C$ coincide. By definition of the twisted tensor product $S=A \otimes_{\tau} B$, we have

$$
m_{S}=\left(m_{A} \otimes m_{B}\right) \circ\left(\mathrm{id}_{A} \otimes \mathcal{T} \otimes \mathrm{id}_{B}\right)
$$

Applying the continuous dual functor to the above formula and invoking Theorem 2.1 in the third equality below yields

$$
\begin{aligned}
\Delta_{S^{\circ}} & =\left(m_{S}\right)^{\circ} \\
& =\left(\operatorname{id}_{A} \otimes \tau \otimes \mathrm{id}_{B}\right)^{\circ} \circ\left(m_{A} \otimes m_{B}\right)^{\circ} \\
& =\left(\operatorname{id}_{A}^{\circ} \otimes \tau^{\circ} \otimes \operatorname{id}_{B}^{\circ}\right) \circ\left(m_{A}^{\circ} \otimes m_{B}^{\circ}\right) \\
& =\left(\operatorname{id}_{A^{\circ}} \otimes \tau^{\circ} \otimes \operatorname{id}_{B^{\circ}}\right) \circ\left(\Delta_{A^{\circ}} \otimes \Delta_{B^{\circ}}\right) \\
& =\Delta_{C}
\end{aligned}
$$

as desired. An easier computation similarly shows that the unit $\eta_{S}=\eta_{A} \otimes \eta_{B}$ dualizes to the counit $\varepsilon_{C}=\varepsilon_{A^{\circ}} \otimes \varepsilon_{B^{\circ}}$.

Example 3.16. For algebras $A$ and $B$, the tensor product algebra has dual coalgebra given by

$$
(A \otimes B)^{\circ} \cong A^{\circ} \otimes B^{\circ}
$$

While this is straightforward to prove from (2.8), it also follows immediately from Theorem 3.14. This is the special case where $\tau=\sigma_{B, A}$ is the "tensor swap" map, which is evidently continuous.
3.3. Extended example: the quantum plane. In this subsection we will analyze the dual coalgebra of the quantum plane at a root of unity. This coalgebra was also studied in Rey23, Subsection 4.2] in terms of the representation theory of the quantum plane. Here we describe its comultiplication explicitly by viewing it as a crossed product coalgebra, which provides a satisfying view of the quantum plane as a deformation away from the classical plane.

We will recall the terminology of coalgebras of distributions on $k$-schemes and some relevant facts from Rey23, Subsection 2.3]. If $X$ is a scheme over $k$, the coalgebra of distributions on $X$ is the direct limit

$$
\begin{equation*}
\operatorname{Dist}(X)=\underset{S}{\lim } \Gamma\left(S, \mathcal{O}_{S}\right)^{*} \tag{3.17}
\end{equation*}
$$

where $S$ ranges over all closed subschemes of $X$ that are finite over $k$. If $X$ is affine then it turns out that

$$
\begin{equation*}
\operatorname{Dist}(X) \cong \Gamma\left(X, \mathcal{O}_{X}\right)^{\circ} \tag{3.18}
\end{equation*}
$$

If $k$ is algebraically closed and $X$ is of finite type over $k$, then the grouplike elements of $A$ correspond to the closed points of $X$. In particular, if $A$ is a commutative affine $k$-algebra then the grouplike elements of $A^{\circ} \cong \operatorname{Dist} \operatorname{Spec} A$ are in bijection with the maximal spectrum of $A$.

Let $q \in k^{\times}$. Recall that the (algebra of functions on the) quantum plane is the affine domain

$$
\mathcal{O}_{q}\left(k^{2}\right)=k_{q}[x, y]=k\langle x, y \mid y x=q x y\rangle
$$

This is also the crossed product algebra $A \otimes_{\tau} B$ where $A=k[x], B=k[y]$, and

$$
\begin{aligned}
\tau=\tau_{q}: B \otimes A & \rightarrow A \otimes B \\
\tau_{q}\left(y^{i} \otimes x^{j}\right) & =q^{i j} x^{j} \otimes y^{i}
\end{aligned}
$$

If $q$ is not a root of unity, then it is known BG02, Example II.1.2] that the only maximal ideals of finite codimenision in $\mathcal{O}_{q}\left(k^{2}\right)$ are of the form $(x, y-\lambda)$ or $(x-\lambda, y)$ for $\lambda \in k$. Using a strategy similar to that of Example 3.13, one can verify in this case that $k_{q}[x, y]=A \otimes_{\tau} B$ is not homeomorphic to $A \otimes!B$, so that $\tau_{q}$ is not continuous.

Suppose from now on that $q$ is a primitive $n$th root of unity, so that $n$ does not divide the characteristic of $k$. Letting $\sigma$ denote the $k$-algebra automorphism of $k[x]$ given by $\sigma(x)=q x$, then $\mathcal{O}_{q}\left(k^{2}\right) \cong k[x][y ; \sigma]$ satisfies the hypotheses of Corollary 4.3. and it follows (as in the proof of that result) that the twisting map $\tau$ above is continuous. In this case $\tau^{\circ}: A^{\circ} \otimes B^{\circ} \rightarrow B^{\circ} \otimes A^{\circ}$ is a cotwisting map for the dual coalgebras of $A$ and $B$. By Theorem 3.14 the dual coalgebra of the quantum plane is the crossed product coalgebra

$$
\mathcal{O}_{q}\left(k^{2}\right)^{\circ}=\left(A \otimes_{\tau} B\right)^{\circ} \cong A^{\circ} \otimes^{\tau_{q}^{\circ}} B^{\circ} .
$$

The commutative algebra $A \cong B$ is the coordinate ring of the affine line over $k$. By Rey23, Proposition 2.13] we have $A^{\circ} \cong B^{\circ} \cong \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right)$, a coalgebra of distributions that was described geometrically in Rey23, Example 2.20]. Under this isomorphism, the cotwisting map $\tau_{q}^{\circ}$ corresponds to a cotwisting map $\phi_{q}: \operatorname{Dist}\left(\mathbb{A}_{K}^{1}\right) \otimes$
$\operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right) \rightarrow \operatorname{Dist}\left(\mathbb{A}_{K}^{1}\right) \otimes \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right)$. Thus we in fact have

$$
\begin{equation*}
\mathcal{O}_{q}\left(k^{2}\right)^{\circ} \cong \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right) \otimes^{\phi_{q}} \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right) \tag{3.19}
\end{equation*}
$$

Note that the underlying vector space is independent of $q$, while the cotwisting map $\phi_{q}$ varies with the root of unity $q$.

Thus as the algebras $\mathcal{O}_{q}\left(k^{2}\right)$ are deformed throughout the family, their spectral coalgebras have identical underlying vector spaces and counits, but their comultiplications vary with the choice of parameter $q$. We interpret this by saying that the linear span of their quantum states remains unchanged, but that the quantum diagonal structure varies with $q$ and causes the underlying quantum set to deform. This picture fits quite intuitively within the framework of quantum groups and $q$ deformations BG02, Chapter I.1]. Of course, when $q=1$ then $\tau^{\circ}=\sigma_{B, A}^{\circ}$ is simply a tensor swap, and the resulting coalgebra $\operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right) \otimes \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right) \cong \operatorname{Dist}\left(\mathbb{A}_{k}^{2}\right)$ consists of distributions on the plane, recovering the affine plane as the limit of the quantum planes as $q \rightarrow 1$.

Next we will describe the cotwisting map $\tau_{q}^{\circ}$ as a deformation away from the classical case $q=1$ where $\tau_{1}=\sigma_{B, A}: B \otimes A \rightarrow A \otimes B$. This is facilitated by invoking the $\mathbb{Z} / n \mathbb{Z}$-grading on the polynomial algebra induced from its natural $\mathbb{N}$-grading via the monoid homomorphism $\mathbb{N} \hookrightarrow \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}$ as follows:

$$
k[t]=k\left[t^{n}\right] \oplus k\left[t^{n}\right] t \oplus \cdots \oplus k\left[t^{n}\right] t^{n-1} .
$$

The twisting map acts in a predictable way relative to the $\mathbb{Z} / n \mathbb{Z}$-gradings on $A$ and $B$ : given homogeneous elements $f_{i} \in k\left[x^{n}\right] x^{i}$ and $g_{j} \in k\left[y^{n}\right] y^{j}$, it is straightforward to compute that

$$
\tau\left(g_{j} \otimes f_{i}\right)=q^{i j} f_{i} \otimes g_{j}
$$

In the computation below we make use of the $q$-number associated to an integer $m \geq 0$, given by $[m]_{q}=1+q+\cdots+q^{m-1}$. So $[m]_{1}=m$, and if $q \neq 1$ then $[m]_{q}=$ $\left(1-q^{m}\right) /(1-q)$. Then for $f \in A$ and $g \in B$ with $\mathbb{Z} / n \mathbb{Z}$-graded decompositions $f=\sum f_{i} \in k[x]$ and $g=\sum g_{j} \in k[y]$, we have

$$
\begin{aligned}
\tau(g \otimes f) & =\sum_{i, j=0}^{n-1} \tau\left(g_{j} \otimes f_{i}\right) \\
& =\sum_{i, j=0}^{n-1} q^{i j} f_{i} \otimes g_{j} \\
& =f \otimes g-\sum_{i, j=1}^{n-1}\left(1-q^{i j}\right) f_{i} \otimes g_{j} \\
& =f \otimes g-(1-q) \sum_{i, j=1}^{n-1}[i j]_{q} f_{i} \otimes g_{j}
\end{aligned}
$$

Thus for $\sigma=\sigma_{B, A}$ we have

$$
\tau_{q}=\sigma-(1-q) \xi_{q}
$$

where we define the $q$-twist $\xi_{q}: k[y] \otimes k[x] \rightarrow k[x] \otimes k[y]$ by the formula

$$
\xi_{q}(g \otimes f)=\sum_{i, j=1}^{n-1}[i j]_{q} f_{i} \otimes g_{j}
$$

(Note that $\xi_{1}=0$ since the sum is empty.) Because $\tau_{q}$ and $\sigma$ are both continuous, the same must be true for $\xi_{q}$. Then passing to the continuous dual, we have

$$
\tau_{q}^{\circ}=\sigma^{\circ}-(1-q) \xi_{q}^{\circ}
$$

This explicitly represents the (co)twisting maps as deformations away from the classical case as $q$ varies.

## 4. Applications of crossed product duality

In this final section, we specialize Theorem 3.14 to a few situations of particular interest. This includes skew polynomial rings, smash products with Hopf algebras, and crossed product bialgebras.

In order to apply Theorem 3.14 in any particular situation, we must know that the twisting map $\tau: B \otimes A \rightarrow A \otimes B$ is continuous. This raises the important question of how to recognize when a given twisting map is continuous. Our next goal will be to provide a sufficient condition for continuity of $\tau$ in Theorem 4.2 below, amounting to the existence of large subalgebras of $A$ and $B$ that respectively centralize $B$ and $A$.

We will say that an extension of rings $R_{0} \subseteq R$ is finite if $R$ is finitely generated as both a left $R_{0}$-module and a right $R_{0}$-module.

Lemma 4.1. Suppose that $A_{0} \subseteq A$ is a finite extension of $k$-algebras. Then an ideal $I \unlhd A$ satisfies $I \in \mathcal{F}(A)$ if and only if there exists an ideal $I_{0} \in \mathcal{F}\left(A_{0}\right)$ such that $I_{0} \subseteq I$.

Proof. If $I \in \mathcal{F}(A)$ then we may set $I_{0}=A \cap A_{0}$. The embedding $A_{0} / I_{0}=$ $A_{0} /\left(A_{0} \cap I\right) \hookrightarrow A / I$ ensures that $I_{0} \in \mathcal{F}(A)$.

To establish the converse, note that if $I_{0} \in \mathcal{F}(A)$ with $I_{0} \subseteq I$, then the ideal $I^{\prime}=A I_{0} A$ obtained by extending $I_{0}$ to $A$ satisfies $I^{\prime} \subseteq I$, and if $I^{\prime}$ has finite codimension then the same is true for $I$. Replacing $I$ with $I^{\prime}$, we may thus reduce to the case where $I=A I_{0} A$ for some $I_{0} \in \mathcal{F}\left(A_{0}\right)$. Because $A$ is finite over $A_{0}$, we may fix $x_{1}, \ldots x_{m}, y_{1}, \ldots, y_{n} \in A$ with $A=\sum x_{i} A_{0}=\sum A_{0} y_{j}$. Then

$$
\begin{aligned}
A / I & =A /\left(A I_{0} A\right) \\
& \cong A \otimes_{A_{0}}\left(A_{0} / I_{0}\right) \otimes_{A_{0}} A \\
& =\sum_{i, j} x_{i} \otimes_{A_{0}}\left(A_{0} / I_{0}\right) \otimes_{A_{0}} y_{j}
\end{aligned}
$$

Since $A_{0} / I_{0}$ is finite-dimensional, we see that the same will be true for $A / I$. So $I \in \mathcal{F}(A)$ as desired.

Theorem 4.2. Let $\tau: B \otimes A \rightarrow A \otimes B$ be a twisting map. Suppose that there exist subalgebras $A_{0} \subseteq A$ and $B_{0} \subseteq B$ satisfying the following properties:

- The extensions $A_{0} \subseteq A$ and $B_{0} \subseteq B$ are both finite.
- The restriction of $\tau$ to each of the subspaces $B \otimes A_{0}$ and $B_{0} \otimes A$ agrees with corresponding restriction of the tensor swap $\sigma_{B, A}: B \otimes A \rightarrow A \otimes B$.
Then $\tau$ is continuous, so that $\left(A \otimes_{\tau} B\right)^{\circ} \cong A^{\circ} \otimes^{\tau^{\circ}} B^{\circ}$.
Proof. It is enough to verify that $\tau$ satisfies the condition of Proposition 3.12 (iii). By Lemma 4.1, the family $\left\{I_{\alpha}\right\} \subseteq \mathcal{F}(A)$ of ideals in $A$ that are of the form $I_{\alpha}=$ $A I_{0} A$ for some $I_{0} \in \mathcal{F}\left(A_{0}\right)$ is a neighborhood basis of zero in $A$. We claim that
every such ideal $I_{\alpha}=A I_{0} A$ satisfies $\tau\left(B \otimes I_{\alpha}\right) \subseteq I_{\alpha} \otimes B$. First note that the multiplicative property 3.5 of $\tau$ yields

$$
\begin{aligned}
\tau\left(B \otimes A I_{0}\right) & =\tau \circ\left(\operatorname{id}_{B} \otimes m_{A}\right)\left(B \otimes A \otimes I_{0}\right) \\
& =\left(m_{A} \otimes \operatorname{id}_{B}\right) \circ\left(\operatorname{id}_{A} \otimes \tau\right) \circ\left(\tau \otimes \mathrm{id}_{A}\right)\left(B \otimes A \otimes I_{0}\right) \\
& =\left(m_{A} \otimes \operatorname{id}_{B}\right) \circ\left(\operatorname{id}_{A} \otimes \tau\right)\left(\tau(B \otimes A) \otimes I_{0}\right) \\
& \subseteq\left(m_{A} \otimes \operatorname{id}_{B}\right) \circ\left(\operatorname{id}_{A} \otimes \tau\right)\left(A \otimes B \otimes I_{0}\right) \\
& =\left(m_{A} \otimes \operatorname{id}_{B}\right)\left(A \otimes \tau\left(B \otimes I_{0}\right)\right) \\
& =\left(m_{A} \otimes \operatorname{id}_{B}\right)\left(A \otimes I_{0} \otimes B\right) \\
& =A I_{0} \otimes B
\end{aligned}
$$

It then follows from another application of (3.5) again that

$$
\begin{aligned}
\tau\left(B \otimes I_{\alpha}\right) & =\tau\left(B \otimes\left(A I_{0}\right) A\right) \\
& =\tau \circ\left(\mathrm{id}_{B} \otimes m_{A}\right)\left(B \otimes A I_{0} \otimes A\right) \\
& =\left(m_{A} \otimes \operatorname{id}_{B}\right) \circ\left(\mathrm{id}_{A} \otimes \tau\right) \circ\left(\tau \otimes \mathrm{id}_{A}\right)\left(B \otimes A I_{0} \otimes A\right) \\
& =\left(m_{A} \otimes \mathrm{id}_{B}\right) \circ\left(\mathrm{id}_{A} \otimes \tau\right)\left(\tau\left(B \otimes A I_{0}\right) \otimes A\right) \\
& \subseteq\left(m_{A} \otimes \mathrm{id}_{B}\right) \circ\left(\mathrm{id}_{A} \otimes \tau\right)\left(A I_{0} \otimes B \otimes A\right) \\
& =\left(m_{A} \otimes \mathrm{id}_{B}\right)\left(A I_{0} \otimes \tau(B \otimes A)\right) \\
& \subseteq\left(m_{A} \otimes \operatorname{id}_{B}\right)\left(A I_{0} \otimes A \otimes B\right) \\
& =A I_{0} A \otimes B=I_{\alpha} \otimes B
\end{aligned}
$$

as desired.
We may similarly define a neighborhood basis of zero $\left\{J_{\beta}\right\} \subseteq \mathcal{F}(B)$ consisting of those ideals of the form $J_{\beta}=B J_{0} B$ for some $J_{0} \in \mathcal{F}\left(B_{0}\right)$. A symmetric argument will verify that these ideals satisfy $\tau\left(J_{\beta} \otimes A\right) \subseteq A \otimes J_{\beta}$. We now conclude from Proposition 3.12 that $\tau$ is continuous, and the isomorphism of dual coalgebras follows from Theorem 3.14.

Ore extensions are one of the most common methods of constructing noncommutative algebras. The above criterion applies nicely in the case of an Ore extension by a finite order automorphism. Interpreted geometrically, it verifies the intuition that a skew polynomial ring is like a ring of functions on a "twisted product" of the affine line and the noncommutative space corresponding to $A$.
Corollary 4.3. Let $A$ be an algebra with an automorphism $\theta$ of finite order $d$. Assume that $A$ is finite over the fixed subring $A^{\theta}$. Then the finite dual of the Ore extension $A[t ; \theta]$ is isomorphic to a crossed product coalgebra

$$
A[t ; \theta]^{\circ} \cong A^{\circ} \otimes^{\phi} \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right)
$$

for a suitable cotwisting map $\phi$.
Proof. Note that the Ore extension is a crossed product algebra $A[t ; \theta]=A \otimes_{\tau} k[t]$ defined by

$$
\begin{aligned}
& \tau: k[t] \otimes A \rightarrow A \otimes k[t], \\
& t^{i} \otimes a \mapsto \theta^{i}(a) \otimes t^{i} .
\end{aligned}
$$

We will show that $\tau$ satisfies the condition of Theorem4.2. Let $A_{0}=A^{\theta} \subseteq A$ denote the $\theta$-invariant subalgebra of $A$. Furthermore, since $A_{0}$ centralizes $t \in B$ within
the Ore extension $A[t ; \theta]$, it follows that the restriction of $\tau$ to $B \otimes A_{0}$ coincides with $\sigma_{B, A_{0}}$. Next let $B_{0}=k\left[t^{d}\right] \subseteq k[t]$. Certainly $B$ is generated as a (left or right) $B_{0}$-module by the finite set $\left\{1, t, \ldots, t^{d-1}\right\}$. Since $t^{d}$ centralizes $A$ in $A[t ; \theta]$, it follows that the restriction of $\tau$ to $B_{0} \otimes A$ coincides with $\sigma_{B_{0}, A}$.

It now follows from Theorem 4.2 that $\tau$ is continuous. So Theorem 3.14 yields the isomorphism

$$
A[t ; \theta]^{\circ}=\left(A \otimes_{\tau} B\right)^{\circ} \cong A^{\circ} \otimes^{\tau^{\circ}} B^{\circ}
$$

The conclusion now follows from the fact that $B^{\circ}=k[t]^{\circ} \cong \operatorname{Dist}\left(\mathbb{A}_{k}^{1}\right)$ as in 3.18, where $\phi$ corresponds to $\tau^{\circ}$ under this isomorphism.

We now turn our attention to smash product algebras. Suppose $H$ a Hopf algebra and $A$ is a left $H$-module algebra. The smash product is a particular case of a twisted tensor product

$$
A \# H=A \#_{\tau} H
$$

where the linear map $\tau: H \otimes A \rightarrow A \otimes H$ is given in Sweedler notation by

$$
\begin{equation*}
\tau(h \otimes a)=\sum h_{(1)}(a) \otimes h_{(2)} . \tag{4.4}
\end{equation*}
$$

It is well known Mon93, Chapter 4] that this endows $A \# H$ with the structure of an algebra, so that $\tau$ is a twisting map. If we write the $H$-module product as $\lambda: H \otimes A \rightarrow A$, then the twisting map can be written as the composite

$$
\tau: H \otimes A \xrightarrow{\Delta \otimes \operatorname{id}_{A}} H \otimes H \otimes A \xrightarrow{\operatorname{id}_{H} \otimes \sigma} H \otimes A \otimes H \xrightarrow{\lambda \otimes \operatorname{id}_{H}} A \otimes H
$$

Note that if $\lambda: H \otimes!A \rightarrow A$ is continuous with respect to the finite topologies, then the composite map $\tau$ above is continuous. Indeed, the comultiplication $\Delta$ is an algebra homomorphism and thus is continuous, and it follows then that the maps in the above will all be continuous with respect to the finite topologies and topological tensor product. Thus if the module action $\lambda$ is continuous, we have an isomorphism of coalgebras

$$
(A \# H)^{\circ} \cong A^{\circ} \otimes^{\tau^{\circ}} H^{\circ}
$$

A general description of the finite dual of a smash product (without restriction on $\lambda$ ) is given in Rad12, Proposition 11.4.2], which requires a more complicated subcoalgebra $A \circ \subseteq A^{\circ}$ to achieve a similar decomposition. The isomorphism above shows that such technicalities can be avoided if $\lambda$ is sufficiently well-behaved.

In practice, one might wish for more straightforward conditions on the $H$-action that can be verified instead of topological continuity. The next result provides more familiar algebraic properties of the action that are sufficient. Recall Mon93, Definition 1.7.1] that the subalgebra of invariants of $H$ is

$$
A^{H}=\{a \in A \mid h \cdot a=\varepsilon(h) a \text { for all } h \in H\}
$$

For instance, if $H=k G$ is a group algebra, so that $G$ acts by automorphisms on $A$, then $A^{H}=A^{G}$ is the usual subalgebra of $G$-invariants.

Theorem 4.5. Let $H$ be a Hopf algebra and let $A$ be a left $H$-module algebra. Suppose that the following hold:
(1) $A$ is finite over the subalgebra $A^{H}$ of $H$-invariants;
(2) the action of $H$ on $A$ factors through a finite-dimensional Hopf algebra.

Then the twisting map $\tau$ of (4.4) is continuous and there is an isomorphism of coalgebras $(A \# H)^{\circ} \cong A^{\circ} \otimes \tau^{\circ} H^{\circ}$.

Proof. It follows by the construction of $H$-invariants that the restriction of the twisting map 4.4 to the subspace $H \otimes A^{H}$ agrees with $\sigma_{H, A^{H}}$, the "tensor swap" map: for $h \in H$ and $a \in A^{H}$,

$$
\begin{aligned}
\tau(h \otimes a) & =\sum h_{(1)}(a) \otimes h_{(2)} \\
& =\sum \epsilon\left(h_{(1)}\right) a \otimes h_{(2)} \\
& =a \otimes\left(\sum \epsilon\left(h_{1}\right) h_{(2)}\right) \\
& =a \otimes h
\end{aligned}
$$

Now let $K$ be a finite-dimensional Hopf algebra through which the action of $H$ on $A$ factors; more precisely, there is a Hopf algebra surjection $\pi: H \rightarrow K$ and a $K$-module algebra action $\bar{\lambda}: K \otimes A \rightarrow A$ so that the action $\lambda$ of $H$ factors as

$$
\lambda: H \otimes A \xrightarrow{\pi \otimes \operatorname{id}_{A}} K \otimes A \xrightarrow{\bar{\lambda}} A .
$$

The surjection $\pi$ makes $H$ into a left $K$-comodule via the coaction

$$
H \xrightarrow{\Delta} H \otimes H \xrightarrow{\pi \otimes \mathrm{id}_{H}} K \otimes H
$$

which we denote by $\alpha$. This data relates to the twisting map of $A \# H$ through the following commuting diagram, where the composite across the top row is equal to $\tau$ and the vertical arrows are induced by $\pi$ :


Denote the subalgebra of $K$-coinvariants Mon93, Definition 1.7.1] in $H$ by

$$
H_{0}=\left\{h \in H \mid \alpha(h)=1_{K} \otimes h\right\}
$$

Then for any $h \in H_{0}$ and $a \in A$, an examination of the commuting diagram above reveals that

$$
\tau(h \otimes a)=1_{K}(a) \otimes h=a \otimes h
$$

so that the restriction of $\tau$ to $H_{0} \otimes A$ is equal to $\sigma_{H_{0}, A}$. Furthermore, $K$ being finite-dimensional implies Mon93, Theorem 8.2.4] that $H$ is a $K$-Galois extension of $H_{0}$, from which we can conclude KT81, Theorem 1.7 and Corollary 1.8] that $H$ is finitely generated (and projective) as both a left and right module over $H_{0}$.

Thus we have produced subalgebras $A_{0} \subseteq A$ and $H_{0} \subseteq H$ satisfying the hypotheses of Theorem 4.2, from which the desired conclusions follow.

Historically speaking, the finite dual has mainly been of interest in the the study of Hopf algebras and bialgebras, as mentioned in Section 1. Thus as a final application of these methods we provide sufficient conditions for the dual of a crossed product bialgebra algebra to be the crossed product of the duals in Corollary 4.7 below; we thank Hongdi Huang for an insightful question that inspired the result.

Remark 4.6. It is a well-known fact Mon93. Theorem 9.1.3] that the finite dual of a bialgebra (resp., Hopf algebra) again has the structure of a bialgebra (resp., Hopf algebra). This can be interpreted in terms of topological duality as follows. Let $H$ be a bialgebra with multiplication $m: H \otimes H \rightarrow H$ and comultiplication $\Delta: H \rightarrow H \otimes H$. We already know from Theorem 2.9 that the continuous dual of
$m$ yields the comultiplication of $H^{\circ}$. Because $H$ is a bialgebra, the comultiplication is an algebra homomorphism and therefore is continuous as a map $\Delta: H \rightarrow H \otimes$ ! $H$ where $H$ is endowed with the cofinite topology. The strong monoidal functor $(-)^{\circ}: \mathrm{CF}_{k}^{\mathrm{op}} \rightarrow \mathrm{Top}_{k}$ sends comonoids to monoids, so the continuous dual of the comultiplication

$$
\Delta^{\circ}: H^{\circ} \otimes H^{\circ} \cong\left(H \otimes^{!} H\right)^{\circ} \rightarrow H^{\circ}
$$

is a multiplication. Similarly, the unit and counit of $H$ have continuous duals that provide (co)units for the dual (co)multiplication structures. In this way $H^{\circ}$ becomes both a coalgebra and an algebra. Because the bialgebra axioms are selfdual (see the diagrams in the proof of [Swe69, Proposition 3.1.1]), they pass by continuous duality to $\Delta^{\circ}$ and $m^{\circ}$ in in order to show that $H^{\circ}$ becomes a bialgebra under these structures. (If $H$ is a Hopf algebra, then its antipode considered as a $\operatorname{map} H \rightarrow H^{\mathrm{op}}$ is an algebra homomorphism and thus is continuous. So $S: H \rightarrow H$ is also continuous, allowing us to define $S^{\circ}: H^{\circ} \rightarrow H^{\circ}$. Again by self-duality of the axioms, this will be an antipode for $H^{\circ}$, making it into a Hopf algebra.)

Corollary 4.7. Let $A$ and $B$ be bialgebras, and suppose that $H=A \otimes_{\tau}^{\phi} B$ is a crossed product bialgebra. If the twisting and cotwisting maps are continuous

$$
\begin{aligned}
& \tau: B \otimes!A \rightarrow A \otimes!B \\
& \phi: A \otimes!B \rightarrow B \otimes!A
\end{aligned}
$$

where both algebras are equipped with their cofinite topologies, then there is an isomorphism of bialgebras

$$
H^{\circ} \cong A^{\circ} \otimes_{\phi^{\circ}}^{\tau^{\circ}} B^{\circ}
$$

Proof. As in Remark 4.6 above, $H^{\circ}$ is a bialgebra with multiplication $\Delta^{\circ}$ and comultiplication $m^{\circ}$. We know from Theorem 3.14 that as a coalgebra we have $H^{\circ} \cong A^{\circ} \otimes \tau^{\circ} B^{\circ}$. Also, because the comultiplication is given by

$$
\Delta_{H}=\left(\mathrm{id}_{A} \otimes \phi \otimes \mathrm{id}_{B}\right) \circ\left(\Delta_{A} \otimes \Delta_{B}\right)
$$

we are similarly able to apply Theorem 2.1 to show that $\Delta_{H^{\circ}}$ coincides with the multiplication $m_{\phi^{\circ}}$ of $A^{\circ} \otimes_{\phi^{\circ}} B^{\circ}$. Indeed, with suitable harmless identifications as in the proof of Theorem 3.14 , we have

$$
\begin{aligned}
m_{H^{\circ}} & =\left(\Delta_{H}\right)^{\circ} \\
& =\left(\left(\operatorname{id}_{A} \otimes \phi \otimes \mathrm{id}_{B}\right) \circ\left(\Delta_{A} \otimes \Delta_{B}\right)\right)^{\circ} \\
& =\left(\Delta_{A} \otimes \Delta_{B}\right)^{\circ} \circ\left(\mathrm{id}_{A} \otimes \phi \otimes \mathrm{id}_{B}\right)^{\circ} \\
& =\left(\Delta_{A}^{\circ} \otimes \Delta_{B}^{\circ}\right) \circ\left(\mathrm{id}_{A}^{\circ} \otimes \phi^{\circ} \otimes \mathrm{id}_{B}^{\circ}\right) \\
& =\left(m_{A^{\circ}} \otimes m_{B^{\circ}}\right) \circ\left(\operatorname{id}_{A^{\circ}} \otimes \phi^{\circ} \otimes \operatorname{id}_{B^{\circ}}\right) \\
& =m_{\phi^{\circ}} .
\end{aligned}
$$

It now follows that $H^{\circ} \cong A^{\circ} \otimes_{\phi^{\circ}}^{\tau^{\circ}} B^{\circ}$ is a crossed product bialgebra.
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