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Abstract

Reaction-diffusion models describing interactions between vegetation and water reveal the emergence of sev-
eral types of patterns and travelling wave solutions corresponding to structures observed in real-life. Increasing
their accuracy by also considering the ecological factor known as autotoxicity has lead to more involved models
supporting the existence of complex dynamic patterns. In this work, we include an additional carrying capacity
for the biomass in a Klausmeier-type vegetation-water-autotoxicity model, which induces the presence of two
asymptotically small parameters: ε, representing the usual scale separation in vegetation-water models, and δ,
directly linked to autotoxicity. We construct three separate types of homoclinic travelling pulse solutions based
on two different scaling regimes involving ε and δ, with and without a so-called superslow plateau. The relative
ordering of the small parameters significantly influences the phase space geometry underlying the construction
of the pulse solutions. We complement the analysis by numerical continuation of the constructed pulse solutions,
and demonstrate their existence (and stability) by direct numerical simulation of the full PDE model.

Keywords: pattern formation, travelling pulses, reaction-diffusion-ODE systems, geometric singular per-
turbation theory, three timescales, autotoxicity.

1 Introduction

In the last few decades, extensive ecological and mathematical investigations have been devoted to the improve-
ment of our understanding of vegetation dynamics because of its key role as ecological indicator: the well-being
– and the resilience – of an ecosystem can typically be measured by investigating the spatial structures (or pat-
terns) vegetation forms in order to enhance its survival probability in a certain environment [4, 3, 17, 38, 47, 52].
These structures may appear both in the form of stable (“Turing”) and dynamic (travelling) patterns [15, 26, 27].
Transient patterns, in particular, play a crucial role in a wide range of important ecological aspects, including
biodiversity [34]. The optimization process behind the emergence of vegetation patterns is mainly based on plant-
soil interactions (often known as feedbacks), particularly in terms of nutrients and attacks by external factors
[19, 20, 21, 41, 51, 61]. These feedbacks are scale-dependent, as they mainly act as short-range activation and
long-range inhibition [54].
Nutrients are mainly linked to water, as this is the principal source of growth for vegetation. Therefore, the basic
modelling framework used to analytically investigate vegetation patterns is based on partial differential equations
(PDEs) of reaction-diffusion type describing the interactions between biomass and water densities [31, 32, 39].
In some cases, water is split into soil and surface components in order to more accurately capture plant-water
feedback in arid environments [28, 29, 33, 53]. Additional approaches shift from a parabolic to a hyperbolic
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framework with the aim to include realistic inertial effects in the water diffusion process [13, 14].
From a mathematical viewpoint, patterns typically arise from a destabilization of a uniform steady-state via hetero-
geneous perturbations, also known as Turing instability. Linear and nonlinear stability analyses allow to determine
the parameter ranges supporting this type of instability together with many other rich, complex dynamics including
Hopf dances and homoclinic snaking [3, 16, 23, 37, 58]. Moreover, the scale-dependent feedbacks between the
variables naturally induce multiple scales in the system: this allows for the application of Geometric Singular Per-
turbation Theory (GSPT), which has proved to be a valuable method to investigate emerging far-from-equilibrium
patterns in several models (of Klausmeier-Gray-Scott type) [24, 25, 57].
Among the external factors negatively affecting vegetation dynamics (including e.g. soil-borne pathogens [5], an-
imal grazing [49], and human activity [30]), a prominent role is played by the so-called autotoxicity, which is
strongly related to the presence of extracellular DNA produced by plants during decomposition [7, 45, 46]. This
mechanism has proved to have a strong impact on several relevant ecological phenomena, including species co-
existence and biodiversity [6, 44]. Moreover, coupling reaction-diffusion models describing biomass (and water)
dynamics to an additional equation for autotoxicity (in some cases only implicitly depending on space, leading
to a so-called reaction-diffusion-ODE system) reveals how this factor influences plants’ spatial organisation in a
wide variety of cases, including e.g. clonal rings [8, 10], fairy rings [55], and vegetation patterns [42, 43].
In [43], in particular, the combination of biomass, water, and autotoxicity dynamics in a reaction-diffusion-ODE
model leads to novel, ecologically relevant features in the emerging patterns which are not present in classical
biomass-water models of Klausmeier type. For instance, in parameter regimes with low precipitation rate and
strong autotoxicity, spot and stripe patterns – which are stable in the absence of autotoxicity – become dynamic
and nonsymmetric. As numerical simulations reveal that these patterns exhibit a multi-scale structure, in [35] a
detailed investigation has been performed in order to rigorously construct travelling wave solutions using GSPT.
The starting point hence consisted in the following nondimensionalization of the original reaction-diffusion-ODE
system presented in [43]

∂U
∂t

= ∆U +A (1 − U) − UV2, (1.1a)

∂V
∂t

= ε2∆V + UV2 − BV −HVS , (1.1b)

D
∂S
∂t

= −S + BV +HVS , (1.1c)

with positive parameters A,B,D,H and 0 < ε � 1 (see [35] for further details). An application of the ap-
proach from e.g. [25, 57] allowed to establish the existence of stationary and travelling pulse solutions in (1.1) on
a one-dimensional unbounded spatial domain, since it suffices in capturing the main features of the phenomena
we aimed to investigate. Through an extensive scaling analysis, it was possible to construct both stationary and
travelling pulses; the latter ones, however, did not match those observed in numerical simulations, as the region in
parameter space where these travelling pulses are consistently observed is not contained in the asymptotic scaling
of the model parameters assumed in the analysis in [35]. In other words, unlike the traveling pulses observed in
the simulations of [35], the ecological relevance of the traveling pulses constructed in that same paper is expected
to be limited.
The biomass-water-autotoxicity model analysed in [35, 43] is based on the assumption that vegetation growth in
drylands is always water limited. Incorporating an explicit logistic growth term in the equation describing ve-
getation dynamics, however, is an important extension both from the ecological and the mathematical viewpoint:
assuming a carrying capacity to describe the total concentration of vegetation that can be supported at a certain
location, in fact, increases the model’s accuracy while facilitating the analysis [1, 12]. Furthermore, this assump-
tion can be ecologically interpreted as a growth limitation due to the interaction with other factors and/or species,
e.g. fungi [55]. Finally, as we aim to construct far-from-equilibrium patterns, we explicitly incorporate situations
where the model components (in particular V) attain relatively high values, which might reasonably be in the range
of carrying capacity. Inspired by [1], we hence here modify the autotoxicity system (1.1) by introducing a logistic
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term in the biomass equation as follows

∂U
∂t

= ∆U +A (1 − U) − UV2, (1.2a)

∂V
∂t

= ε2∆V + UV2(1 − kV) − BV −HVS , (1.2b)

D
∂S
∂t

= −S + BV +HVS , (1.2c)

where the parameters A,B,D,H and 0 < ε � 1 coincide with the ones introduced above and the additional
parameter k represents the inverse of the carrying capacity. We assume here that all model parameters are O(1),
with the exception ofD in order to extend the parameter space considered in the analysis based on numerical ob-
servations. Our goal is to construct travelling wave solutions that may be expected to have ecological relevance, in
the sense that our analytically constructed travelling waves correspond – also at a quantitative level – to travelling
pulses that can be observed in numerical simulations of model (1.2) (and thus can likely be stable). To this aim,
we introduce the co-moving inertial frame z = x − Ct, which brings System (1.2) into the following form

Uzz + CUz − UV2 +A(1 − U) = 0, (1.3a)

ε2Vzz + CVz + UV2(1 − kV) − BV −HVS = 0, (1.3b)

CDS z − S + BV +HVS = 0. (1.3c)

Scaling C = εc allows us to formulate the slow system

uz = p, (1.4a)

pz = uv2 −A (1 − u) − εcp, (1.4b)

εvz = q, (1.4c)

εqz = Bv − uv2(1 − kv) +Hvs − cq, (1.4d)

εsz = δ
[
−Bv −Hvs + s

]
, (1.4e)

where
δ :=

1
cD

. (1.5)

The associated fast system is obtained by a reformulation of (1.4) in terms of the fast coordinate ζ = z/ε, corres-
ponding to

uζ = εp, (1.6a)

pζ = ε
[
uv2 −A (1 − u) − εcp

]
, (1.6b)

vζ = q, (1.6c)

qζ = Bv − uv2(1 − kv) +Hvs − cq, (1.6d)

sζ = δ
[
−Bv −Hvs + s

]
. (1.6e)

The asymptotic magnitude of δ determines the scaling hierarchy of (1.4)/(1.6). We identify five possible scaling
regimes:

(i) 0 < ε � δ � 1

(ii) 0 < δ � ε � 1

(iii) 0 < ε � 1 � δ

(iv) 0 < ε ∼ δ � 1

(v) 0 < ε � δ ∼ 1
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Regime (iii) has been studied in [35] in the absence of carrying capacity (1.1); the analysis for k , 0 (cf. (1.2))
would be similar. We expect that regime (v) poses an analytical challenge due to the fact that the reduced fast
system would be fully three-dimensional; see also [35, Section 4.2.3]. For regime (iv), we would obtain a fully
three-dimensional slow system; however, as u and s are not directly coupled, this does not a priori prohibit an
analytical approach. Nevertheless, as case (iv) can be seen as a transition between cases (i) and (ii), we choose
to focus on these two distinguished limits, and refer to Remark 4.1 for more comments on the transitionary case
(iv). An additional motivation to focus on these two cases in particular is linked to the importance of double
limits in differential equations, due to their emergence in a wide range of application areas and to the complex and
interesting behaviours they induce [40].
Direct simulations of System (1.2) in parameter regimes which correspond to cases (i) and (ii) confirm the ex-
istence of stable travelling wave solutions. These emerging patterns, which we here rigorously construct using
GSPT, exhibit novel features, including the presence of a so-called superslow plateau. In case (i), in particular, we
encounter both solutions without and with the superslow plateau (see Figure 1), whereas in case (ii) all solutions
present such plateau (see Figure 2).
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Figure 1: Different patterned solutions of System (1.2) studied in this paper in case (i). Presented figures show
cross-sections of the variables U(x) (blue), V(x) (orange), and S (x) (green) obtained from direct numerical simu-
lations on a 1D domain of length L up to time T (a) without and (b) with superslow plateau. The parameter values
used in the simulations are A = 1.5, B = 0.2, H = 0.1, ε = 10−3, T = 5 · 104, and (a) D = 3160, k = 1.059,
L = 10; (b)D = 2277, k = 0.955, L = 20.
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Figure 2: Patterned solution of System (1.2) studied in this paper in case (ii). The presented figure shows cross-
sections of the variables U(x) (blue), V(x) (orange), and S (x) (green) obtained from direct numerical simulations
on a 1D domain of length L up to time T . The parameter values used in the simulations are A = 1.5, B = 0.2,
D = 37492,H = 0.1, ε = 0.01, k = 0.955, L = 60, and T = 5 · 104.

The goal of our analysis is to construct a homoclinic orbit in system (1.4), given that both ε and δ are asymptotically
small. Although system (1.4) has multiple equilibria, we restrict ourselves to orbits that are homoclinic to the
(trivial) ‘bare soil’ state (1, 0, 0, 0, 0). In both case (i) and (ii), the overall strategy is to construct a singular
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orbit by concatenating orbits in the three time scales, and subsequently prove that this singular orbit persists for
sufficiently small ε and δ. From a more general mathematical point of view, the presence of two independent
small parameters adds an extra ‘deeper’ layer to the geometric approach classically employed for the construction
of singular homoclinic (or heteroclinic) patterns (see [1, 12, 25] and the references therein) that is expected to
be relevant beyond the present specific setting. The construction of the three time scale singular orbits in case
(i) (both without and with superslow plateau) and case (ii) is worked out in analytical and geometrical detail in
Section 2 and 3, respectively. In Section 4 we present some numerical computations confirming the analytical
construction using both MATLAB based simulations and continuation with AUTO [22]. Finally, our results are
summarized and discussed in Section 5.

2 Case (i): intermediate s

Case (i) results in a three timescale system in which (u, p) evolve on a ‘superslow’ timescale, (v, q) evolve on a
fast timescale, and s evolves on an intermediate slow timescale, due to the hierarchy

0 < ε � δ :=
1

cD
� 1. (2.1)

In this regime, the system (1.4) therefore corresponds to the superslow system, while the fast system is that given
by (1.6). We introduce the intermediate slow coordinate y = δ

ε
z, where ε

δ
� 1, which results in the intermediate

system

δuy = εp, (2.2a)

δpy = ε
[
uv2 −A (1 − u) − εcp

]
, (2.2b)

δvy = q, (2.2c)

δqy = Bv − uv2(1 − kv) +Hvs − cq, (2.2d)

sy = −Bv −Hvs + s. (2.2e)

The upcoming analysis will show that in scaling regime (2.1), two distinct pulse solutions can be constructed, each
arising from a different geometric configuration of several persistent manifolds in phase space that structure the
flow, to wit pulses with or without superslow plateau.
Pulses without superslow plateau (see Section 2.4.1 and Theorem 2.3) have u ≈ 1 and p ≈ 0. The pulse is
constructed by directly concatenating the fast flow in (v, q) and the superslow flow in s (2.34), see also Figure 5.
The singular construction as outlined in Section 2.4.1 yields one matching condition for s, which determines the
amplitude of the s-peak.
The construction of pulses with superslow plateau is more elaborate, see Section 2.4.2 and Theorem 2.4. Here, the
singular pulse structure is a concatenation of fast (v, q), intermediate (u, p) and superslow s dynamics (2.45), see
also Figure 7. The singular construction yields two matching conditions, for both u and s, determining the height
of the s-plateau and the width of the v-plateau.
Although their construction does not a priori prohibit coexistence of both pulse types, detailed inspection of
existence conditions reveals that pulses with and without superslow plateau cannot coexist; see Remark 2.5.

2.1 Superslow dynamics

The superslow dynamics are those which occur on the z-timescale. We let ε → 0 in (1.4), which results in three
algebraic equations defining a two-dimensional critical manifold

C :=
{
q = 0,Bv − uv2(1 − kv) +Hvs = 0,−Bv −Hvs + s = 0

}
. (2.3)
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The manifold C has (up to) four branches Ci, i = 0, 1, 2, 3, defined by

C0 := {v = q = s = 0} , Ci :=
{

q = 0, v = vi(u), s =
Bvi(u)

1 −Hvi(u)

}
(2.4)

where vi(u), i = 1, 2, 3 are the (up to) three real roots of the cubic

Hkuv3 − (k +H)uv2 + uv − B = 0. (2.5)

We will examine the nature of the roots of this cubic in the following subsections. The reduced superslow dynamics
on the critical manifolds is given by

uz = p, (2.6a)

pz = uvi(u)2 −A (1 − u) (2.6b)

where v0(u) ≡ 0. The global bare soil equilibrium (1, 0, 0, 0, 0) lies on C0, where it coincides with the saddle-type
fixed point (u, p) = (1, 0) in (2.6). In order to construct singular homoclinic orbits to this fixed point, we next
examine the flow in the fast and intermediate slow timescales. To facilitate the upcoming analysis, we fix δ > 0
and take the limit ε ↓ 0 in (2.2) to obtain the so-called semi-reduced system

u = u0, (2.7a)

p = p0, (2.7b)

δvy = q, (2.7c)

δqy = Bv − uv2(1 − kv) +Hvs − cq, (2.7d)

sy = −Bv −Hvs + s. (2.7e)

The semi-reduced system will be studied for 0 < δ � 1 in the upcoming subsections.

2.2 Slow dynamics

The intermediate slow dynamics on the y-timescale are uncovered by taking δ → 0 in (2.7). The limiting system
yields the reduced dynamics

sy = −Bv −Hvs + s, (2.8)

and admits a one-dimensional critical manifold

E :=
{
u = u0, p = p0, q = 0,Bv − uv2(1 − kv) +Hvs = 0

}
. (2.9)

The manifold E admits three normally hyperbolic branches E0,E
±
1 defined by

E0 := {v = q = 0}, E±1 := {q = 0, v = v±(u0, s)} (2.10)

where

v±(u0, s) :=
1
2k

1 ±
√

1 −
4k(B +H s)

u0

 . (2.11)

The two branches E±1 meet along the nonhyperbolic fold defined by

F :=
{

u = u0, p = p0, q = 0, v =
1
2k
, s =

1
H

( u0

4k
− B

)}
; (2.12)

note that branch E−1 is normally hyperbolic if and only if c , 0 (see Section 2.3). The reduced flow on the branch
E0 is given by

sy = s, (2.13)
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while the reduced flow on the branches E±1 is given by

sy = −Bv±(u0, s) −Hv±(u0, s)s + s, (2.14)

cf. (2.8). The equilibria of the reduced flow correspond to the intersection of E with the superslow manifold C
(2.3) restricted to the hyperplane {u = u0, p = p0}. We now examine the nature of this intersection, and identify
several possible subcases.

The s-dynamics on branch E0 (2.13) admits a repelling equilibrium at s = 0. The equilibria of (2.14) on the other
branches E±1 are given by the roots of the cubic (2.5); their existence, position and nature depend on u0 and on the
values of the parameters B,H and k. We consider the intersection of the nullcline of (2.8) with the projection of
E±1 on the (v, s)-plane. Both curves can be written as graphs over v:

s =
1
H

(u0v(1 − kv) − B) , (2.15a)

s =
Bv

1 −Hv
. (2.15b)

The parabola (2.15a) opens downward, with a maximum at (v, s) =
(

1
2k ,

1
H

(
u0
4k − B

))
corresponding to the fold

F (2.12), which lies in the region v, s > 0 provided B < u0
4k . The hyperbola (2.15b) has a vertical asymptote at

v = 1
H
> 0 and horizontal asymptote at s = − B

H
< 0. Since the parabola (2.15a) opens downward and intersects

the s-axis at s = − B
H

, the graphs (2.15) always intersect in the region v > 1
H
, s < − B

H
, corresponding to a real root

of (2.5). Note that this equilibrium is not relevant for our analysis, as it always occurs in the region s < 0. There
may be, however, up to two additional intersections, or roots of (2.5) which may occur in the region v, s > 0.
These correspond to equilibria of (2.7) and are given by (v, q, s) = (vi(u0), 0, si(u0)), i = 1, 2, where

si(u0) =
Bvi(u0)

1 −Hvi(u0)
, (2.16)

and v1(u0) ≤ v2(u0). This pair of equilibria appears as the nullcline (2.15b) tangentially intersects (the projection
of) E−1 , in the region v < 1

2k . If this pair of equilibria exists, then either both lie on E−1 , in which case the lower
equilibrium (v1, 0, s1) is repelling and the upper equilibrium (v2, 0, s2) is attracting (within E−1 ), or (v1, 0, s1) lies on
E−1 , while (v2, 0, s2) has crossed through the fold F and lies on E+

1 ; in the latter case, both equilibria are repelling
as equilibria of the slow reduced flow on their respective branches E±1 (2.14), see also Figure 3. The equilibria lie
on separate branches of E±1 provided

H < 2k and
u0

4k
− B >

BH

2k −H
. (2.17)

2.3 Fast dynamics

The fast dynamics take place on the ζ-timescale. In the fast limit ε→ 0, δ→ 0 in (1.6), we obtain the planar layer
problem

u = u0, (2.18a)

p = p0, (2.18b)

vζ = q, (2.18c)

qζ = Bv − uv2(1 − kv) +Hvs − cq, (2.18d)

s = s0. (2.18e)

In the region s0 >
1
H

(
u0
4k − B

)
, this system admits a single saddle-type equilibrium at (v, q) = (0, 0), while for s0 <

1
H

(
u0
4k − B

)
, there are two additional equilibria (v, q) = (v±(u0, s0), 0) (2.11), where the equilibrium (v+(u0, s0), 0)
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Figure 3: The projection of the equilibria (vi, 0, si) on the (v, s)-plane in the caseH < 2k and u0
4k −B >

BH

2k−H (left),
u0
4k − B <

BH

2k−H (right). The reduced flow (2.14) on the branches E0 and E±1 is indicated in red.

is also of saddle type. We search for heteroclinic connections between the normally hyperbolic saddle branches
E0 and E+

1 (2.10) by constructing heteroclinic orbits in (2.18) between (0, 0) and (v+(u0, s0), 0); note that for s0 > 0
this implies

u0 > 4kB. (2.19)

By rewriting

vζ = q, (2.20a)

qζ = −cq + ku0v(v − v+(u0, s0))(v − v−(u0, s0)), (2.20b)

and searching for solutions which can be represented as a graph of q over v, in the region s0 <
1
H

(
u0
4k − B

)
, we

find two possible heteroclinic connections (see Figure 4)

φ†(ζ; u0, s0) :=
(
v†, q†

)
(ζ), (2.21a)

φ�(ζ; u0, s0) := (v�, q�) (ζ), (2.21b)

with v-profiles

v†(ζ) :=
v+(u0, s0)

2

(
1 + tanh

(
v+(u0, s0)

√
ku0

2
√

2
ζ

))
, (2.22a)

v�(ζ) :=
v+(u0, s0)

2

(
1 − tanh

(
v+(u0, s0)

√
ku0

2
√

2
ζ

))
, (2.22b)

and corresponding wave speeds

c†(u0, s0) :=

√
ku0

2
(2v−(u0, s0) − v+(u0, s0)) =

1
2k

1 −
√

1 − 3
4k(B +H s0)

u0

 =: −c�(u0, s0). (2.23)

The heteroclinic φ†(ζ) corresponds to a connection from E0 to E+
1 , while φ�(ζ) corresponds to a connection from

E+
1 to E0. In particular, as both E+

1 and E0 transversely intersect the subspace {s = 0}, there exists a heteroclinic
connection φ�(ζ; u0, 0) from E+

1 to E0 in the subspace {s = 0}. Direct calculation reveals that there exists a unique
value s0 = s∗ < 1

H

(
u0
4k − B

)
, where s∗ is a solution to the equation

c†(u0, s∗) = c�(u0, 0), (2.24)

for which φ†(ζ; u0, s∗) is a heteroclinic connection from E0 to E+
1 , such that φ�(ζ; u0, 0) and φ†(ζ; u0, s∗) have the

same wave speed c. This value s∗ is positive if

u0 >
9
2
Bk. (2.25)
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Figure 4: The fast heteroclinic jumps φ�, φ†.

Given such a heteroclinic connection φ∗ with speed c∗(u0, s0) for some (u0, s0), where ∗ = † or �, we note that
this connection persists for any choice of p since the fast subsystem is independent of p. However, the following
result shows that this heteroclinic connection breaks transversely upon varying (u, s, c) near (u, s, c∗(u0, s0)).

Lemma 2.1. Fix (u0, c0) so that (2.18) admits a heteroclinic connection φ∗(ζ) = (v∗, q∗)(ζ) with speed c∗(u0, s0),
where ∗ = † or �. Then this connection breaks transversely upon varying (u, s, c), as measured by the splitting
distance

D(u, s, c) = Mu
∗ (u − u0) + Ms

∗(s − s0) + Mc
∗(c − c∗(u0, s0))

+ O
(
|u − u0|

2 + |s − s0|
2 + |c − c∗(u0, s0)|2

) (2.26)

where the coefficients Mu
∗ ,M

s
∗,M

c
∗ are given by the nonzero Melnikov integrals

Mu
∗ =

∫ ∞

−∞

ec∗ζv∗(ζ)2 (1 − kv∗(ζ)) v′∗(ζ)dζ , 0

Ms
∗ = −

∫ ∞

−∞

ec∗ζHv∗(ζ)v′∗(ζ)dζ , 0

Mc
∗ =

∫ ∞

−∞

ec∗ζv′∗(ζ)2dζ > 0

Proof. The splitting distance (2.26) within the planar system

vζ = q, (2.27a)

qζ = Bv − uv2(1 − kv) +Hvs − cq, (2.27b)

can be computed using Melnikov theory. Linearizing about the heteroclinic connection φ∗, we obtain the vari-
ational equation v

q


ζ

=

 0 1
B +H s − u

(
2v∗(ζ) − 3kv∗(ζ)2

)
−c

 v
q

 (2.28)

and the corresponding adjoint equationv
q


ζ

= −

0 B +H s − u
(
2v∗(ζ) − 3kv∗(ζ)2

)
1 −c

 v
q

 (2.29)

which admits a unique (up to scalar multiple) bounded solution

ψ∗(ζ) := ec∗ζ

 q′∗(ζ)
−v′∗(ζ)

 = ec∗ζ

 q′∗(ζ)
−q∗(ζ).

 (2.30)

We let F0(v, q; u, s, c) denote the right hand side of (2.27) and define the Melnikov integrals

Mν
∗ :=

∫ ∞

−∞

DνF(v∗(ζ), q∗(ζ); u0, s0, c∗(u0, s0)) · ψ∗(ζ)dζ (2.31)
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where ν = u, s, c. We compute

Mu
∗ =

∫ ∞

−∞

ec∗ζv∗(ζ)2 (1 − kv∗(ζ)) v′∗(ζ)dζ , 0

Ms
∗ = −

∫ ∞

−∞

ec∗ζHv∗(ζ)v′∗(ζ)dζ , 0

Mc
∗ =

∫ ∞

−∞

ec∗ζv′∗(ζ)2dζ > 0

and obtain the leading order distance function (2.26). We note that the Melnikov integrals are all nonzero, but the
signs of Mu

∗ ,M
s
∗ depend on whether ∗ = † or �, since this determines the sign of v′∗(ζ). �

2.4 Singular profiles

We now construct singular homoclinic orbits to the fixed point (u, p, v, q, s) = (1, 0, 0, 0, 0). We identify two
cases in which it is possible to construct such a singular orbit. These two cases are distinguished by whether the
associated traveling pulse has a ‘superslow plateau’.

2.4.1 Homoclinic orbits without superslow plateau

We first consider the simpler case, without a superslow plateau. In this case, we aim to construct a singular pulse
contained entirely in the subspace {u0 = 1, p0 = 0}. Note that this subspace is not invariant under the full flow
(1.4)/(1.6); hence, the persistent solution based on the upcoming singular construction (see Theorem 2.3) will have
u . 1.

Consider the fast dynamics (2.18) in the subspace {u0 = 1, p0 = 0}. From the previous section, provided there
exists s = s∗ < 1

H

(
1
4k − B

)
such that c†(1, s∗) = c�(1, 0) (cf. (2.24)), we can construct a pair of heteroclinic orbits

φ�(ζ; 1, 0) and φ†(ζ; 1, s∗), where φ†(ζ; 1, s∗) jumps from E0 to E+
1 (2.10) in the subspace {s = s∗}, and φ�(ζ; 1, 0)

jumps from E+
1 back to E0 in the subspace {s = 0}. The condition c†(1, s∗) = c�(1, 0) (2.24) can be satisfied by

using the fact that v−(1, s) + v+(1, s) = 1
k (2.11) and solving√

k
2

(
2
k
− 3v+(1, s∗)

)
=

√
k
2

(
3v+(1, 0) −

2
k

)
, (2.32)

cf. (2.23), which has a solution when 4kB > 5
9 , given by

s∗ =
−1 + 3

√
1 − 4kB

9Hk
. (2.33)

which is positive provided 4kB < 8
9 .

Remark 2.2. In the region 4kB < 5
9 , it is still possible to construct a heteroclinic orbit φ†(ζ; 1, s∗), departing E0 in

the subspace s = s∗ = 1
H

(
1
4k − B

)
. However, this orbit would then land precisely at the nonhyperbolic fold point

F (2.12). While it should still be feasible to construct traveling pulses in this regime (see e.g. [1]), we exclude this
particular case from consideration here and focus only on the case where φ†(ζ; 1, s∗) touches down on a normally
hyperbolic portion of E+

1 .

In order to complete the construction of a singular homoclinic orbit, it remains to consider the slow s-dynamics.
The reduced flow on E0 (2.13) is simply sy = s, so that an orbit from the fixed point (v, q, s) = (0, 0, 0) can travel
upwards along E0 via the slow flow until reaching s = s∗, then following the heteroclinic connection φ†(ζ; 1, s∗) to
E+

1 . The flow on E+
1 depends on the configuration of the equilibrium (v, q, s) = (v2(1), 0, s2(1)) (2.16), in particular

whether it lies on the branch E+
1 , see Figure 3 (left). We recall that this situation occurs provided H < 2k and

1
4k −B >

BH

2k−H (2.17). In this case, there is a possibility that 0 < s2(1) < s∗, the equilibrium (v2(1), 0, s2(1)) thereby
‘blocking’ any orbit from following the slow flow from s = s∗ down to s = 0. However, if either s2(1) > s∗, or

10



Figure 5: The singular orbit E0[0, s∗] ∪ φ†(ζ; 1, s∗) ∪ E+
1 [0, s∗] ∪ φ�(ζ; 1, 0) in the subspace (u0, p0) = (1, 0) the

case without superslow plateau.

one of the conditions (2.17) is violated in an open region of parameter space, then the equilibrium (v2(1), 0, s2(1))
will not cause an obstruction, and the slow flow can be followed from s = s∗ to s = 0, after which the heteroclinic
orbit φ�(ζ; 1, 0) can be followed back to the equilibrium (v, q, s) = (0, 0, 0). We can therefore construct a singular
homoclinic orbit of the full system in the subspace {u = 1, p = 0} via the concatenation

E0[0, s∗] ∪ φ†(ζ; 1, s∗) ∪ E+
1 [0, s∗] ∪ φ�(ζ; 1, 0) (2.34)

where E0[0, s∗] denotes the intersection E0 ∩ {0 ≤ s ≤ s∗} and similarly for E+
1 ; see Figure 5.

2.4.2 Homoclinic orbits with superslow plateau

The singular orbits constructed in the previous section were contained entirely within the subspace {u = 1, p = 0}.
We now consider singular homoclinic orbits with nontrivial superslow (u, p) dynamics, which will contain a
superslow plateau state in the vegetated (v > 0) region of the pulse. It is possible to construct such an orbit in the
case where the equilibrium (v, q, s) = (v2, 0, s2) of (2.2) for ε = 0 has moved onto E+

1 for some values of u < 1,
which occurs providedH < 2k and u

4k −B >
BH

2k−H , cf. (2.17). Note that the union of (v2, 0, s2) taken over all (u, p)-
values corresponds to the superslow critical manifold C2 (2.4); thus here we are interested in the case where C2

intersects E on the branch E+
1 in the region u < 1. For particular values of u = u∗ < 1, p = p∗, it may be possible to

construct slow/fast heteroclinic orbits connecting the equilibria (v, q, s) = (0, 0, 0) and (v, q, s) = (v2(u∗), 0, s2(u∗))
and vice versa within the subspace {u = u∗} for δ � 1 sufficiently small. These two orbits can then be glued along
a superslow plateau trajectory which is contained in C2.

To see this, we recall from §2.1 that the reduced superslow dynamics are restricted to the two-dimensional critical
manifold C (2.3), and that in particular the bare soil equilibrium (u, p, v, q, s) = (1, 0, 0, 0, 0) of the full system
corresponds to the saddle fixed point (u, p) = (1, 0) on C0 with corresponding dynamics

uz = p, (2.35a)

pz = −A (1 − u) . (2.35b)

Within C0, the fixed point (1, 0) has one-dimensional stable and unstable manifolds given by the lines

Wu
0(1, 0) = `+

0 :=
{
p =
√
A (u − 1)

}
, (2.36a)

Ws
0(1, 0) = `−0 :=

{
p =
√
A (1 − u)

}
. (2.36b)

11



Figure 6: Top row, left: no equilibrium on C2; right: the associated superslow flow on C2 with orbit segment `2.
Bottom row, left: one equilibrium on C2; right: the associated superslow flow on C2 with saddle at (û, 0) and orbit
segment `2.

We next consider the flow on the manifold C2 (2.6), with dynamics

uz = p, (2.37a)

pz = u v2(u)2 −A (1 − u) . (2.37b)

Although the explicit expression of v2(u) is algebraically rather complicated, we can infer properties of the flow
on C2 by solving the defining equation (2.5) for u, yielding

u =
B

v (1 −Hv) (1 − kv)
. (2.38)

Note that the projection of C1 ∪ C2 ∪ C3 (2.4) onto the (v, u)-plane is given by the graph of (2.38). The projection
of the p-nullcline of (2.37) onto the (v, u)-plane is given by the graph of u = A

A+v2 . As this graph is strictly mono-
tonically decreasing for v > 0, intersects the u-axis at u = 1, and limits to 0 as v → ∞, its intersections with the
graph of (2.38) occur for u-values between 0 and 1.
Assume that none of these intersections lie on the projection of C2 onto the (v, u)-plane, which means that (2.37)
does not have an equilibrium. Then the sign of pz is fixed and positive, as the right hand side of (2.37b) is positive
for u > 1. Let (umin,∞) be the projection of C2 onto the u-axis. From the Hamiltonian structure of (2.37), it fol-
lows that for all û ∈ (umin, 1) the orbit of (2.37) through the point (û, 0) intersects the line `−0 at

(
u∗,
√
A(1 − u∗)

)
,

where u∗ ∈ (û, 1). By reflection symmetry in the u-axis, the same orbit intersects the line `+
0 at

(
u∗,
√
A(u∗ − 1)

)
.

Alternatively, assume that the graph of u = A

A+v2 does intersect the projection of C2 onto the (v, u)-plane, for a
certain value u = û < 1. Linearisation of (2.37) at (û, 0) shows that this equilibrium is a saddle, as d

du v2(u) > 0.
Again, from the Hamiltonian structure of (2.37), it follows that for all ũ ∈ (û, 1) the orbit of (2.37) through the
point (ũ, 0) intersects the line `−0 at

(
u∗,
√
A(1 − u∗)

)
, where u∗ ∈ (ũ, 1). By reflection symmetry in the u-axis, the

same orbit intersects the line `+
0 at

(
u∗,
√
A(u∗ − 1)

)
.

In either case, we denote the orbit segment from
(
u∗,
√
A(u∗ − 1)

)
to

(
u∗,
√
A(1 − u∗)

)
by `2(u∗); see Figure 6.

We now construct slow/fast singular heteroclinic orbits connecting the equilibria (v, q, s) = (0, 0, 0) and (v, q, s) =

12



Figure 7: The singular slow/fast heteroclinic orbits E0[0, s∗] ∪ φ†(ζ; u∗, s∗) and E+
1 [0, s∗] ∪ φ�(ζ; u∗, 0) in the

subspace u = u∗ in the case with superslow plateau.

(v2(u∗), 0, s2(u∗)) within the system

vζ = q, (2.39a)

qζ = Bv − u∗v2(1 − kv) +Hvs − cq, (2.39b)

sζ = δ (−Bv −Hvs + s) . (2.39c)

in the limit δ → 0. Consider the fast dynamics (2.18) in the subspace {u = u∗}. We recall from §2.3 the existence
of the heteroclinic orbits φ�(ζ; u0, 0) and φ†(ζ; u0, s∗), where φ†(ζ; u0, s∗) jumps from E0 and E+

1 in the subspace
{s = s∗}, and φ�(ζ; u0, 0) jumps from E+

1 back to E0 in the subspace {s = 0}, provided u0 > 4kB (2.19).

We can construct a slow/fast heteroclinic orbit between (v, q, s) = (0, 0, 0) and (v, q, s) = (v2(u∗), 0, s2(u∗)) by first
following the slow reduced flow on E0 from s = 0 to s = s2(u∗), then following the fast jump φ†(ζ; u∗, s∗) upon
choosing s∗ = s2(u∗). Likewise, a heteroclinic orbit between (v, q, s) = (v2(u∗), 0, s2(u∗)) and (v, q, s) = (0, 0, 0)
can be obtained by following the slow flow on E+

1 from s = s2(u∗) to s = 0, then taking the fast jump φ�(ζ; u∗, 0)
back to the fixed point (v, q, s) = (0, 0, 0). In order for this pair of heteroclinic orbits to exist simultaneously, the
associated fast jumps φ†(ζ; u∗, s2(u∗)) and φ�(ζ; u∗, 0) must have the same speed, that is, we must choose u∗ so that
c†(u∗, s2(u∗)) = c�(u∗, 0), which results in the equation√

ku∗
2

(
2
k
− 3v+(u∗, s2(u∗))

)
=

√
ku∗
2

(
3v+(u∗, 0) −

2
k

)
(2.40)

or equivalently,

s2(u∗) =

(
−1 + 3

√
1 − 4kB

u∗

)
u∗

9Hk
. (2.41)

where s∗ := s2(u∗) satisfies

s∗ =
Bv+(u∗, s∗)

1 −Hv+(u∗, s∗)
=

B

(
5 − 3

√
1 − 4kB

u∗

)
6k −H

(
5 − 3

√
1 − 4kB

u∗

) . (2.42)

Equating these two expressions, we obtain an equation for U∗ :=
√

1 − 4kB
u∗

:

B

9H
24k(1 − 3U∗) +H(5 − 3U∗)2(1 + 3U∗)

(U2
∗ − 1)(6k +H(3U∗ − 5))

= 0. (2.43)
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Figure 8: The singular homoclinic orbit `+
0 ∪ E0[0, s∗] ∪ φ†(·; u∗, s∗) ∪ `2(u∗) ∪ E+

1 [0, s∗] ∪ φ�(·; u∗, 0) ∪ `−0 in the
case with superslow plateau.

From the analysis of the flow on C2 (2.37), we know that for all A > 0 there exists a 0 < ũ < 1 such that for
all u∗ ∈ (ũ, 1), there exists an orbit segment `2(u∗) that connects `+

0 to `−0 . Note that this admissible interval can
be made arbitrarily small by takingA sufficiently large, so that the saddle equilibrium (û, 0) is arbitrarily close to
(1, 0).
The conditions (2.17) combined with the fact that u∗ < 1 translate to√

H

2k
< U∗ <

√
1 − 4kB. (2.44)

The existence of roots of (2.43) in the required interval
√
H

2k < U∗ <
√

1 − 4kB < 1 can be investigated by intro-

ducing γ := H

k and x = 3U∗. We determine the positive (x > 0) intersections of the cubic p(x) = (5 − x)2(1 + x)
with the line l(x) = 24

γ
(x−1), in the interval 1 < x < 3. The monotonicity properties of both p and l on this interval

ensure that a unique positive intersection x(γ) exists for all 0 < γ < 3; its inverse is given by γ(x) =
24(x−1)

(5−x)2(x+1) ,
with 1 < x < 3. We can directly calculate that γ′(x) > 0 and γ′′(x) > 0 for all 0 < x < 3; hence, γ(x) is a strictly
monotonically increasing, convex function of x on the interval (0, 3). It follows that x(γ) is a strictly monotonically
increasing, concave function of γ on the interval γ ∈ (0, 3), with x(0) = 1 and x(3) = 3.

The lower inequality
√
H

2k < U∗ translates to 3
√

2

√
γ < x(γ). As the function γ 7→ 3

√
2

√
γ is strictly monotonically

increasing and concave on the interval γ ∈ (0, 3), and since x(0) = 1 > 3
√

2

√
0 = 0 and x(3) = 3 < 3

√
2

√
3,

there exists a unique value γ∗ for which x(γ∗) = 3
√

2

√
γ, and that 3

√
2

√
γ < x(γ) for all 0 < γ < γ∗. We can

determine γ∗ explicitly by applying the remainder theorem to the polynomial 2
9 x2(5 − x)2(x + 1) − 24(x − 1) since

γ∗ = 2
9 x2
∗, which yields x∗ = 2 (corresponding to γ∗ = 8

9 ) as an integer root, which also conveniently lies in the
required interval 1 < x < 3. Hence, we find that for all 0 < γ = H

k < 8
9 , there exists a unique root of (2.43) with

1 < x∗ = 3U∗ < 2. For the upper inequality U∗ <
√

1 − 4kB, it is therefore sufficient to require 2
3 <

√
1 − 4kB,

which implies kB < 5
36 .

With u∗, s∗ defined as above, we can now complete the construction of a singular homoclinic orbit in (2.2) as
follows. Starting at the equilibrium (u, p, v, q, s) = (1, 0, 0, 0, 0), the orbit follows the super slow flow along the
line `+

0 for decreasing u until reaching (u, p) = (u∗,A(u∗−1)). Then within the subspace (u, p) = (u∗,A(u∗−1)), the
orbit traverses the slow manifold E0 from s = 0 to s = s∗, followed by the fast heteroclinic orbit φ†(ζ; u∗, s∗) to the
equilibrium (v, q, s) = (v2(u∗), 0, s∗) on the critical manifold E+

1 ; see Figure 7. Next the superslow plateau trajectory
`2(u∗) is traversed, which connects the points (u, p) = (u∗,±A(u∗ − 1)) via the superslow flow on C2. Next, within
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the subspace (u, p) = (u∗,−A(u∗ − 1)), the critical manifold E+
1 is traversed from s = s∗ down to s = 0, followed

by the fast heteroclinic orbit φ�(ζ; u∗, 0), which returns to the equilibrium (v, q, s) = (0, 0, 0) on E0. Lastly the line
`−0 is traversed for increasing u from (u, p) = (u∗,−A(u∗ − 1)) back to the equilibrium (u, p, v, q, s) = (1, 0, 0, 0, 0).
Taken together, the singular orbit is formed by the concatenation of superslow/slow/fast orbits given by

`+
0 ∪ E0[0, s∗] ∪ φ†(·; u∗, s∗) ∪ `2(u∗) ∪ E+

1 [0, s∗] ∪ φ�(·; u∗, 0) ∪ `−0 . (2.45)

See Figures 7 and 8 for a visualization of the singular homoclinic orbit.

2.5 Existence theorems

The singular profiles for homoclinic orbits (2.34)/(2.45), both with and without slow plateau, are the key element in
the following existence theorems, where the existence of associated homoclinic orbits in the full system (1.4)/(1.6)
is established for asymptotically small values of ε and δ, in the relative scaling (2.1).

Theorem 2.3 (Homoclinic orbits without superslow plateau). Take c = c�(1, 0) (2.23). Assume that

5
9
< 4kB <

8
9
, (2.46)

and that at least one of the following inequalities holds:

H < 2k,
1 − 4kB

4kB
<

H

2k −H
,

Bv2(1)
1 −Hv2(1)

> 1, (2.47)

where v2(1) is the largest real solution to (2.5) for u = 1. There exists δ0 > 0 such that for all 0 < δ < δ0, there
exists ε0(δ) such that for all 0 < ε < ε0(δ), there exists a solution (uh1, ph1, vh1, qh1, sh1) to system (1.6) that is
homoclinic to the equilibrium (1, 0, 0, 0, 0). To leading order in ε and δ, this solution is given by the concatenation

E0[0, s∗] ∪ φ†(ζ; 1, s∗) ∪ E+
1 [0, s∗] ∪ φ�(ζ; 1, 0)

(cf. (2.34)), and its speed c is given by

c = c�(1, 0) + O(|ε| + |δ|). (2.48)

Proof. We consider system (2.7), which is independent of ε. For fixed u = u0 and p = p0, (2.7) is a singularly
perturbed system when 0 < δ � 1. From Fenichel theory, it follows that there exists a 0 < δ0 such that for all
0 < δ < δ0, the normally hyperbolic branches E0 and E+

1 of the one-dimensional critical manifold E (2.10) persist
as locally invariant manifolds. The two-dimensional stable and unstable manifolds of both branches, Wu,s(E0)
andWu,s(E+

1 ), persist as well.

Fix u0 = 1 and p0 = 0. For δ = 0, Wu(E0) and Ws(E+
1 ) intersect transversely along the heteroclinic orbit

φ†(1, s∗) (2.21), with s∗ given by (2.33). Note that both s∗ and v2(1) are positive due to (2.46). Likewise,Wu(E+
1 )

andWs(E0) intersect transversely in the heteroclinic orbit φ�(1, 0) (2.21), since c†(1, s∗) = c�(1, 0) by the choice
of s∗ (2.33). We note that due to Lemma 2.1, the heteroclinic connection φ†(1, s∗) breaks transversely upon
varying (u, s, c) near (1, s∗, c†(1, s∗)), while φ�(1, 0) breaks transversely upon varying (u, c) near (1, c�(1, 0)). The
absence of an equilibrium of (2.14) on E+

1 by assumptions (2.47) ensures the existence of a singular homoclinic
concatenation (2.34).

For all sufficiently small δ0, the two-dimensional unstable manifold Wu(0, 0, 0) of the equilibrium (v, q, s) =

(0, 0, 0) of (2.7) restricted to the subspace {u0 = 1, p0 = 0} coincides with the perturbed manifold Wu(E0),
while the one-dimensional stable manifold Ws(0, 0, 0) lies on Ws(E0), O(δ)-close to the singular heteroclinic
connection φ�(1, 0). For values of c ≈ c†(1, s∗) and sufficiently small δ > 0, we track the manifold Wu(0, 0, 0)
along the heteroclinic orbit φ†(1, s∗); due to the transverse intersection ofWu(E0) andWs(E+

1 ) for δ = 0, we have
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thatWu(0, 0, 0) transversely intersectsWs(E+
1 ) and, by the exchange lemma [56], aligns exponentially close (in δ)

toWu(E+
1 ) upon exiting a neighborhood of E+

1 near s = 0. Using the transversality of the heteroclinic connection
φ�(1, 0) with respect to the wave speed c, there exists

c = c0(δ) = c�(1, 0) + O(δ) = c†(1, s∗) + O(δ) (2.49)

such that Wu(0, 0, 0) intersects Ws(0, 0, 0) upon exiting a neighborhood of E+
1 , corresponding to a homoclinic

orbit (vh,0, qh,0, sh,0) of (2.7) in the subspace {u = 1, p = 0} which is O(δ)-close to the singular concatenation
(2.34). Further, this homoclinic orbit breaks transversely upon varying the speed c near c0(δ).

Now, fix 0 < δ < δ0 and consider (2.2), which has P0 := (1, 0, 0, 0, 0) as a hyperbolic equilibrium which,
for ε = 0, lies on the two-dimensional normally hyperbolic critical manifold C0. The manifold C0 persists for
sufficiently small ε > 0, as does its three-dimensional stable manifold Ws(C0) and four-dimensional unstable
manifoldWu(C0). In the limit ε → 0, the unstable manifoldWu(P0) of P0 corresponds to the three dimensional
manifold obtained by taking the union

Wu(P0) =
⋃

(u,p)∈`+
0

Wu
0 ((0, 0, 0)) (2.50)

of the two dimensional manifolds Wu
0 ((0, 0, 0)) of the origin in (v, q, s)-space in (2.7) for (u, p) ∈ `+

0 ⊆ C0.
Similarly the the stable manifoldWs(P0) of P0 corresponds to the two dimensional manifold obtained by taking
the union

Ws(P0) =
⋃

(u,p)∈`−0

Ws
0 ((0, 0, 0)) (2.51)

of the one-dimensional stable manifoldsWs
0 ((0, 0, 0)) for (u, p) ∈ `−0 ⊆ C0.

When ε = 0, the manifoldsWs(P0) andWu(P0) intersect in the subspace {u = 1, p = 0} for c = c0(δ), along the
intersection ofWs

0 ((0, 0, 0)) withWu
0 ((0, 0, 0)), corresponding to the homoclinic orbit (vh,0, qh,0, sh,0) constructed

above. From Fenichel theory, it follows that there exists an ε0(δ) > 0 such that for all 0 < ε < ε0(δ), bothWs(P0)
andWu(P0) persist as locally invariant manifolds. Due to the transversality of the homoclinic orbit (vh,0, qh,0, sh,0)
with respect to varying c, by adjusting c = c0(δ) + O(ε), we can ensure that Ws(P0) and Wu(P0) intersect
along homoclinic orbit of the full system (2.2), which is to leading order given by the homoclinic concatenation
(2.34). �

Theorem 2.4 (Homoclinic orbit with superslow plateau). Assume that

H <
8
9

k and 1 − 4kB > 0. (2.52)

Let k,B be such that the unique solution U∗ to (2.43) satisfies√
H

2k
< U∗ <

√
1 − 4kB. (2.53)

Let u∗ = 4kB
1−U2

∗

, fix c = c�(u∗, 0) (2.23), and let

s∗ =

B

(
5 − 3

√
1 − 4kB

u∗

)
6k −H

(
5 − 3

√
1 − 4kB

u∗

) . (2.54)

There exists a δ0 > 0 such that for all 0 < δ < δ0, there exists a ε0(δ) such that for all 0 < ε < ε0(δ), there exists a
solution (uh2, ph2, vh2, qh2, sh2) to system (1.6) that is homoclinic to the equilibrium (1, 0, 0, 0, 0). To leading order
in ε and δ, this solution is given by the concatenation

`+
0 ∪ E0[0, s∗] ∪ φ†(·; u∗, s∗) ∪ `2(u∗) ∪ E+

1 [0, s∗] ∪ φ�(·; u∗, 0) ∪ `−0

(cf. (2.45)), and its speed is given by

c = c�(u∗, 0) + O(|ε| + |δ|) (2.55)
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Proof. We consider system (2.7), which is independent of ε. For fixed u = u0 and p = p0, (2.7) is a singularly
perturbed system when 0 < δ � 1. From Fenichel theory, it follows that there exists a 0 < δ0 such that for all
0 < δ < δ0, the normally hyperbolic branches E0 and E+

1 of the one-dimensional critical manifold E (2.10) persist
as locally invariant manifolds. The two-dimensional stable and unstable manifolds of both branches, Wu,s(E0)
andWu,s(E+

1 ), persist as well.
Fix u0 = u∗ and p0 = p∗ =

√
A(u∗ − 1) such that (u∗, p∗) ∈ `+

0 (2.36). For δ = 0,Wu(E0) andWs(E+
1 ) intersect

transversely in the heteroclinic orbit φ†(u∗, s∗) (2.21), with s∗ given by (2.54). The concatenation E0[0, s∗] ∪
φ†(·; u∗, s∗) provides the intersection of the two-dimensional unstable manifold of the origin Wu

0 ((0, 0, 0)) with
Ws

0 ((v2(u∗), 0, s2(u∗))), the one-dimensional stable manifold of the unique equilibrium on E+
1 . We recall from

Lemma 2.1 that the heteroclinic connection φ†(·; u∗, s∗) breaks transversely upon varying u ≈ u∗ or upon varying
the speed c ≈ c†(u∗, s∗). Thus for all sufficiently small δ > 0, we can ensure the intersection ofWu

0 ((0, 0, 0)) with
Ws

0 ((v2(u∗), 0, s2(u∗))) persists, by varying u (resp. c) near u = u∗ (resp. c = c†(u∗, s∗)).

Likewise, fix u0 = u∗ and p0 = −p∗ such that (u∗, p∗) ∈ `−0 (2.36), Wu(E+
1 ) and Ws(E0) intersect transversely

in the heteroclinic orbit φ�(u∗, 0) (2.21), since c = c†(u∗, s∗) = c�(u∗, 0) by the choice of s∗ (2.54). Since s2(u∗)
is the only equilibrium of (2.14) on E+

1 , the concatenation E+
1 [0, s∗] ∪ φ�(·; u∗, 0) provides the intersection of

Wu
0 ((v2(u∗), 0, s2(u∗))), the two dimensional unstable manifold of the unique equilibrium on E+

1 , with the one-
dimensional stable manifold of the originWs

0 ((0, 0, 0)). By a similar argument as above, for all sufficiently small
δ > 0, we can ensure the intersection ofWs

0 ((0, 0, 0)) withWu
0 ((v2(u∗), 0, s2(u∗))) persists, by varying u (resp. c)

near u = u∗ (resp. c = c�(u∗, 0)). In the same manner, this intersection breaks transversely upon varying (u, c).

We can now lift these intersections into the geometry of the full five-dimensional system (2.2) when ε = 0. We
recall that this system admits the two-dimensional critical manifold C (2.3) which has two normally hyperbolic
branches, C0 and C2, and the equilibrium P0 := (1, 0, 0, 0, 0) lies on C0. These normally hyperbolic branches
persist for sufficiently small ε > 0, as do their three-dimensional stable manifolds Ws(C0),Ws(C2) and four-
dimensional unstable manifoldsWu(C0),Wu(C2). In the limit ε→ 0 the unstable manifoldWu(P0) corresponds
to the three dimensional manifold obtained by taking the union

Wu(P0) =
⋃

(u,p)∈`+
0

Wu
0 ((0, 0, 0)) (2.56)

of the two dimensional manifolds Wu
0 ((0, 0, 0)) of the origin of (v, q, s)-space in (2.7) for (u, p) ∈ `+

0 ⊆ C0.
Similarly the the stable manifoldWs(P0) of P0 corresponds to the two dimensional manifold obtained by taking
the union

Ws(P0) =
⋃

(u,p)∈`−0

Ws
0 ((0, 0, 0)) (2.57)

of the one-dimensional stable manifolds Ws
0 ((0, 0, 0)) for (u, p) ∈ `−0 ⊆ C0. By the argument above, when

c = c†(u∗, s∗) = c�(u∗, 0) and δ = 0, Ws(P0) transversely intersects the four dimensional manifold Wu(C2) in
the hyperplane {u = u∗, p = −p∗} along the intersection of Ws

0 ((0, 0, 0)) with Wu
0 ((v2(u∗), 0, s2(u∗))), and this

intersection persists for all sufficiently small δ > 0 and values of c ≈ c�(u∗, 0). Likewise, Wu(P0) transversely
intersects the three dimensional manifold Ws(C2), in the hyperplane {u = u∗, p = p∗} along the intersection of
Wu

0 ((0, 0, 0)) withWs
0 ((v2(u∗), 0, s2(u∗))), and this transverse intersection persists for all sufficiently small δ > 0

and values of c ≈ c†(u∗, s∗).

Now, fix 0 < δ < δ0 and c near c†(u∗, s∗). There exists ε0(δ) such that for all sufficiently small 0 < ε < ε0(δ),
the unstable manifold Wu(P0) therefore transversely intersects Ws(C2) at a value of ũ(δ, εc) = u∗ + O(δ + ε +

|c − c†(u∗, s∗)|) along a stable fiber of the perturbed trajectory `2(ũ) on C2. By the exchange lemma [56],Wu(P0)
aligns exponentially close (in ε)) along the three-dimensional manifold of unstable fibersWu(`2(ũ)) ⊆ Wu(C2)
of the trajectory `2(ũ) ⊆ C2 upon exiting a small neighborhood of C2. We note that when δ = ε = 0 and u = u∗, the
projection of `2(u∗) onto C0 is orthogonal, and transversely intersects the stable and unstable manifolds `±0 (2.36)
of (2.35) on C0. Thus this also holds for values of u near u∗, and all sufficiently small δ > 0, 0 < ε < ε0(δ). In
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particular, the projection of `2(ũ) onto C0 transversely intersects `±0 for all sufficiently small |c − c†(u∗, s∗)| and
δ > 0, and 0 < ε < ε0(δ).

Using the fact that Ws(P0) transversely intersects Wu(C2) when ε = 0 along the intersection of Ws
0 ((0, 0, 0))

withWu
0 ((v2(u∗), 0, s2(u∗))), and the fact that this intersection breaks transversely upon varying the wave speed

c ≈ c�(u∗, 0), it remains to adjust

c = c�(u∗, 0) + O(δ, ε) = c†(u∗, s∗) + O(δ, ε) (2.58)

so thatWu(P0) intersectsWs(P0) upon exiting a neighborhood of C2 corresponding to a homoclinic orbit to the
equilibrium P0 of the full system (2.2) for all sufficiently small 0 < ε < ε0(δ), which is approximated by the
singular homoclinic orbit (2.45).

�

Remark 2.5. Comparison of the existence conditions of homoclinics with (Theorem 2.4) and without (Theorem
2.3) superslow plateau reveals that these pulse types cannot coexist. For the homoclinic without superslow plateau,
the jump value s∗ (2.33) needs to be below the s-equilibrium on the branch E+

1 in order for the flow on E+
1 to be

monotonic. However, s∗ is equal to s2(u∗ = 1) (2.41), and s2(u∗) can be seen to be strictly increasing in u∗. This
leads to a contradiction: if a pulse with superslow plateau exists, then s2(u∗) < s∗ (since u∗ < 1), which prohibits
the existence of a pulse without superslow plateau. Vice versa, if a pulse without superslow plateau exists, then
s∗ < s2(u∗), which implies u∗ > 1; this prohibits the existence of a pulse with superslow plateau.

3 Case (ii): superslow s

Case (ii) also presents a three-tier scaling hierarchy, where s is the slowest component, since

0 < δ :=
1

cD
� ε � 1. (3.1)

We investigate the geometry and dynamics imposed by this scaling hierarchy. As in case (i) (2.1), studied in
Section 2, the scaling hiearchy (3.1) also allows for the construction of two types of homoclinic pulses; in the
language of Section 2, both with and without ‘superslow plateau’. However, the counterpart of the pulse without
superslow plateau (cf. Theorem 2.3) would be a pulse solution where the s-component vanishes identically. As
our aim is to investigate the influence of autotoxicity on travelling pulses in a Klausmeier type model, which
implies nonvanishing s, we forego analysis of this solution type. For the construction of fronts and double fronts
in systems with a similar geometry, we refer to [36, 11].
The remaining pulse type, to be studied in this section, is therefore with superslow plateau, see Theorem 3.1. Its
singular concatenation (3.35) consists of superslow (s), intermediate (u, p) and fast (v, q) orbit segments, see also
Figure 14. This singular construction therefore also (cf. Theorem 2.4) yields two matching conditions, for both u
and s, determining the height of the s-plateau and the width of the v-plateau.

3.1 Superslow dynamics

The scaling (3.1) implies

0 <
δ

ε
� 1. (3.2)
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Introducing the superslow coordinate y = δ
ε
z, we rewrite (1.4) as

δuy = εp, (3.3a)

δpy = ε
[
uv2 −A (1 − u) − εcp

]
, (3.3b)

δvy = q, (3.3c)

δqy = Bv − uv2(1 − kv) +Hvs − cq, (3.3d)

sy = −Bv −Hvs + s. (3.3e)

Note that this is the same system as (2.2); the only difference is that the asymptotic order of δ and ε is reversed.
Hence, we first fix ε > 0 and take the limit δ ↓ 0. The resulting reduced superslow system yields four algebraic
equations. These define the one-dimensional manifolds

N0 := {u = 1, p = 0, v = 0, q = 0} (3.4)

and
N1 :=

{
uv2 −A(1 − u) = 0, p = 0, B +H s − uv(1 − kv) = 0, q = 0

}
. (3.5)

On the line N0, the s-dynamics reduce to
sy = s. (3.6)

The curve N1 can globally be written as a graph over v, with

u(v) =
A

A + v2 , s(v) =
1
H

[
−B +

Av(1 − kv)
A + v2

]
, (3.7)

both bounded in v. We note that s(0) = − B
H
< 0 and limv→∞ s(v) = −Ak+B

H
< 0; the graph of s over v is positive

for v̂− < v < v̂+, with v̂± = 1
2
A

Ak+B

(
1 ±

√
1 − 4BAk+B

A

)
, which occurs if and only if 0 < B < 1

4k and A > 4B2

1−4kB .

The graph of s over v has a maximum at vmax = Ak
(
−1 +

√
1 + 1

Ak2

)
, where s(vmax) =: smax =

−B+vmax/2
H

and
u(vmax) =: umax.
Equilibria on N1 are found by intersection with the nullcline s = Bv

1−Hv ; there are at most two equilibria in the
positive (v, s)-quadrant. To effectively describe the s-dynamics on N1, we write

N1 = N+
1 ∪ N

−
1 , (3.8)

with the two branches

N−1 := {(u, p, v, q, s) ∈ N1, 0 < v < vmax} (3.9a)

N+
1 := {(u, p, v, q, s) ∈ N1, vmax < v} (3.9b)

meeting at the fold point O = (umax, 0, vmax, 0, smax). We infer that N+
1 contains at most one equilibrium in the

positive (v, s)-quadrant, which is unstable in the s-dynamics when it exists; this equilibrium lies on N+
1 if and

only if smax >
Bvmax

1−Hvmax
. This equilibrium moves through the fold point O to the branch N−1 when smax =

Bvmax
1−Hvmax

.
Equating s = Bv

1−Hv with s(v) (3.7) and subsequently eliminating v in favour of s, we find that the s-coordinate of
this equilibrium is the largest real solution to the cubic equation

H(1 +AH2)s3 +
(
B + 3ABH2 +A(k −H)

)
s2 +AB(3BH − 1)s +AB3 = 0. (3.10)

Alternatively, we can eliminate s in favour of v, to obtain

AHkv3 − (B +A(H + k)) v2 +Av −AB = 0. (3.11)

As the mapping s 7→ s(v) = Bv
1−Hv is strictly monotonically increasing, the v-coordinate of this equilibrium is the

largest real solution to (3.11).
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Figure 9: The curve N1 projected onto the (v, s)-plane, with the superslow dynamics on N1.

For a sketch of N1 and the superslow dynamics on N1, see Figure 9.

To facilitate the upcoming analysis of the slow and fast timescales, we fix ε > 0 and take the limit δ ↓ 0 in (1.4) to
obtain the so-called semi-reduced system

uz = p, (3.12a)

pz = uv2 −A (1 − u) − εcp, (3.12b)

εvz = q, (3.12c)

εqz = Bv − uv2(1 − kv) +Hvs − cq, (3.12d)

s = s0. (3.12e)

The semi-reduced system will be studied for 0 < ε � 1 in the upcoming subsections. For future reference, we
define

Πs0N1 :=
{
uv2 −A(1 − u) = 0, p = 0, q = 0, s = s0

}
(3.13)

to be the projection of the curveN1 (3.5) onto the s = s0 hyperplane, which is the invariant subspace on which the
dynamics of (3.12) take place.

3.2 Slow dynamics

The reduced slow system, obtained by taking ε→ 0 in (3.12), is given by

uzz = uv2 −A (1 − u) , (3.14)

and is restricted to the two-dimensional manifolds

M0 := {v = 0, q = 0, s = s0} (3.15)

and
M1 := {B +H s − uv(1 − kv) = 0, q = 0, s = s0} . (3.16)

Solving the equation B +H s − uv(1 − kv) = 0 for v yields

v±(u) =
1
2k

1 ±
√

1 −
4k (B +H s0)

u

 . (3.17)
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Figure 10: The manifoldM0 (3.15) and the line N0 (3.5) in (u, p, s)-space. The linear dynamics (3.20) onM0,
with a saddle equilibrium at (1, 0, s0) ∈ M0, are indicated in purple.

Note thatM1 is folded along the curve
{
u = 4k(B +H s0), v = 1

2k , q = 0, s = s0

}
⊂ M1. For future reference, we

define the upper and lower branches

M+
1 :=

{
(u, p, v, q, s) ∈ M1 : v >

1
2k

}
(3.18a)

M−1 :=
{

(u, p, v, q, s) ∈ M1 : v <
1
2k

}
. (3.18b)

The critical manifoldM of (3.12) is given by the union

M :=M0 ∪M
+
1 ∪M

−
1 . (3.19)

The line N0 (3.4) intersects the two-dimensional hyperplaneM0 at the equilibrium of the slow system onM0,

uzz = −A(1 − u); (3.20)

see also Figure 10. Note that bothM0,N0 ⊂ {v = 0, q = 0}; inside this three-dimensional hyperplane, the inter-
section of M0 and N0 is transversal. System (3.20) has one saddle equilibrium at u = 1, p = 0; the stable and
unstable manifolds of this equilibrium are given by the lines

`s
0 =

{
p = −

√
A(u − 1)

}
, `u

0 =
{
p =
√
A(u − 1)

}
. (3.21)

Equivalently, the curve Πs0N1 (3.13) intersects the two-dimensional manifold M1 at the equilibria of the slow
system onM1,

uzz = u v±(u)2 −A(1 − u), (3.22)

with v± (3.17) corresponding to the upper and lower branches ofM1 (3.18); see also Figure 11. As the definition
of v± is the same as in Section 2.2, equation (2.11), we use the same notation; note that in (2.11), u = u0 is fixed
and s varies, whereas in the current setting, s = s0 is fixed and u varies.

For future reference, we define the u-coordinate of the intersection of Πs0N1 andM+
1 as u+

1 , with

u+
1 :=

1 + 2k(B +H s0 +Ak) −
√

1 − 4B+H s0
A

(B +H s0 +Ak)

2
(
1 +Ak2) , (3.23)

so that
Πs0N1 ∩M

+
1 =

{
u = u+

1 , p = 0, v = v+(u+
1 ), q = 0, s = s0

}
, (3.24)

provided that the intersection is nonempty, which is true whenever A > 1
k

B+H s0
1−4k(B+H s0) . Note that u+

1 < 1 because
the graph of u over v (3.7) is strictly monotone; see again Figure 11.
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Figure 11: The manifold M1 (3.15) and the curve Πs0N1 (3.5) in (u, p, v)-space. Depending on the parameter
values, the curve Πs0N1 may intersectM1 at several places; the equilibria of the flow (3.22) onM1 are located at
these intersections. When Πs0N1 intersects both branches ofM1, as illustrated here, the associated equilibria are
saddles.

From (3.23), we infer that Πs0N1 intersectsM1 if and only if

0 < 4k (B +H s0) < 1 and A >
4 (B +H s0)2

1 − 4k (B +H s0)
. (3.25)

Clearly, Πs0N1 intersectsM1 at most twice, and at most one intersection lies on the branchM+
1 . Both intersections

lie on the branch M−1 if and only if A < 1
k

B+H s0
1−4k(B+H s0) . If Πs0N1 intersects each branch exactly once, as depic-

ted in Figure 11, then the associated equilibria of (3.22) are saddles; if Πs0N1 intersects the lower branch twice,
then the equilibrium furthest away from the fold line is a saddle, and the one closest to the fold line therefore
a center. This follows directly from the observation that u v±(u)2 − A(1 − u) is strictly positive for sufficiently
large u; hence, at the rightmost intersection of the graph of u v±(u)2 −A(1 − u) with the horizontal axis the graph
is increasing, which is equivalent to the associated (rightmost) equilibrium of (3.22) being a saddle. Note that
both M1,Πs0N1 ⊂ {q = 0, s = s0}; inside this three-dimensional hyperplane, the intersection of Πs0 and M1 is
generically transversal.

The associated saddle equilibrium (u+
1 , 0) of the flow onM+

1 (3.22) has stable and unstable manifolds given by

`s
1 =

{
p = −sgn(u − u+

1 )
√

2V+(u+
1 ) − 2V+(u)

}
, `u

1 =

{
p = sgn(u − u+

1 )
√

2V+(u+
1 ) − 2V+(u)

}
, (3.26)

with

V+(u) =

(
A +

B +H s0

k

)
u −

(
A +

1
2k2

)
u2

2
−

1
4k2 (u − 2k (B +H s0))

√
u (u − 4k (B +H s0))

+ 2 (B +H s0)2 log
[√

u +
√

u − 4k (B +H s0)
]

(3.27)

Since (V+)′ (u) = 0 if and only if u = u+
1 and V+ is concave, the graph of the Hamiltonian of (3.22), given by

H+
1 (u, p) =

1
2

p2 + V+(u) − V+(u+
1 ), (3.28)

can indeed be shown to be of saddle type.
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3.3 Fast dynamics

The reduced fast system is given by (cf. (1.6))

vζ = q, (3.29a)

qζ = Bv − uv2(1 − kv) +Hvs − cq, (3.29b)

with u = u0, p = p0 and s = s0. System (3.29) is equal to system (2.18), which was analysed in Section 2.3.
From Lemma 2.1, it follows that heteroclinic orbits exist for (specific, unique) O(1) values of c, as long as (3.29)
has three distinct equilibria – that is, when the line {u = u0, p = p0, s = s0, q = 0} transversally intersects M1,
necessarily implying that this line intersects both branchesM±1 . This situation occurs if and only if (u0, p0, s0) is
contained in the projection ofM1 onto the (u, p, s)-hyperplane, which implies

u0 > 4k (B +H s0) . (3.30)

To facilitate presentation, we introduce the parameter

0 < α :=
4k
u0

(B +H s0) < 1, (3.31)

so that v±(u0) = 1
2k

(
1 ±
√

1 − α
)

(3.17). The heteroclinic orbits are explicitly given by φ†(ζ; u0, s0) and φ�(ζ; u0, s0)
(2.21), with v-profiles v†(ζ) and v�(ζ) (2.22), and associated c-values.

c†(u0, s0) = −c�(u0, s0) =

√
u0

8k

(
1 − 3

√
1 − α

)
=

√
B +H s0

2
1 − 3

√
1 − α
√
α

, (3.32)

cf. (2.23). In particular, we observe that limα↑1 c† =

√
B+H s0

2 , and limα↓0 c† = −∞; moreover, c† is monotone

in α. Hence, for a fixed O(1) value of 0 < c <

√
B+H s0

2 , there exists a pair of values (α†, α�), with 16
25 <

α� <
8
9 < α† < 1, such that there exists a family of heteroclinic connections from M0 to M+

1 that lie in the
hyperplane

{
u = u+

0 , s = s0

}
, and a family of heteroclinic connections fromM+

1 toM0 that lie in the hyperplane{
u = u−0 , s = s0

}
, with u+

0 <
9
2 k (B +H s0) < u−0 ; see also Figure 12. Using (3.32), we can calculate

u±0 =
k
4

(
5c2 + 18 (B +H s0) ∓ 3c

√
c2 + 4 (B +H s0)

)
. (3.33)

For −
√
B+H s0

2 < c < 0, the same statement holds, with the direction of the heteroclinic connections reversed.

3.4 Singular profile and existence

We use the analysis from the previous sections to construct a singular pulse profile for system (1.6) in the scaling
regime (3.1). We first describe the construction of this singular profile, and then state and prove the associated
existence theorem, Theorem 3.1.

Our first goal is to construct a heteroclinic solution in the semireduced system (3.12) between the equilibrium
(u = 1, p = 0, v = 0, q = 0, s = s0) ∈ M0 and the equilibrium (u = u+

1 , p = 0, v = v+(u+
1 ), q = 0, s = s0) ∈ M+

1

(3.23). This can be done in two ways: we can either connect `u
0 to `s

1 via φ†, or connect `u
1 to `s

0 via φ�. From
the geometry of the stable and unstable manifolds `u,s

0 and `u,s
1 , it is clear that these constructions are possible

for all values of u+
1 ; see also Figure 13. The reversibility symmetry of both (3.20) and (3.22), the unstable and

stable manifolds of each saddle equilibrium are mapped onto each other by reflection in the u-axis. Therefore, the
u-coordinate of the upwards jump via φ† is equal to the u-coordinate of the downwards jump via φ�. This value of
u := u∗ is the solution to the equation

√
A(u∗ − 1) = −sgn(u∗ − u+

1 )
√

2V+(u+
1 ) − 2V+(u∗), (3.34)
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Figure 12: Heteroclinic connections v†(ζ) and v�(ζ) (2.22) betweenM0 andM+
1 for a fixed, positive, O(1) value

of c. The direction of the heteroclinic connections is determined by the position of their u-coordinate relative to
the line u = 9

2 k (B +H s0).

cf. (3.27). From the analysis in 3.3, it follows that, for fixed c, only one of the two connections can exist, cf. Figure
12. The sign of u∗− 9

2 k (B +H s0) determines whether the upwards connection or the downwards connection exists.
For the persistence of the heteroclinic orbits between the two saddle points in the semi-reduced system (3.12) –
that is, for fixed s = s0 – the approach of [1, section 3] can be used. In fact, the persistence argument from the
proof of [36, Theorem 3.4] can be applied directly in this case.

Our ultimate goal is to construct a homoclinic orbit to the trivial equilibrium (u = 1, p = 0, v = 0, q = 0, s = 0)
of the full system (1.4). To that end, we use the heteroclinic orbits between the saddle equilibria in the semi-
reduced system (3.12), which were constructed for fixed s = s0, to jump betweenN0 andN1. The aforementioned
global equilibrium lies on N0, on which the superslow s-flow is in the positive s-direction, for s > 0. On N1, the
superslow s-flow can have different directions depending on the position of the equilibria of the superslow flow on
N1, cf. Figure 9; in particular, there exist configurations of these equilibria such that the flow onN1 is decreasing.
Based on these observations, we propose the following construction, consisting of four segments:

1. Start at (1, 0, 0, 0, 0) ∈ N0, and follow the superslow flow on N0 upwards to (1, 0, 0, 0, s0).

2. Use an upwards heteroclinic orbit in the semi-reduced system (3.12) to flow from (1, 0, 0, 0, s0) ∈ M0 to
(u+

1

∣∣∣
s=s0

, 0, v+(u+
1 )

∣∣∣
s=s0

, 0, s0) ∈ M+
1 . Note that, by definition, (u+

1

∣∣∣
s=s0

, 0, v+(u+
1 )

∣∣∣
s=s0

, 0, s0) ∈ N1, as long
as s0 < smax, cf. Figure 9.

3. Follow the superslow flow on N1 downwards to (u+
1

∣∣∣
s=0 , 0, v+(u+

1 )
∣∣∣
s=0 , 0, 0). Note that the starting point

(u+
1

∣∣∣
s=s0

, 0, v+(u+
1 )

∣∣∣
s=s0

, 0, s0) must be below any equilibria on N1, see Figure 9.

4. Use a downwards heteroclinic orbit in the semi-reduced system (3.12) with s0 = 0, to flow from
(u+

1

∣∣∣
s=0 , 0, v+(u+

1 )
∣∣∣
s=0 , 0, 0) ∈ M+

1

∣∣∣
s=0 to (1, 0, 0, 0, 0) ∈ M0|s=0.

This concatenation can be symbolically represented as

N0[0, s0] ∪ `u
0 ∪ φ†(·; u∗, s0) ∪ `s

1|s=s0 ∪ N1[0, s0] ∪ `u
1 |s=0 ∪ φ�(·; u+

1 |s=0, 0) ∪ `s
0|s=0. (3.35)

For a sketch, see Figure 14. This concatenated orbit can be constructed, provided that the following two matching
conditions are met:

u+
0

∣∣∣
s=s0

= u∗|s=s0
, u−0

∣∣∣
s=0 = u∗|s=0 , (3.36)

cf. (3.33) and (3.34). These conditions fix s0 and c for given parameter valuesA, B,H and k.
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Figure 13: Heteroclinic connections between the equilibrium onM0 and the equilibrium onM+
1 , for fixed s = s0.

These connections persist in the semireduced system (3.12).

Figure 14: The skeleton construction of a homoclinic orbit to the trivial equilibrium, projected onto the (u, v, s)-
hyperplane. The heteroclinic connections betweenN0 andN1 are those indicated in Figure 13, with corresponding
colours. For the (projected) superslow dynamics on N1, see Figure 9.
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The persistence of the singular construction presented in this section is stated in the following theorem, which
establishes the existence of a homoclinic orbit in the the full system (1.4)/(1.6) for asymptotically small values of
ε and δ, in the relative scaling (3.1). The arguments used in the proof are analogous to those used in the proof
of Theorem 2.4. However, in this case, the role of ε and δ is reversed; hence, the ‘key players’ of the proof –the
critical manifolds in the various (semi-) reduced systems– are different, yielding a qualitatively different phase
space geometry.

Theorem 3.1. Let s0 > 0 and c > 0 be such that equations (3.36) are satisfied. Assume that

4kB < 1, A >
4B2

1 − 4kB
, and A >

1
k

B +H s0

1 − 4k (B +H s0)
, (3.37)

and that
Bv+(u+

1 )
1 −Hv+(u+

1 )

∣∣∣∣∣∣
s=s0

> s0 > 0, (3.38)

where u+
1 is given by (3.23) and v+(u) by (3.17).

There exists a ε0 > 0 such that for all 0 < ε < ε0, there exists a δ0(ε) such that for all 0 < δ < δ0(ε), there exists a
solution (uh3, ph3, vh3, qh3, sh3) to system (1.6) that is homoclinic to the equilibrium (1, 0, 0, 0, 0). To leading order
in ε and δ, this solution is given by the homoclinic concatenation (3.35), and its speed is given by

c = c�(u∗(0), 0) + O(|ε| + |δ|), (3.39)

where u∗(s) is the solution to (3.34).

Proof. We consider system (3.12), which is independent of δ. For fixed s = s0, (3.12) is a singularly perturbed
system when 0 < ε � 1. From Fenichel theory, it follows that there exists a 0 < ε0 such that for all 0 < ε < ε0, the
normally hyperbolic branchesM0 (3.15) andM±1 (3.18) of the two-dimensional critical manifoldM (3.19) persist
as locally invariant manifolds. The two-dimensional stable and unstable manifolds of these branches,Wu,s(M0)
andWu,s(M±1 ), persist as well.

Fix s0. For ε = 0,Wu(M0) andWs(M+
1 ) intersect transversely in the union of heteroclinic orbits

⋃
u∈M+

1
φ†(u, s0)

(2.21). The concatenation `u
0∪φ†(·; u∗(s0), s0)∪`s

1[s0], with u∗(s0) given by (3.34) for s = s0, provides the intersec-
tion of the two-dimensional unstable manifold of the trivial equilibriumWu

0 ((1, 0, 0, 0)) withWs
0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)
,

the two-dimensional stable manifold of the unique equilibrium onM+
1 , which exists and lies onM+

1 by the inequal-
ityA > 1

k
B+H s0

1−4k(B+H s0) . We recall from Lemma 2.1 that the heteroclinic connection φ†(·; u∗, s0) breaks transversely
upon varying u ≈ u∗ or upon varying the speed c ≈ c†(u∗, s0). Thus for all sufficiently small ε > 0, we can ensure
the intersection ofWu

0 ((1, 0, 0, 0)) withWs
0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)

persists, by varying s near s = s0, thereby varying
both u and c near u = u∗(s0) and c = c†(u∗(s0), s0).

Likewise, fix s = 0.Wu(M+
1 ) andWs(M0) intersect transversely in the union of heteroclinic orbits

⋃
u∈M+

1
φ�(u, 0)

(2.21), since c = c†(u∗(s0), s0) = c�(u∗(0), 0) by the choice of u∗ (3.36). The concatenation `u
1[s = 0]∪φ�(·; u∗, 0)∪

`s
0 provides the intersection ofWu

0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)
, the two-dimensional unstable manifold of the unique equi-

librium on M+
1 , with the two-dimensional stable manifold of the trivial equilibrium Ws

0 ((1, 0, 0, 0)). By a sim-
ilar argument as above, for all sufficiently small ε > 0, we can ensure the intersection of Ws

0 ((1, 0, 0, 0)) with
Wu

0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)

persists, by varying u (resp. c) near u = u∗ (resp. c = c�(u∗, 0)) through varying s near
s = 0.

These intersections can be lifted into the geometry of the full five-dimensional system (2.2) when δ = 0. We
recall that system admits the one-dimensional critical manifolds N0 (3.4) and N1 (3.5), and that the equilibrium
P0 := (1, 0, 0, 0, 0) lies on N0. The associated values smax and u(vmax) (3.7) are positive because 0 < 4kB < 1 and
A > 4B2

1−4kB . BothN0 and the separate branchesN±1 (3.9) are normally hyperbolic for nonnegative values of u, v and
s, and hence persist for sufficiently small δ > 0, as do their three-dimensional stable manifoldsWs(N0),Ws(N±1 )
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and three-dimensional unstable manifoldsWu(N0),Wu(N±1 ). In the limit δ → 0 the unstable manifoldWu(P0)
corresponds to the three-dimensional manifold obtained by taking the union

Wu(P0) =
⋃
s∈N0

Wu
0 ((1, 0, 0, 0)) (3.40)

of the two-dimensional manifoldsWu
0 ((1, 0, 0, 0)) of the trivial equilibrium in (u, p, v, q)-space in (3.12) for s ∈

N0. Similarly the the stable manifoldWs(P0) of P0 corresponds to the three-dimensional manifold obtained by
taking the union

Ws(P0) =
⋃
s∈N0

Ws
0 ((1, 0, 0, 0)) (3.41)

of the two-dimensional stable manifoldsWs
0 ((1, 0, 0, 0)) for s ∈ N0. By the argument above, when c = c†(u∗, s0) =

c�(u∗, 0) and δ = 0, Ws(P0) transversely intersects the three-dimensional manifold Wu(N+
1 ) in the hyperplane

{u = u∗, p = −p∗} along the intersection ofWs
0 ((1, 0, 0, 0)) withWu

0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)
, and this intersection per-

sists for all sufficiently small ε > 0 and values of c ≈ c�(u∗(0), 0). Likewise,Wu(P0) transversely intersects the
three-dimensional manifoldWs(N+

1 ), in the hyperplane {u = u∗, p = p∗} along the intersection ofWu
0 ((1, 0, 0, 0))

withWs
0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)
, and this transverse intersection persists for all sufficiently small ε > 0 and values of

c ≈ c†(u∗(s0), s0).

Now, fix 0 < ε < ε0 and c near c†(u∗(s0), s0). There exists δ0(ε) such that for all sufficiently small 0 < δ < δ0(ε),
the unstable manifoldWu(P0) therefore transversely intersectsWs(N+

1 ) at a value of ũ(ε, δc) = u∗+O(ε+δ+ |c−
c†(u∗(s0), s0)|) along a stable fiber of the perturbed trajectory onN+

1 . Due to the inequality Bv+(u+
1 )

1−Hv+(u+
1 )

∣∣∣∣
s=s0

> s0 > 0,

the dynamics on N+
1 are monotonic by the absence of an equilibrium of the superslow s-flow. By the exchange

lemma [56], Wu(P0) aligns exponentially close (in δ)) along the three-dimensional manifold Wu(N+
1 ) upon

exiting a small neighborhood of N+
1 . We note that when ε = δ = 0 and u = u∗, the projection of N+

1 onto
N0 is orthogonal, thus also for values of u near u∗, and all sufficiently small ε > 0, 0 < δ < δ0(ε). In particular,
the projection ofN+

1 ontoN0 transversely intersectsN0 for all sufficiently small |c − c†(u∗(s0), s0)| and ε > 0, and
0 < δ < δ0(ε).

Using the fact thatWs(P0) transversely intersectsWu(N+
1 ) when δ = 0 along the intersection ofWs

0 ((1, 0, 0, 0))
with Wu

0

(
(u+

1 , 0, v
+(u+

1 ), 0)
)
, and the fact that this intersection breaks transversely upon varying the wave speed

c ≈ c�(u∗(0), 0), it remains to adjust

c = c�(u∗(0), 0) + O(ε, δ) = c†(u∗(s0), s0) + O(ε, δ) (3.42)

so that Wu(P0) intersects Ws(P0) upon exiting a neighborhood of N+
1 corresponding to a homoclinic orbit to

the equilibrium P0 of the full system (2.2) for all sufficiently small 0 < δ < δ0(ε), which is approximated by the
singular homoclinic orbit (3.35). �

4 Numerics

In this section, we present a numerical investigation of System (1.2) aimed to confirm and extend the analytical
results obtained in Sections 2-3. In particular, in Section 4.1 we use the numerical software AUTO to illustrate
the existence results provided in Theorems 2.3-(2.4) and 3.1. Then in 4.2, we perform numerical simulations of
System (1.2) for parameter values corresponding to case (i) and case (ii) in order to explore the dynamics of the
resulting pulses, and to provide numerical evidence for the stability of the pulses in the different cases considered
in Sections 2-3.

4.1 AUTO continuation: pulses of cases (i) and (ii) with(out) superslow plateau

Using AUTO70p, we illustrate the results of Theorems 2.3-2.4 and 3.1, and in particular for small ε, δ, we explore
the resulting traveling wave solutions in relation to the singular limit structures in Sections 2-3.
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Figure 15: Shown are the results of numerical continuation in the parameter k and wave speed c for the parameters
A = 1.5, B = 0.2, H = 0.1, ε = 10−3, δ = 10−2, corresponding to case (i) in Section 2. The upper left figure
depicts c vs. k, while the upper right figure depicts v-profiles for 3 different pulses along the continuation curve
(color matches corresponding symbol along continuation curve), showing the decreasing plateau width. The lower
panels depict the same 3 pulses in (u, p, v)-space (left) and (v, q, s)-space (right). Note that the continuation curve
eventually turns back on itself, resulting in a fast homoclinic pulse with trivial s and u dynamics (red).

We begin with the pulses constructed in Section 2. Fixing the parameters A = 1.5, B = 0.2, H = 0.1, ε = 10−3,
δ = 10−2, we find a pulse with superslow plateau at the value k = 0.955, corresponding to a traveling wave solution
as in Theorem 2.4. Continuing in AUTO, we slightly increase k and find that the superslow plateau reduces in
width and eventually disappears, corresponding to the case of Theorem 2.3, and showing that in fact these families
of pulses can lie on the same solution branch. The results of the continuation are depicted in Figure 15.

Proceeding similarly for the pulses constructed in Section 3, we fix the parameters A = 1.5, B = 0.2, H = 0.1,
ε = 10−3, δ = 10−4, and we again find a pulse at the value k = 0.955, corresponding to a traveling wave solution
of Theorem 3.1; see Figure 16. As above, we similarly continue in k and note that again the super slow plateau
disappears, resulting in a pulse with trivial s-dynamics; see the paragraph directly below (3.1).

Finally, we fix k = 0.955 and continue between the solutions of cases (i) and (ii) above, by decreasing δ from 10−2

to 10−4. The results are depicted in Figures 17 and 18.

Remark 4.1. The continuation between cases (i) and (ii), as shown in Figures 17 and 18, can be seen as an example
of case (iv), i.e. ε ∼ δ. Although we do not treat this case analytically, a rough back-of-the-envelope calculation
would start with writing δ = δ0ε for fixed δ0. Application of this scaling to systems (1.4) and (1.6) reveals that its
fast reduced system is equal to (2.18), as treated in Section 2.3. The (single) slow reduced system associated to
the scaling δ = δ0ε has simultaneous (u, p) and s-dynamics, given by (2.6) and (2.8) in the formulation of Section
2; or, equivalently, by (2.8) and (3.22) in the formulation of Section 3. The associated trivial and nontrivial critical
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Figure 16: Shown are the results of numerical continuation in the parameter k and wave speed c for the parameters
A = 1.5, B = 0.2, H = 0.1, ε = 10−3, δ = 10−4, corresponding to case (ii) in Section 3. The upper left figure
depicts c vs. k, while the upper right figure depicts v-profiles for 3 different pulses along the continuation curve
(color matches corresponding symbol along continuation curve), showing decreasing plateau width and resulting
in trivial s-dynamics (yellow). Similarly to case (i) in Figure 15, the continuation curve eventually turns back
sharply on itself, resulting in a fast homoclinic pulse with both trivial s and u dynamics (red). The lower panels
depict the same 3 pulses in (u, p, v)-space (left) and (v, q, s)-space (right).
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Figure 17: (Left) Shown are the results of numerical continuation in the parameter δ and wave speed c for the
parameters A = 1.5, B = 0.2,H = 0.1, ε = 10−3, k = 0.955, depicting a transition between the pulses of cases
(i) and (ii). (Right) Depicted in in (u, v, s)-space are 3 pulses obtained along the transition at the values δ =

10−2, 10−3, 10−4. The color of the orbit matches that of the corresponding symbol in the continuation curve. The
associated u, v, and s profiles are shown in Figure 18.
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Figure 18: Shown are the pulses from Figure 17 obtained at the values (from left to right) δ = 10−4, 10−3, 10−2,
labeled with the symbols as in the continuation curve in Figure 17. The u, v, s profiles are depicted in blue, orange,
and green, respectively. We can see how the structure of the profile changes as we transition between cases (i) and
(ii) of Sections 2-3. (Note the different length scale on the leftmost plot.)

manifolds are given by

Q0 := {v = q = 0} =
⋃
u0,p0

E0 =
⋃

s0

M0,

Q1 := {B +H s − uv(1 − kv) = 0} =
⋃
u0,p0

E±1 =
⋃

s0

M1,

cf. (2.10) and (3.15), (3.16). The key observation enabling analytical accessibility is that the slow dynamics are
decoupled, that is, (u, p) does not influence s and vice versa. The singular construction of a travelling pulse and
its proof of persistence can therefore be carried out in a manner analogous to the analysis presented in sections 2
and 3. One would have to carry out such analysis in detail to investigate how the existence conditions of Theorem
2.4 would match with those of Theorem 3.1.

4.2 Direct simulations

The scope of this section is to illustrate travelling wave solutions in cases (i) and (ii) as predicted by Theorems
2.3-(2.4) and (3.1), respectively. To this aim, we perform direct simulation of System (1.2) in MATLAB by using
finite differences for spatial discretization with periodic boundary conditions together with MATLAB’s ode15s
routine for time integration. Our investigation is performed in case (i) considering both profiles without and with
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Figure 19: Travelling wave solutions of System (1.2) in phase-space (V, VX , S ) obtained by direct simulations
with periodic boundary conditions on a 1D domain of length L up to time T using parameter values compatible
with case (i). Panels (a) and (b) show a solution without and with superslow plateau, respectively. The parameter
values used in the simulations areA = 1.5, B = 0.2,H = 0.1, ε = 10−3, T = 5 ·104, and (a)D = 3160, k = 1.059,
L = 10; (b)D = 2277, k = 0.955, L = 20.

superslow plateau and in case (ii). The number N of points used for the spatial discretization is N = 29970 for
case (i) and N = 10000 for case (ii). The initial conditions are chosen from the profiles obtained with the AUTO
continuation discussed in Section 4.1 as follows. For case (i), we fix the parameters A = 1.5, B = 0.2, H = 0.1,
ε = 10−3, δ = 10−2, and k = 1.059. Moreover, we consider a domain length L = 10. This leads to a numerical
speed c = 0.0316493, which in turn implies D = 3160 (see Eq. (1.5)). The resulting profile obtained in Section
4.1 is used as initial condition for a travelling pulse corresponding to case (i) without superslow plateau. On the
other hand, choosing the profile corresponding to k = 0.955, c = 0.0439164 in the AUTO continuation – which
leads to D = 2277 – and L = 20 while leaving the parameters A, B, H , ε, and δ unaltered, we obtain the initial
condition used for the numerical simulations corresponding to case (i) with superslow plateau. Finally, fixing A,
B,H , and k as in this last scenario while considering ε = 10−2, δ = 10−3, c = 0.0266721,D = 37492, and L = 60
we obtain the AUTO orbit to use as initial condition for case (ii). In case (i), we recover the two types of travelling
wave solutions – without and with superslow plateau – predicted by Theorems 2.3 and (2.4), respectively: for a
comparison of the orbits in (V, Vx, S ) phase space (corresponding to (v, q, s) in our analysis), see Figures 5-19(a)
for solutions without superslow plateau, and Figures 7-19(b) for solutions with superslow plateau. In case (ii), we
retrieve the travelling wave solution constructed in Theorem 3.1, respectively: for a comparison of the orbits in
(V, U, S ) phase space (corresponding to (v, u, s) in our analysis), see Figures 14-20. The space-time evolution of
the travelling pulses is shown in Fig. 21 for case (i) and Fig. 22 for case (ii).

5 Discussion

In this paper, we considered the existence of traveling homoclinic pulse solutions to the Klausmeier model with
autotoxicity (1.2). Based on the interplay between three timescales, determined by the relative scaling of the
parameters ε, δ, related to the diffusion coefficient ratio and autotoxicity timescale, respectively, we constructed
a variety of homoclinic stripe solutions for O(1) values of the system parameters A,B,H , k. In particular, the
inclusion of the effects of autotoxicity allows for a much broader variety of traveling stripe solutions, with or
without extended spatial plateaus, than in prior studies of the Klausmeier model without autotoxicity effects [1].

While the results of the current work are focused on existence of traveling waves, the numerical simulations in §4.2
suggest that the traveling waves constructed in the scaling regimes (i) and (ii) are in fact stable as solutions of (1.2),
at least in one spatial dimension. A natural question concerns the spectral stability of the waves constructed
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Figure 20: Travelling wave solutions of System (1.2) in phase-space (V, VX , S ) obtained by direct simulations
with periodic boundary conditions on a 1D domain of length L up to time T using parameter values compatible
with case (ii). The parameter values used in the simulations areA = 1.5, B = 0.2,D = 37492,H = 0.1, ε = 0.01,
k = 0.955, L = 60, and T = 5 · 104.
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Figure 21: Space-time evolution of travelling wave solutions of System (1.2) obtained by direct simulations with
periodic boundary conditions on a 1D domain of length L up to time T using parameter values compatible with
case (i). Panels (a) and (b) show a solution without and with superslow plateau, respectively. The parameter values
used in the simulations are A = 1.5, B = 0.2, H = 0.1, ε = 10−3, T = 5 · 104, and (a) D = 3160, k = 1.059,
L = 10; (b)D = 2277, k = 0.955, L = 20.

here: such an analysis would inherit the technical challenges present in the existence construction due to the
three-timescale structure. Nevertheless, we expect that existing techniques, using exponential trichotomies and/or
Evans function constructions [2, 25], could similarly be extended to handle the geometry of the linearized system
associated with (1.2), to track the small eigenvalues near the origin associated with the (multiple) fast fronts which
appear in the singular homoclinic constructions.

Our analysis focuses on the construction of localized homoclinic one-dimensional waves, though from the eco-
logical point of view, spatial vegetation patterns are inherently two-dimensional and not necessarily homoclinic
(i.e. ‘solitary’): they can form complex structures such as (interacting and deforming (multiple)) stripes and/or
spots, and labyrinthine patterns [18, 48, 59]. In one space dimension, the traveling waves constructed here form
the basis for the construction of spatially periodic patterns or, more generally, for the reduction of the PDE to a
finite dimensional ODE (on an approximate finite-dimensional manifold) describing the dynamics of multi-pulse
patterns – see [2, 57, 50] and the references therein. The three spatial scales structure of the patterns considered
here are expected to also add a deeper layer to the methods developed in the literature on spatially periodic and
interacting pulses – perhaps giving rise to unexpected challenges and/or phenomena.
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Figure 22: Space-time evolution of travelling wave solutions of System (1.2) obtained by direct simulations with
periodic boundary conditions on a 1D domain of length L up to time T using parameter values compatible with
case (ii). The parameter values used in the simulations are A = 1.5, B = 0.2, D = 37492, H = 0.1, ε = 0.01,
k = 0.955, L = 60, and T = 5 · 104.

In the planar setting, structures such as planar stripes or spot/gap/ring-type solutions can be built from the one-
dimensional traveling waves studied here – by either extending them in the direction transverse to propagation or
by imposing radial symmetry. In the simpler Klausmeier model (without autotoxicity) [2, 39],

∂U
∂t

= ∆U +A (1 − U) − UV2, (5.1a)

∂V
∂t

= ε2∆V + UV2(1 − kV) − BV (5.1b)

and in other models with similar geometry [60], the stability and dynamics of such singularly perturbed, far-
from-onset, structures in two spatial dimensions has been considered. In (5.1), two-dimensional stripes, and large
radial spot or ring solutions are expected to be unstable, though there is evidence that smaller spot solutions can be
stable [9], as can planar stripe solutions in the presence of advection (sloped terrain) [2, 11]. An area of future work
concerns whether the consideration of autotoxicity in (1.2) may have a stabilizing effect on the one-dimensional
traveling waves constructed here, when extended into two dimensions as stripes or radially symmetric spot or ring-
type solutions. Solutions constructed in the present study may help us better understanding from the mathematical
viewpoint the different types of structures, such as fairy-rings, that emerge in ecological settings [55].
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