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Abstract
Parker’s classical stellar wind solution [20] describing steady spherically symmet-

ric outflow from the surface of a star is revisited. Viscous dissipation is retained.
The resulting system of equations has slow-fast structure and is amenable to analysis
using geometric singular perturbation theory. This technique leads to a reinterpreta-
tion of the sonic point as a folded saddle and the identification of shock solutions as
canard trajectories in space [22]. The results shed light on the location of the shock
and its sensitivity to the system parameters. The related spherically symmetric
stellar accretion solution of Bondi [4] is described by the same theory.

keywords: transonic flow, stellar wind, canards, geometric singular perturbation theory

1 Introduction

Most material in the universe is in gaseous form. On average, a gas particle will travel
a certain distance, the mean free path, before changing its state of motion by colliding
with another particle. Provided we are interested only in length scales that are signifi-
cantly larger than the mean free path, we can regard the gas as a continuous fluid and
its properties are then described by the equations of gas dynamics. This paper concerns
transonic flows, i.e., gas flows exhibiting transitions between subsonic and supersonic
flow, arising in the theory of stellar accretion and stellar wind theory. We analyse the
mathematical properties of steady radial flows of either type from a geometric singular
perturbation theory (GSPT) point of view [5], focusing on viscous stationary spherically
symmetric transonic flows, and provide geometric interpretations of the classical stel-
lar wind solution of Parker [20] and the related spherically symmetric stellar accretion
solution of Bondi [4] in the context of canard theory [3, 22, 23].

We study the flow of a viscous compressible fluid (gas) described by the equations
(see, e.g., [17])

ρt +∇ · (ρu) = 0,

(ρu)t +∇ · (ρ(uu) + pI)− F = η1∇ · (∇u+ (∇u)T ) + η2∇ · ((∇ · u)I),
(1.1)
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where ρ > 0 is the density of the fluid, u ∈ R3 is the Eulerian velocity of the fluid,
F is the external (gravitational) force and p > 0 is the thermodynamic pressure. The
first equation describes the continuity equation (conservation of mass) and the second
is Euler’s equation (conservation of momentum). The quantity η1 = ηshear is the shear
viscosity (dynamic viscosity) while η2 := ηbulk − 2/3 ηshear is a combination of the shear
and bulk viscosities of the fluid; in the following both will be assumed to be constants,
independent of position. Viscous effects are important in flows which show either large
shearing motion or steep velocity gradients (shocks).

Assumption 1.1. In the absence of viscous effects the entropy of a comoving fluid
element is constant (ideal fluid). The pressure p(ρ) is a function of the density ρ which
satisfies

p(ρ) = βργ , (1.2)

where the adiabatic index γ, assumed to be constant, satisfies 1 ≤ γ ≤ 5/3. The pa-
rameter β ≡ pρ−γ > 0 is constant independent of the streamline, i.e., we consider an
isentropic flow. The two extreme cases of interest are isothermal flow (constant temper-
ature) corresponding to γ = 1 and adiabatic flow corresponding to γ = 5/3 (monoatomic
gas).

Remark 1.1. Formula (1.2) replaces the energy equation for the fluid (the third con-
servation equation of fluid dynamics).

Assumption 1.2. The only external force we assume to be acting is gravity, i.e.,

F = −ρg (1.3)

where g is the local acceleration due to gravity.

Remark 1.2. We assume the gas is unmagnetised and ignore all magnetic field effects.

System (1.1) under Assumptions 1.1 and 1.2 defines the astrophysical flow problem we
analyse in the following.

1.1 Steady, spherically symmetric viscous gas flow

We consider a star of mass M , at rest in an infinite gas cloud which is itself at rest at
infinity and of uniform density ρ∞ and pressure p∞ at infinity. We are interested in
spherically symmetric solutions of (1.1) which are functions of (r, t) only and satisfy the
following system:

ρt +
1

r2

∂

∂r
(ρr2u) = 0,

(ρu)t +
1

r2

∂

∂r
(ρr2u2) +

∂p

∂r
+ ρ

GM

r2
= η

∂

∂r

(
1

r2

∂

∂r
(r2u)

)
,

(1.4)
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where η := 2η1 + η2 = ηbulk + 4/3 ηshear ≥ 0 is the resulting combined viscosity (see, e.g.
[17]), and the gravitational force has only a radial component, i.e.,

F = −ρGM
r2

r̂

with G > 0 as the gravitational constant. Note that u ∈ R is now the radial velocity,
where u < 0 corresponds to inflow (towards the star) and u > 0 to outflow (away from
the star). The flow is supersonic if |u| > c and subsonic if |u| < c, where

c =

(
dp

dρ

)1/2

> 0 (1.5)

denotes the adiabatic speed of sound. Note that c is independent of r only in the
isothermal case γ = 1 and is then equal to

√
β.

For steady flow, Eqs. (1.4) reduce to the ordinary differential equations

1

r2

d

dr
(ρr2u) = 0,

1

r2

d

dr
(ρr2u2) +

dp

dr
+ ρ

GM

r2
= η

d

dr

(
1

r2

d

dr
(r2u)

)
.

(1.6)

The continuity equation implies ρr2u = K with constant mass flux |K|, i.e., for inflow
(u < 0) we have K < 0 while for outflow (u > 0) we have K > 0. We can solve this
equation to obtain the density as a function of the radial distance r and the velocity u,

ρ = ρ(u, r) =
K

r2u
> 0 , (1.7)

and hence obtain the pressure p = p(ρ(u, r)) through (1.2). We are left with the (viscous)
Euler equation

1

r2

d

dr
(ρr2u2) +

dp

dr
+ ρ

GM

r2
= η

d

dr

(
1

r2

d

dr
(r2u)

)
(1.8)

to determine the velocity u = u(r). This equation can be rewritten in the form

d

dr

(
p+ ρu2 − ηdu

dr
− η2u

r

)
︸ ︷︷ ︸

:=m

= −2ρu2

r
− ρGM

r2
. (1.9)

We therefore define the auxiliary variable

m := p+ ρu2 − ηdu
dr
− η2u

r
, (1.10)

leading to the following system of first order nonautonomous ordinary differential equa-
tions:

dm

dr
= −2ρu2

r
− ρGM

r2

η
du

dr
= −m+ ρu2 + p− η2u

r
.

(1.11)
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Remark 1.3. The auxiliary variable m is a pressure-like variable, equal to the sum
of the thermodynamic pressure p and the ram pressure ρu2 when viscosity is neglected
(cf. [25], Ch. 6). As shown below an important property of this variable is that it
remains continuous across shocks even in the inviscid limit η → 0 while the velocity u,
thermodynamic pressure p and density ρ all develop discontinuities.

1.2 Statement of main result: stellar wind/accretion solutions

Equations (1.11) are to be solved subject to appropriate (astro)physical boundary con-
ditions. We consider an infinite gas cloud at rest as r → ∞ with uniform density
ρ → ρ∞ > 0 and pressure p → p∞ > 0. This defines the ambient boundary condition
m→ m∞ = p∞ for (1.11). A second condition is given by fixing the mass flux |K| which
is equivalent of fixing ρ(r0)u(r0) = ρ0u0 at a location r = r0 > 0 near the stellar surface1

through (1.7). With this astrophysically motivated choice of the inner boundary, we
avoid the singularity at r = 0 in (1.11), even though this singularity can be handled
mathematically. We note that the density ρ(r) (equivalently, velocity u(r)) is not fixed
by these boundary conditions, although the constant mass flux |K| in (1.7) with ρ∞ > 0
demands that the speed u decays as 1/r2 as r →∞. We also assume that the speed u0

at the stellar surface is subsonic, i.e. u0 < c(r0) := c0. Thus the specification of r0, K
and m∞ suffices to determine a transonic solution of (1.11).

Since u(r1) := u1 must be subsonic for sufficiently large r1 we can restrict our analysis
to a bounded domain r ∈ [r0, r1]. From a mathematical point of view, we simply shift
the ambient boundary condition p → p∞ to p(r1) := p1 at r = r1, assuming that
p1 corresponds to the original boundary condition p → p∞.2 Moreover, the use of a
bounded domain enables us to compare our results directly with numerical solutions of
the partial differential equations (PDEs) (1.4).

Our aim is thus to find transonic solutions such that u0 is subsonic at r = r0 but
u becomes supersonic at some r = rc > r0 (see [8], sections 2 and 3) before it becomes
subsonic again at r = rj > rc, rj < r1. In the outflow problem, these are the stellar
wind solutions, and for the inflow problem, these are the transonic accretion solutions.

Definition 1.1. A transonic solution (m,u) = (m(r), u(r)) to (1.11) fulfills:

(i) |u(r0)| and |u(r1)| are subsonic at the boundaries.

(ii) |u(r)| is supersonic for r ∈ Isuper, where Isuper ⊂ (r0, r1) is a closed interval.

If u > 0 for all r, then we refer to (m,u) as a transonic stellar wind solution; if u < 0
for all r, then we refer to (m,u) as a transonic stellar accretion solution.

With this definition, we have the following theorem, which is the main result of this
paper.

1The solar wind is in fact accelerated through energy deposition into the flow above the surface of
the Sun and it is this process that is ultimately responsible for specifying K. However, in the following
we take K to be prescribed and refer to r = r0 as the stellar surface.

2In principle p1 can be calculated through compactification.
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Theorem 1.1. Given (1.4), respectively (1.11), with fixed γ ∈ [1, 5/3), mass flux |K| > 0
and sufficiently large Reynolds number Re� 1 the following statements hold.

(i) For the outflow problem u > 0, there exists an open pressure interval (pc1, p
f
1) such

that for a given ambient pressure p(r1) = p1 ∈ (pc1, p
f
1), there exists a pressure

pc(r0) = pc0 at the stellar surface r = r0 that supports a steady transonic stellar
wind solution with these boundary conditions.

(ii) For the inflow problem u < 0, there exists an open pressure interval (pc0, p
f
0) such

that for a given surface pressure p(r0) = p0 ∈ (pc0, p
f
0), there exists an ambient

pressure pc(r1) = pc1 that supports a steady transonic stellar accretion solution with
these boundary conditions.

If γ = 5/3, then no transonic solutions exist.

Remark 1.4. The assumption of large Reynolds number Re� 1, i.e. that inertial forces
dominate viscous forces, is a natural assumption in this type of system.

In the outflow problem u > 0, the mass flux |K| determines the surface pressure p0

that leads to a transonic solution. This solution must undergo a reverse transition to
subsonic flow in order to connect to the ambient pressure p1 at r1. When Re � 1, this
transition takes the form of a ‘shock’ whose position is determined by p1.

Similarly, for the inflow problem u < 0, the mass flux |K| determines the pressure
p1 that leads to a transonic solution. This solution must undergo a reverse transition
to subsonic flow in order to connect to the pressure p0 at the stellar surface r0. When
Re� 1, this transition takes the form of a ‘shock’ whose position is determined by p0.

Remark 1.5. We discuss briefly the intervals of admissible boundary pressure values in
Theorem 1.1:

For the outflow problem u > 0, if the ambient pressure is too strong, i.e. p1 > pf1 ,
then there still exists a p0 that supports a steady solution, but this solution is entirely
subsonic. Solutions of this type are known as stellar breezes. If the ambient pressure is
too weak, i.e. p1 < pc1, then no steady solution is supported with subsonic speed u0 at
r = r0 within this model.

Similarly, for the inflow problem u < 0, if the surface pressure is too strong, i.e.
p0 > pf0 , then there still exists a p1 that supports a steady solution, but this solution is
entirely subsonic. If the star pressure is too weak, i.e. p0 < pc0, then no steady solution
is supported with subsonic speed u1 at r = r1 within this model.

Remark 1.6. For η > 0, we solve (1.11) as a nonlinear two-point boundary value
problem with a condition on the pressure, say, imposed at r = r0 and again at r =
r1. This problem has a unique smooth solution only for discrete values of a nonlinear
eigenvalue (for example, the flux K). Since K is determined in practice by acceleration
near the stellar surface we instead adjust the location of the far boundary to the assumed
value of K. In either case as η → 0 this solution sharpens and forms a shock, and very
small adjustments in the boundary conditions and/or location suffice to account for the
effects of finite η when η is small.
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The remainder of this paper is laid out as follows. In section 2, we perform a dimen-
sional analysis which identifies (1.11) as a singular perturbation problem. In section 3,
we describe the geometric singular perturbation approach that takes advantage of the
slow fast splitting of variables and, in particular, provides a geometric interpretation
of the sonic point and shock conditions. This allows us in section 4 to construct the
corresponding transonic solutions outlined in Definition 1.1, and to prove their existence
as stated in Theorem 1.1. Section 5 contains a brief numerical study, followed by a
discussion of the results in section 6.

2 Dimensional analysis

The first step in our analysis is to nondimensionalize (1.11). Only then can we under-
stand the relative sizes of the terms involved and hence the structure of the equations.
The following table shows the variables, parameters and their scales using SI units:

Name SI unit

u velocity m/s

m total pressure kg/(m · s2)

r radial distance m

ρ density kg/m3

p thermodynamic pressure kg/(m · s2)

G gravitational constant m3/(kg · s2)

M (point) mass of stellar object kg

η viscosity kg/(m · s)
γ adiabatic index 1

|K| mass flux kg/s

β entropy parameter (m/s)2 · (kg/m3)1−γ

It is convenient to introduce natural reference scales for the dependent and independent
variables under study, here (u,m, r). In the context of astrophysical gas dynamics, a
natural reference velocity is the adiabatic speed of sound (1.5),

c =

(
dp

dρ

)1/2

= (γβ)
1
2

(
K

r2u

) γ−1
2

> 0 . (2.1)

To cover all possible values of the adiabatic index γ, we introduce the local Mach number
v of the flow defined by

u = cv,

and rewrite the system (1.11) in the form

dm

dr
= −2ρ

r

(
c2v2 +

GM

2r

)
η
dv

dr
=

(
γ + 1

2

)
1

c

(
−m+ ρc2v2 + p

)
− 2η

v

r
.

(2.2)
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Here we used the fact that

dc

dr
= −

(
γ − 1

2

)
c

(
2

r
+

1

u

du

dr

)
.

Next we introduce dimensionless variables n and s through

m = kmn , r = krs ,

with reference scales km and kr (yet to be determined), yielding the dimensionless nonau-
tonomous system

dn

ds
= −2ρ̄

s

(
kρk

2
c

km
c̄2v2 +

GMkρ
2kmkr

1

s

)
ηkc
kmkr

dv

ds
=

(
γ + 1

2

)
1

c̄

(
−n+

kρk
2
c

km
ρ̄c̄2v2 +

kp
km

p̄

)
− ηkc
kmkr

2v

s
.

(2.3)

Here
c = kcc̄ , ρ = kρρ̄ , p = kpp̄ ,

and (c̄, ρ̄, p̄) represent the dimensionless (adiabatic) speed of sound, density and thermo-
dynamic pressure, respectively, given by the expressions

c̄ =

(
1

s2|v|

) γ−1
γ+1

, ρ̄ =

(
1

s2|v|

) 2
γ+1

, p̄ =
1

γ

(
1

s2|v|

) 2γ
γ+1

=
1

γ
ρ̄γ , (2.4)

with (derived) reference scales

kc = (γβ)
1

γ+1

( |K|
k2
r

) γ−1
γ+1

, kρ = (γβ)
− 1

γ+1

( |K|
k2
r

) 2
γ+1

, kp = (γβ)
1

γ+1

( |K|
k2
r

) 2γ
γ+1

.

Note that c̄2 = p̄ρ̄, i.e., we have the equivalent dimensionless definition of the adiabatic
speed of sound. By choosing3

km := kp ,

where kp = kρk
2
c , we obtain the dimensionless nonautonomous system

dn

ds
= −2ρ̄

s

(
c̄2v2 +

α

s

)
ε
dv

ds
=

(
γ + 1

2

)
1

c̄

(
−n+ ρ̄c̄2v2 + p̄

)
− ε2v

s

(2.5)

parametrized, in addition to γ, by the two dimensionless parameters

α :=
GM

2krk2
c

=
GM

2
(γβ)

− 2
γ+1 |K|

2(1−γ)
γ+1 k

3γ−5
γ+1
r , (2.6)

ε :=
η

krkρkc
=
ηkr
|K| . (2.7)

3Recall from Remark 1.3 that m is a pressure-like variable.
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Note the reduction from five dimensional parameters (G,M, η, |K|, β) to two dimension-
less parameters (α, ε) as expected from dimensional analysis. By choosing

kr :=

[(
GM

2

)γ+1

(γβ)−2|K|2(1−γ)

] 1
5−3γ

, (2.8)

a quantity defined for 1 ≤ γ < 5/3 only, we can fix the dimensionless parameter α = 1
defined in (2.6). Note that the length scale kr defined in (2.8) depends sensitively on γ
in the limit γ → 5/3.

Assumption 2.1. Let uesc :=
√

2GM/r0 be the escape speed from the surface of the
star. We require that uesc > 2c0, where c0 = c(r0) denotes the adiabatic speed of sound
at the stellar surface.

Lamers and Cassinelli [16] show that in the isothermal case uesc > 2c0; their Table
3.1 provides a comparison between the escape speed and the isothermal sound speed.
This observation remains valid for the polytropic case for any 1 < γ ≤ 5/3.

With p0, ρ0 denoting the pressure and density at the stellar surface, the corresponding
adiabatic sound speed (Eq. (2.1)) is c0 =

√
γp0/ρ0. Using β = p0ρ

−γ
0 (Assumption 1.1)

and the fact that |K| = ρ0r
2
0|u0| (Eq. (1.7)) allows us to factorize (2.8) as follows:

kr =

[(
uesc

2c0

)γ+1( c0

|u0|

)γ−1
] 2

5−3γ

r0 =: σ0r0 , (2.9)

where u0 is the speed at r = r0. Since
2

5− 3γ
≥ 1 for 1 ≤ γ < 5/3 we see that σ0 > 1

whenever

|u0|
c0

<

(
uesc

2c0

) γ+1
γ−1

. (2.10)

Based on Assumption 2.1 it follows that the condition σ0 > 1 holds for all winds that
are subsonic at the stellar surface. For such winds kr > r0.

The inverse of the dimensionless parameter ε (2.7) represents the Reynolds number
Re of the flow at the stellar surface:

1

ε
=
krkρkc
η

=
inertial forces

viscous forces
=: Re .

As in (2.9), we are able to factorize ε:

ε = σ0
η0

ρ0r0|u0|
=: σ0ε0 . (2.11)

Thus the order of magnitude of ε is determined by ε0 for 1 ≤ γ < 5/3. We estimate
ε0 using typical parameter values for conditions near the solar surface [19]. For ionized

hydrogen η0 ≈ 1.2 × 10−16T
5/2
0 g cm−1 s−1, ρ0 = 3 × 107mH g cm

−3, where mH is the
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mass of a proton in grams, and r0 = 1011 cm. Assuming a typical outflow velocity u0 ∼
2×107 cms−1 and surface temperature T0 = 104 ◦K, we obtain the estimate ε0 ≈ 10−8; if
the temperature of the corona is used instead the estimate becomes ε0 ≈ 10−3. Thus the
conclusion that ε0 � 1 is robust despite the rapidly changing conditions in this region
and inertial forces dominate viscous forces throughout the flow whenever γ is bounded
away from γ = 5/3 – unless there are regions in which gradients are locally very large.
Such regions are associated with the presence of shocks.

To deal with the γ = 5/3 case we have to choose a different characteristic length
scale. We use the radius r0 of the star,

kr := r0 , (2.12)

i.e., we take σ0 = kr/r0 = 1. In fact this choice works for all γ ∈ [1, 5/3] but α is then
no longer unity:

α =

(
uesc

2c0

)2( c0

|u0|

) 2(γ−1)
γ+1

. (2.13)

From Assumption 2.1 it follows that α > 1 for all winds that are subsonic at the stellar
surface. Moreover

ε = ε0 =
η0

ρ0r0|u0|
� 1 , (2.14)

as shown before.
We perform our analysis first with kr defined by (2.8) and then explain how the results

relate to the case where the scale (2.12) is used instead. We consider (2.5) as a singularly
perturbed system with singular perturbation parameter ε� 1 for all γ ∈ [1, 5/3] recalling
the different definitions of kr where necessary, and study its solutions subject to Dirichlet
boundary conditions on (n, v) at s0 ≡ r0/kr, respectively s1 ≡ r1/kr, implied by the
choice of (2.9), respectively (2.12).

We give the equivalent definition of a transonic solution:

Definition 2.1. A transonic solution (n, v) = (n(s), v(s)) to (2.5) fulfills:

(i) |v(s0)| < 1 and |v(s1)| < 1 at the boundaries.

(ii) |v(s)| > 1 for s ∈ Isuper, where Isuper ⊂ (s0, s1) is a closed interval.

If v > 0 for all s, then we refer to (n, v) as a transonic stellar wind solution; if v < 0
for all s, then we refer to (n, v) as a transonic stellar accretion solution.

With this definition, we can reformulate Theorem 1.1 in terms of dimensionless vari-
ables. Given the relations (2.4), at the fixed values of s = s0, s1, the pressure boundary
conditions from Theorem 1.1 may be equivalently expressed in terms of the Mach number
v.

Theorem 2.1. Consider (2.5) with fixed γ ∈ [1, 5/3) and s0 < 1 < s1. We have the
following.
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(i) For the outflow problem v > 0, there exist 0 < vf1 < vc1 < 1 such that for each

v1 ∈ (vf1 , v
c
1) and each sufficiently small ε > 0, there exists vc0 = vc0(ε) ∈ (0, 1) and

a steady transonic stellar wind solution satisfying v(s0) = vc0(ε) and v(s1) = v1.

For 0 < v1 < vf1 , there exists a solution to (2.5), but it is entirely subsonic, and
for v1 > vc1, there is no solution which is subsonic at s = s0.

(ii) For the inflow problem v < 0, there exist −1 < vc0 < vf0 < 0 such that for each

v0 ∈ (vc0, v
f
0 ) and each sufficiently small ε > 0, there exists vc1 = vc1(ε) ∈ (−1, 0) and

a steady transonic stellar accretion solution satisfying v(s0) = v0 and v(s1) = vc1(ε).

For vf0 < v0 < 0, there exists a solution to (2.5), but it is entirely subsonic, and
for v0 < vc0, there is no solution which is subsonic at s = s1.

If γ = 5/3, then no transonic solutions exist.

3 Geometric singular perturbation approach

First, we introduce a dummy slow variable dy := ±ds in the system (2.5), where the
positive sign refers to the outflow (v > 0) problem and the minus sign to the inflow
(v < 0) problem, and write

ds

dy
= ±1 =: g1(s, n, v, ε)

dn

dy
= ∓2ρ̄

s

(
c̄2v2 +

α

s

)
=: g2(s, n, v, ε)

ε
dv

dy
= ±

(
γ + 1

2

)
1

c̄

(
−n+ ρ̄c̄2v2 + p̄

)
∓ ε2v

s
=: f(s, n, v, ε) ,

(3.1)

yielding an autonomous singularly perturbed system with ‘slow’ variables (s, n), ‘fast’
variable v and a singular perturbation parameter ε� 1.

Remark 3.1. Recall that we can set α = 1 for all γ ∈ [1, 5/3).

While this system is now autonomous and hence suitable for a classic geometric
singular perturbation analysis [5, 13, 24], it has no equilibria as expected from a nonau-
tonomous system.

By rescaling the independent dummy variable y = εz, we obtain the equivalent
singularly perturbed system

ds

dz
= εg1(s, n, v, ε)

dn

dz
= εg2(s, n, v, ε)

dv

dz
= f(s, n, v, ε)

(3.2)
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evolving on the fast scale z. The singular nature of these systems is revealed by taking
the limit ε→ 0. For the fast system (3.2) this yields the layer problem

ds

dz
= 0

dn

dz
= 0

dv

dz
= ±

(
γ + 1

2

)
1

c̄

(
−n+ ρ̄c̄2v2 + p̄

)
= f(s, n, v, 0)

(3.3)

for the evolution of the fast variable v. Note that the slow variables (s, n) are parameters
in the layer problem. Hence this is a one-dimensional problem where the slow variables
are bifurcation parameters.

On the other hand, for the slow system (3.1) the result of taking the limit ε → 0 is
the reduced problem

ds

dy
= ±1 = g1(s, n, u, 0)

dn

dy
= ∓2ρ̄

s

(
c̄2v2 +

α

s

)
= g2(s, n, v, 0)

0 = ±
(
γ + 1

2

)
1

c̄

(
−n+ ρ̄c̄2v2 + p̄

)
= f(s, n, v, 0) ,

(3.4)

which is a two-dimensional differential-algebraic system for the evolution of the slow
variables (s, n). The phase space of the reduced problem is defined by the algebraic
constraint 0 = f(s, n, v, 0) and is called the critical manifold:

S := {(s, n, v) ∈ R3 : f(s, n, v, 0) = 0} .

It is also the equilibrium manifold of the layer problem (3.3) and plays a key role in
understanding the dynamics of the singularly perturbed problem under study.

The main idea of geometric singular perturbation theory [5, 13] is to concatenate
solutions of the two limiting lower dimensional problems (3.3) and (3.4) to obtain an
approximate solution of the full problem (3.2), resp. (3.1), and then show that such a
solution will persist under small perturbations ε� 1.

3.1 Layer problem

System (3.3) evolves along one-dimensional fast fibers (n, s) = constant in three-dimensional
phase space. Here, the critical manifold S is a two-dimensional manifold of equilibria.
Observing that

∂f

∂n
:= fn = ∓

(
γ + 1

2

)
1

c̄
≶ 0

and
∂f

∂s
:= fs = ∓2

ρ̄c̄

s
(γv2 + 1) ≶ 0

11



evaluated along the critical manifold S, the implicit function theorem (IFT) implies that
f = 0 can be solved (locally) for n (or s). Here, S has a graph representation which we
can give explicitly:

S = {(s, n, v) ∈ R3 : n = N(s, v)},
where

N(s, v) := ρ̄c̄2v2 + p̄ = γp̄

(
v2 +

1

γ

)
= ρ̄γ

(
v2 +

1

γ

)
.

We have the following.

Proposition 3.1. The critical manifold S = Sa ∪ F ∪ Sr is folded with an attracting
subsonic branch Sa, sonic fold curve F and a repelling supersonic branch Sr.

Proof. We investigate the stability properties along S, i.e., we calculate the Jacobian
in the fast direction which is simply the partial derivative of f with respect to the fast
variable v,

∂f

∂v
= fv = ± ρ̄c̄

v
(v2 − 1) , (3.5)

where we have used the fact that

ρ̄v = −
(

2

γ + 1

)
ρ̄

v
, c̄2ρ̄ = γp̄ .

Since v2 = 1 corresponds to locations where the flow speed equals the sound speed (Mach
number = 1), we obtain the following stability result for the critical manifold S:

fv < 0

fv = 0

fv > 0

 for


1 > v2 subsonic, attracting

1 = v2 sonic

1 < v2 supersonic, repelling.

Next, we observe that

fvv = ±ρ̄c̄
(

1 +
1

v2

)
≷ 0

evaluated along the sonic curve v2 = 1, which we denote by F . Hence S = Sa ∪ F ∪ Sr
is folded along the sonic curve, with attracting branch Sa (v2 < 1) and repelling branch
Sr (v2 > 1).

Note that the Jacobian of {f = 0, fv = 0} evaluated along the fold F is given by

J =

(
fs fn 0
fvs fvn fvv

)
. (3.6)

Thus the IFT implies that the sonic fold curve F can be parametrized (locally) by s,
i.e.,

F = {(s, n, v) ∈ S : n = N(s, V (s)), v = V (s) = ±1, s > 0} .
An example of the folded critical manifold is shown in Figure 1 for γ = 7/5. The fold
structure (i.e. the sonic curve) is clearly visible.

12



v

s
n

Figure 1: Folded critical manifold S for γ = 7/5. Fold is along v2 = 1. The upper
supersonic branch Sr is repelling while the lower subsonic branch Sa is attracting. For
v < 0, the manifold is a mirror image of this manifold in the plane v = 0 with the same
properties.

3.2 Reduced problem

The phase space of the reduced problem (3.4) is the critical manifold S. Since this
manifold is given as a graph over (s, v)-space, we project the reduced flow onto this
single coordinate chart. We take the total derivative of f(s, n, v, 0) = 0 with respect to
the slow scale y to obtain the reduced system (3.4) in the (s, v)-chart:

ds

dy
= g1(s, n, v, 0)

−fv
dv

dy
= fsg1(s, n, v, 0) + fng2(s, n, v, 0) .

(3.7)

Using the definitions of the partial derivatives of f and dividing out a common factor
in the second equation we obtain the following reduced problem in the coordinate chart
(s, v):

ds

dy
= ±1

±
(

1

v
− v
)
dv

dy
=

1

s

(
(1− γ)v2 − 2 + (γ + 1)

α

sc̄2

)
,

(3.8)

where

1

sc̄2
=

(
1

s

) 5−3γ
γ+1

(
1

|v|

)− 2(γ−1)
γ+1

.

Obviously, there are no equilibria in the reduced problem (3.8) reflecting the nonau-
tonomous nature of the original problem. On the other hand, this system is singu-
lar along the sonic fold curve v2 = 1. We desingularize the system by the rescaling

13



dy = ±s(1

v
− v)dȳ which gives the desingularized system

ds

dȳ
= s

(
1

v
− v
)

dv

dȳ
= (1− γ)v2 − 2 + (γ + 1)

α

sc̄2
.

(3.9)

The phase portraits of the reduced and desingularized system are equivalent up to a
change of orientation in the supersonic domain, i.e., v2 > 1.

Equilibria of the desingularized system (3.9) are called folded singularities and are
classified by type according to the eigenvalues of the linearization of (3.9) [22, 2]. If we
use the kr given by (2.8) which is well-defined for 1 ≤ γ < 5/3 and fixes α = 1 then
there is a folded singularity at

(s∗, v∗) = (1,±1). (3.10)

This fact illustrates the advantage of using the length scale kr (2.8) in the analysis. In
contrast, if we use the scale kr = r0 (2.12) which is well-defined for all 1 ≤ γ ≤ 5/3 then
the folded singularity occurs at

(s∗, v∗) = (α
γ+1
5−3γ ,±1) . (3.11)

Definition 3.1. The folded singularity (3.10), respectively (3.11), is known as the sonic
point in the astrophysical literature.

Remark 3.2. Recall that the length scale kr defined in (2.8) diverges for subsonic outflow
as γ → 5/3 from below. Hence the physical location of the sonic point (3.11) moves
further and further from the star, a result consistent with the fact that a subsonic wind
with γ = 5/3 never becomes supersonic in the absence of energy or momentum injection
[16]. The result is confirmed using the length scale (2.12) for which the location of the

sonic point is given s∗ = α
γ+1
5−3γ , a quantity that also diverges as γ → 5/3 since, as

already noted, α > 1. Thus the case γ = 5/3 can be excluded from the transonic flow
problem.

Proposition 3.2. In the range 1 ≤ γ < 5/3 of the adiabatic index, the folded singularity
(3.11) is of saddle type.

Proof. We calculate the Jacobian of the desingularised system (3.9) evaluated at the
folded singularity (3.11):

J =


(

1

v
− v
)

s

(
− 1

v2
− 1

)
(γ + 1)

∂

∂s

( α

sc̄2

)
2(1− γ)v + (γ + 1)

∂

∂v

( α

sc̄2

)

∣∣∣∣∣∣∣
(s∗,v∗)

=

(
0 −2α

γ+1
5−3γ

(3γ − 5)α
2γ−6
5−3γ ±2(1− γ)(1− α)

)
.

(3.12)
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Figure 2: Sketch of the reduced flow projected onto the (s, v)-chart for outflow (top
panels) and inflow (bottom panels) including true and faux folded saddle canards and
the projection of the upper canard onto Sa. (Note that in the inflow (v < 0) diagrams,
while the vertical axis represents the absolute value |v|, we abuse notation and drop the
moduli from the labels of specific v-values.)

The determinant of the Jacobian is given by

det J =
2

α
(3γ − 5) < 0 for γ <

5

3
,

and hence the singularity (3.11) is a folded saddle [22].

Remark 3.3. This result again highlights the special role of the limit γ → 5/3, this time
responsible for the presence of a zero eigenvalue. Note how the Jacobian simplifies for
α = 1, i.e., when the sonic point is defined by (3.10).

By looking at the first row of the Jacobian we notice that the eigenvector of the
negative eigenvalue of the folded saddle always has a positive slope while the eigenvector
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of the positive eigenvalue always has negative slope; see Figure 2, upper panels. Note
that the symmetry (v ↔ −v, ȳ ↔ −ȳ) in (3.9) implies that it suffices to show phase
portraits for v > 0. We identify two specific solutions that cross the sonic point, a
canard (from sub- to supersonic), which we denote by Γc, and a faux canard (super-
to subsonic) which we denote by Γf , of folded saddle type [2, 22]. The canards are of
particular interest since they can be related to stellar wind and stellar accretion with
supersonic speed. Eventually, these solutions must become subsonic again, either in the
far-field for stellar winds or close to the stellar object for accretion. The only way this can
be accomplished is via a jump (shock) from the supersonic to the subsonic branch. For
this we have to project the canard from Sr onto Sa; see Figure 2, upper panels. Hence
we have to concatenate solutions of the reduced problem (Γc,Γb) and the layer problem
(φbi) to construct singular limit solutions Γ0 = Γc ∪ φbi ∪ Γb that fulfill the prescribed
subsonic boundary conditions for our transonic flow problem; see Figure 2.

4 Existence of stellar wind/accretion solutions

In this section, we construct transonic stellar wind/accretion solutions using the above
geometric singular perturbation theory framework. As stated in section 2, we construct
solutions on a finite interval s ∈ [s0, s1]. The general idea of the existence proof is to
choose one-dimensional boundary manifolds in the planes s = s0 and s = s1 and follow
these forward (resp. backward) under the flow of (3.2), tracing out two-dimensional man-
ifolds. We then show that these manifolds intersect transversely along a one-dimensional
trajectory, giving the desired solution, which concludes the proof of Theorem 2.1.

Remark 4.1. We focus first on the isothermal case γ = 1 which is easier owing to
constant sound speed and then deal with the case 1 < γ < 5/3. In both cases, we use the
definition (2.8) of kr that fixes the sonic point at (s∗, v∗) = (1,±1).

4.1 The case γ = 1

Our starting point is the desingularized problem (3.9) which in the case of γ = 1 and
α = 1 reduces to

ds

dȳ
= s

(
1

v
− v
)

dv

dȳ
= 2

(
1

s
− 1

)
.

(4.1)

System (4.1) is conservative with

E(s, v) := 2

(
ln s+

1

s

)
+ ln |v| − v2

2
(4.2)

as a conserved quantity, i.e., solutions of (4.1) evolve along level curves E(s, v) =
constant. Canards pass through the sonic point (s∗, v∗) = (1,±1), i.e., they correspond
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to the level curves given by E(s, v) =
3

2
. The two saddle canards, the true canard Γc

and the faux canard Γf , partition the (s, v) phase space into four sectors (note that the
position of Γc, Γf depend on whether we are considering the inflow or outflow problem;
see Figure 2). Note that E evaluated along the fold line |v| = 1 has a minimum at the
sonic point, while it has a maximum at the sonic point when evaluated along s = 1,
another indicator of the saddle structure. Thus, level curves E(s, v) = constant > 3/2
can be found in the (left and right) sectors bounded by the canards that include the
fold |v| = 1 while the other two (upper and lower) sectors correspond to level curves
E(s, v) = constant < 3/2.

We wish to find the projection of the canard segment Γc along the repelling branch
Sr onto the attracting branch Sa. We define Π : Sr → Sa to be the map which projects
from the repelling branch Sr along the one-dimensional fast fibers to the corresponding
point on the attracting branch Sa. We note that for γ = 1, the folded critical manifold
is defined by the equation

0 = f(s, n, v, 0) := −n+
1

s2|v| +
|v|
s2

(4.3)

which is quadratic in v, and so we can find the Sa/r branches of the folded critical
manifold as the graphs

|vr(n, s)| =
ns2 +

√
n2s4 − 4

2
, |va(n, s)| =

ns2 −
√
n2s4 − 4

2
. (4.4)

Note the symmetry v ↔ 1

v
in (4.3) which implies that the roots in (4.4) are related

by |va/r| = |vr/a|−1. Thus the projection of a point (n, s, vr(n, s)) ∈ Sr along a layer
solution onto Sa is given by

Π(n, s, vr(n, s)) =
(
n, s, va(n, s) = v−1

r (n, s)
)
.

4.1.1 Stellar wind solutions: v > 0

For the stellar wind (outflow) case, the true canard Γc is subsonic (v < 1) for s < 1 and
supersonic (v > 1) for s > 1; see Figure 2a. The goal is to construct a solution which
follows Γc crossing over the sonic point (s∗, v∗) = (1, 1) from Sa to Sr before returning
to Sa via a fast jump; see Figure 2b. We will need the following

Lemma 4.1. The projection of the canard segment Γc for s > 1 onto Sa lies above the
faux canard trajectory Γf on Sa, i.e., in the (right) sector with level curves E(s, v) =
constant > 3/2, and it crosses level curves transversally.

Proof. The projection of any trajectory defined by E(s, v) = constant in Sr, i.e., for
v > 1, is given by replacing v with 1/v in E(s, v) defined in (4.2). We compute

d

dȳ
E(s, v−1) = −2v

(
1− 1

s

)(
1− 1

v2

)2

(4.5)
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which is positive for s < 1 and negative for s > 1 (independent of v > 1) and shows that
these projections are not solutions of the reduced problem (4.1), i.e., a projection curve
of a level set in Sr onto Sa crosses level curves in Sa transversally.

Note that s as a function of ȳ is decreasing for v > 1 in (4.1). This implies that
we have to reverse the sign in (4.5) to deduce properties of the projection curves from
Sr onto Sa in (s, v) phase space. In this phase space, E is strictly increasing along the
projection of the canard segment Π(Γc) from Sr onto Sa and for s > 1, i.e., Π(Γc) lies
in the (right) sector of level curves E > 3/2 and hence above the faux canard trajectory
Γf on Sa, see Figure 2a.

We denote by vc0 and vf0 the v coordinates at which the curves Γc and Γf approach the

boundary s = s0, and denote by vc1 and vf1 the v coordinates at which the curves Π(Γc)

and Γf reach the boundary s = s1, respectively; see Figure 2a. For each vb1 ∈ (vf1 , v
c
1),

there exists a trajectory Γb of the reduced flow satisfying v = vb1 at s = s1 which intersects
Π(Γc) transversely at some s = sbi > 1 and v = vbi < 1. This transverse intersection
follows from the fact that E is conserved for the reduced flow and is strictly increasing
along Π(Γc). Let nbi be the corresponding n coordinate for this intersection in the full
system. At this point of intersection, there is a layer solution φbi which hits Sr at the
point Π−1(nbi , s

b
i , v

b
i ) which lies on Γc; see Figure 2b.

Also, for each vb1 ∈ (0, vf1 ), there exists a trajectory Γb of the reduced flow which
reaches v = vb1 at s = s1 and approaches v = vb0 at s = s0 for some vb0 ∈ (0, vc0) and is
subsonic for all s ∈ (s0, s1). We have the following proposition regarding the existence
of stellar wind solutions; the setup is shown in Figures 2a and 2b.

Proposition 4.1. Fix s0 < 1 < s1 and γ = 1, with vc0, vf0 , vc1 and vf1 defined as above,
and consider (3.2).

(i) Let vb1 ∈ (0, vf1 ) and let Γ0 = Γb be the singular subsonic trajectory which approaches
v = vb1 at s = s1. For each sufficiently small ε > 0, Γ0 perturbs to a solution Γ(ε)
of (3.2) which is O(ε)-close to Γ0.

(ii) Let vb1 ∈ (vf1 , v
c
1) and let Γ0 = Γc ∪ φbi ∪ Γb be the singular trajectory which follows

Γc from s = s0 to s = sbi , undergoes a fast jump φbi at s = sbi , and then follows the
trajectory Γb from s = sbi to s = s1 (see Figure 2a, 2b). Then for each sufficiently
small ε > 0, Γ0 perturbs to a solution Γ(ε) of (3.2) which is O(ε1/2)-close to Γ0.

Proof. For (i), in the plane s = s1, we define the one-dimensional affine boundary
manifold B1 := B̄1 +γb1, where γb1 denotes the location of the solution Γb at the boundary
s = s1, and B̄1 is any line which for ε = 0 transversely intersects the manifold Sa at γb1.

We note that Γ0 is always subsonic for the reduced flow (and hence always on Sa)
and bounded away from the fold. Since Sa is normally hyperbolic away from the fold,
by Fenichel theory, Sa perturbs to a locally invariant manifold Sa,ε for sufficiently small
ε > 0 and the flow on Sa,ε is an O(ε) perturbation of the slow flow. Thus the boundary
manifold B1 intersects Sa,ε transversely and following this intersection backwards under
the flow of (3.2) traces out a solution Γ(ε) which is O(ε)-close to Γ0.

18



For (ii), by Lemma 4.1, the curves Π(Γc) and Γb intersect transversely on Sa for
ε = 0. Equivalently, for ε = 0, the unstable foliation Wu(Γc) of the singular canard
trajectory Γc on Sr for s > 1 transversely intersects the stable foliation Ws(Γb) of Γb

along the fast jump φbi . The idea of the proof is to follow two boundary manifolds, B0

at s = s0 and B1 at s = s1, forwards (resp. backwards) under the flow of (3.2) for
ε > 0 and show that these trace out manifolds which are close to Wu(Γc) and Ws(Γb),
respectively, and hence also intersect transversely along the desired solution.

Away from the fold, the manifolds Sa and Sr are normally hyperbolic and hence for
sufficiently small ε > 0 perturb to locally invariant manifolds Sa,ε and Sr,ε, as do their
stable (resp. unstable) foliations. In [22], it was shown that for sufficiently small ε > 0,
the singular canard Γc perturbs to a trajectory Γc(ε) which passes O(ε1/2)-close to the
sonic point (folded saddle), and in a neighborhood of the fold, the manifolds Sa,ε and
Sr,ε intersect transversely along this perturbed canard solution Γc(ε).

In the plane s = s0, we define the one-dimensional affine boundary manifold B0 :=
B̄0 + γc(ε), where γc(ε) denotes location of the maximal canard Γc(ε) at the boundary
s = s0, and B̄0 is any line transverse to the ε = 0 fast stable fiber Ws(γc(0)) of γc(0) at
s = s0.

Following the boundary manifoldB0 forward along Γc(ε) traces out a two-dimensional
manifold B∗0 which is exponentially close to Sa,ε upon entering a neighborhood of the
fold. Since the manifolds Sa,ε and Sr,ε intersect transversely along the perturbed canard
solution Γc(ε) and B∗0 is exponentially close to Sa,ε upon entering this neighborhood,
we have that B∗0 also intersects Sr,ε transversely along Γc(ε). Since this intersection
is transverse, the exchange lemma [14] implies that upon entry into a neighborhood of
s = sbi , B

∗
0 aligns exponentially close with the strong unstable fibers Wu(Γc(ε)) of the

canard trajectory Γc(ε); hence B∗0 is O(ε)-close to Wu(Γc).
We define the one-dimensional boundary manifold B1 at s = s1 as above in the

proof of part (i). Since B1 intersects Sa transversely for ε = 0, this persists for ε > 0
as a transverse intersection between B1 and Sa,ε. Following B1 backwards traces out a
two-dimensional manifold B∗1 , which, by the exchange lemma, aligns exponentially close
to the unstable fibers of a slow trajectory on Sa,ε which is O(ε) close to Γb. Thus B∗1 is
O(ε)-close to Ws(Γb) in a neighborhood of s = sbi .

By the transversality of the intersection of Wu(Γc) and Ws(Γb) along φbi for ε = 0,
for sufficiently small ε > 0, there is a transverse intersection of the two-dimensional
manifolds B∗0 and B∗1 along the desired trajctory Γ(ε).

4.1.2 Stellar accretion solutions: v < 0

In this section, we consider the inflow problem for v < 0; the setup is shown in Figures 2c
and 2d. Much of the analysis from the previous section carries over, although the flow
on the critical manifold is reversed and hence the true canard and faux canard switch
places. We abuse notation and denote by Γc the corresponding canard solution and by
Γf the faux canard (despite the switch in their location, see Figure 2). For the inflow
case, the true canard Γc is subsonic (|v| < 1) for s > 1 and supersonic (|v| > 1) for s < 1.
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We now consider solutions which start in the far field (s > 1) and follow Γc crossing
over the sonic point (s∗, v∗) = (1,−1) from Sa to Sr before returning to Sa via a fast
jump (see Figure 2d). The following lemma is proved similarly to Lemma 4.1.

Lemma 4.2. The projection of the canard segment Γc for 0 < s < 1 onto Sa lies above
the canard trajectory Γf on Sa, i.e., in the (left) sector with level curves E(s, v) =
constant > 3/2, and it crosses level curves transversally.

We denote by vc0 and vf0 the v coordinates at which the curves Π(Γc) and Γf approach

the boundary s = s0, and denote by vc1 and vf1 the v coordinates at which the curves

Γc and Γf reach the boundary s = s1, respectively. For each vb0 ∈ (vc0, v
f
0 ), there exists

a trajectory Γb of the reduced flow satisfying v = vb0 at s = s0 which intersects Π(Γc)
transversely at some s = sbi < 1 and v = vbi > −1. Let nbi be the corresponding n
coordinate for this intersection in the full system. At this point of intersection, there is
a layer solution φbi which hits Sr at the point Π−1(nbi , s

b
i , v

b
i ) which lies on Γc.

Also, for each vb0 ∈ (vf0 , 0), there exists a trajectory Γb of the reduced flow which
reaches v = vb0 at s = s0 and approaches v = vb1 at s = s1 for some vb1 ∈ (vc1, 0) and is
subsonic for all s ∈ (s0, s1). We have the following proposition regarding the existence
of stellar accretion solutions.

Proposition 4.2. Fix s0 < 1 < s1 and γ = 1, with vc0, vf0 , vc1 and vf1 defined as above,
and consider (3.2).

(i) Let vb0 ∈ (vf0 , 0) and let Γ0 = Γb be the singular subsonic trajectory which approaches
v = vb0 at s = s0. For each sufficiently small ε > 0, Γ0 perturbs to a solution Γ(ε)
of (3.2) which is O(ε)-close to Γ0.

(ii) Let vb0 ∈ (vc0, v
f
0 ) and let Γ0 = Γc ∪ φbi ∪ Γb be the singular trajectory which follows

Γc from s = s1 to s = sbi , undergoes a fast jump φbi at s = sbi , and then follows the
trajectory Γb from s = sbi to s = s0 (see Figures 2c, 2d). Then for each sufficiently
small ε > 0, Γ0 perturbs to a solution Γ(ε) of (3.2) which is O(ε1/2)-close to Γ0.

Proof. The proof is similar to that of Proposition 4.1.

4.2 The general case 1 < γ < 5/3

We first note that for 1 < γ < 5/3, the dimensionless energy

Ē :=
1

2
c̄2v2 +

c̄2

γ − 1
− 2

s
(4.6)

is conserved in the desingularized system (3.9). Thus along a canard solution passing
through the sonic point (s∗, v∗) = (1,±1), we have that

1

2
c̄2v2 +

c̄2

γ − 1
− 2

s
=

1

γ − 1
− 3

2
(4.7)
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which, after some rearranging, reduces to(
v2

2
+

1

γ − 1

)(
1

v2

) γ−1
γ+1

=

(
1

γ − 1
− 3

2
+

2

s

)
s

4(γ−1)
γ+1 . (4.8)

We implicitly differentiate with respect to s to obtain

dv

ds
=

(5− 3γ)s
2(γ−3)
γ+1 (s− 1)

v
1−3γ
γ+1 (v2 − 1)

. (4.9)

Using L’Hôpital’s rule, we see that the flow bifurcates in two directions at the sonic point
(s∗, v∗) = (1,±1), along the canard and faux-canard curves with

dv

ds

∣∣∣∣
(s,v)=(1,±1)

= ±
√

5− 3γ

2
. (4.10)

The folded critical manifold is defined by

0 = f(s, n, v, 0) :=

(
γ + 1

2

)
1

c̄

(
−n+ ρ̄c̄2v2 + p̄

)
, (4.11)

or equivalently (
1

v2

) γ
γ+1 (

γv2 + 1
)

= γns
4γ
γ+1 . (4.12)

We again define Π : Sr → Sa to be the map which projects from the repelling branch
Sr along the one-dimensional fast fibers to the corresponding point on the attracting
branch Sa. For a point (n, s, v(n, s)) on Sr, i.e., |v| > 1, there is a fast layer solution
between Sr and Sa. We compute that the corresponding coordinate projected along this
layer solution onto Sa is given by Π(n, s, v(n, s)) = (n, s, ṽ(n, s)), where |ṽ(n, s)| < 1 can
be defined implicitly by the equation(

1

ṽ2

) γ
γ+1 (

γṽ2 + 1
)

=

(
1

v2

) γ
γ+1 (

γv2 + 1
)
, (4.13)

where we used (4.12).

4.2.1 Stellar wind solutions: v > 0

Proceeding as in 4.1, for the stellar wind (outflow) case, we define Γc to be the outgoing
canard trajectory [subsonic (v < 1) for s < 1 and supersonic (v > 1) for s > 1] and Γf to
be the corresponding faux canard trajectory. The goal is to construct a solution which
follows Γc crossing over the sonic point (s∗, v∗) = (1, 1) from Sa to Sr before returning to
Sa via a fast jump (see Figure 2b). We are concerned with the nature of the projection
Π(Γc) which is summed up in the following
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Lemma 4.3. Let 1 < γ < 5/3, and consider the projection Π(Γc) of the outgoing canard
trajectory Γc from Sr to Sa. For s > 1, the following hold

(i) The projected curve Π(Γc) lies strictly above the faux canard Γf .

(ii) The curve Π(Γc) is transverse to the reduced flow on the branch Sa.

Proof. For (i), we note that the canard Γc and Γf lie on the same Ē-level. For a point
(s, v) on Γc, we denote by v̂ < 1 the v-coordinate so that (s, v̂) lies on Γf , that is, (s, v)
and (s, v̂) are on the same Ē-level. We recall that the v-coordinate of the projected
curve Π(Γc) is denoted by ṽ; thus we aim to show that ṽ > v̂ for s > 1. Using (4.13),
we implicitly differentiate with respect to v and compute

dṽ

dv
= D(v, ṽ) :=

v
− 3γ+1

γ+1
(
v2 − 1

)
ṽ
− 3γ+1

γ+1 (ṽ2 − 1)
< 0 . (4.14)

Using the fact that Γc and Γf lie on the same Ē level, we can use the energy equation (4.8)
to define v̂ implicitly as(

v̂2

2
+

1

γ − 1

)(
1

v̂2

) γ−1
γ+1

=

(
v2

2
+

1

γ − 1

)(
1

v2

) γ−1
γ+1

, (4.15)

which we differentiate to obtain

dv̂

dv
=
v

1−3γ
γ+1

v̂
1−3γ
γ+1

(
v2 − 1

v̂2 − 1

)
< D(v, v̂) . (4.16)

Thus we have that

dṽ

dv
− dv̂

dv
> D(v, ṽ)−D(v, v̂) = ∂2D(v, ζ(v))(ṽ − v̂) , (4.17)

for some function ζ(v). We can also write

dṽ

dv
− dv̂

dv
= ∂2D(v, ζ(v))(ṽ − v̂) + ω(v) (4.18)

for some function ω satisfying ω(v) > 0 for v > 1. Define

κ(v) =

∫ v

1
∂2D(u, ζ(u))du , (4.19)

and note that at v = 1, we have ṽ = v̂ = 1. We therefore have that

ṽ(v)− v̂(v) =

∫ v

1
eκ(v)−κ(u)ω(u)du > 0 , (4.20)
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as claimed.
For (ii), we proceed by showing transversality of the projection Γc with respect to

the constant Ē curves which define the reduced flow on Sr. For s > 1, we consider the
projection Π(Γc) as a graph ṽ(s). Using equations (3.9) with α = 1, we compute the
slope of the reduced flow at a point (s, v) as

dv

ds
=

(γ − 1)v
2

γ+1 + 2v
− 2γ

γ+1 − (γ + 1)s
3γ−5
γ+1 v

− 2
γ+1

sv
− 3γ+1

γ+1 (v2 − 1)
. (4.21)

To compute the slope of Π(Γc), we write

dṽ

ds
=
dṽ

dv

dv

ds
=

(γ − 1)v
2

γ+1 + 2v
− 2γ

γ+1 − (γ + 1)s
3γ−5
γ+1 v

− 2
γ+1

sṽ
− 3γ+1

γ+1 (ṽ2 − 1)
. (4.22)

At a point (s, ṽ), we now compare the slope of Π(Γc) with that of the reduced flow as

dṽ

ds
− dv

ds

∣∣∣∣
(s,v)=(s,ṽ)

=
(γ − 1)

(
ṽ

2
γ+1 − v

2
γ+1

)
+ 2

(
ṽ
− 2γ

γ+1 − v−
2γ
γ+1

)
sṽ
− 3γ+1

γ+1 (1− ṽ2)
+

(γ + 1)s
3γ−5
γ+1

(
v
− 2

γ+1 − ṽ−
2

γ+1

)
sṽ
− 3γ+1

γ+1 (1− ṽ2)

=
(γ + 1)

(
v

2
γ+1 − ṽ

2
γ+1

)(
(vṽ)

2
γ+1 − s

3γ−5
γ+1

)
s (vṽ)

2
γ+1 ṽ

− 3γ+1
γ+1 (1− ṽ2)

,

where we used (4.13). We claim that the difference in slope is positive for v > 1. For
v > 1, we have ṽ < 1; hence, provided that

vṽ > s
3γ−5

2 (4.23)

is satisfied for all v > 1, we obtain the desired transversality. We note that at v = s = 1,

we have that vṽ = s
3γ−5

2 = 1 and

d

ds

(
s

3γ−5
2

)∣∣∣∣
s=1

=
3γ − 5

2
< 0 (4.24)

d

ds
(vṽ)

∣∣∣∣
(s,v)=(1,1)

=
d

dv
(vṽ)

∣∣∣∣
v=1

dv

ds

∣∣∣∣
s=1

.

Using (4.14) and L’Hôpital’s rule, we compute that

lim
v→1

dṽ

dv
= −1 , (4.25)

and therefore

d

dv
(vṽ)

∣∣∣∣
v=1

=

(
ṽ + v

dṽ

dv

)∣∣∣∣
v=1

= 0 . (4.26)
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Thus

d

ds

(
vṽ − s 3γ−5

2

)∣∣∣∣
(s,v)=(1,1)

> 0 . (4.27)

For v > 1, we have

d

dv
(vṽ) =

dṽ

dv
v + ṽ (4.28)

=
(γ − 1) v

4
γ+1 + 2v

− 2(γ−1)
γ+1 − (1 + γ) (vṽ)

2
γ+1

ṽ
1−3γ
γ+1 (1− ṽ2)

.

If there exist s, v > 1 such that vṽ = s
3γ−5

2 , then we have

d

dv
(vṽ) =

(
5− 3γ + 4(γ−1)

s

)
s

4(γ−1)
γ+1 − (1 + γ)s

3γ−5
γ+1

ṽ
1−3γ
γ+1 (1− ṽ2)

(4.29)

=
(5− 3γ)s

3γ−5
γ+1 (s− 1)

ṽ
1−3γ
γ+1 (1− ṽ2)

> 0 ,

where we used (4.8). Since
dv

ds
> 0 for s, v > 1, we have

d

ds

(
vṽ − s 3γ−5

2

)
> 0 (4.30)

whenever vṽ = s
3γ−5

2 . Combined with (4.27), we see that we must in fact have vṽ > s
3γ−5

2

for all s > 1, which completes the proof of (ii).

We now proceed as in Section 4.1 and fix 0 < s0 < 1 < s1. We denote by vc0 and vf0 the
v coordinates at which the curves Γc and Γf approach the boundary s = s0, and denote
by vc1 and vf1 the v coordinates at which the curves Π(Γc) and Γf reach the boundary
s = s1, respectively. The existence of these points follows from the monotonicity of the
derivative (4.9) along the canard curves for s, v 6= 1. For each vb1 ∈ (vf1 , v

c
1), there exists

a trajectory Γb of the reduced flow satisfying v = vb1 at s = s1 which intersects Π(Γc)
transversely at some s = sbi > 1 and v = vbi < 1. This transverse intersection follows
from Lemma 4.3. Let nbi be the corresponding n coordinate for this intersection in the
full system. At this point of intersection, there is a layer solution φbi which hits Sr at
the point Π−1(nbi , s

b
i , v

b
i ) which lies on Γc.

Also, for each vb1 ∈ (0, vf1 ), there exists a trajectory Γb of the reduced flow which
reaches v = vb1 at s = s1 and approaches v = vb0 at s = s0 for some vb0 ∈ (0, vc0) and is
subsonic for all s ∈ (s0, s1). We have the following
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Proposition 4.3. Fix s0 < 1 < s1 and 1 < γ < 5/3 with vc0, v
f
0 , v

c
1, and vf1 defined as

above and consider (3.2).

(i) Let vb1 ∈ (0, vf1 ) and let Γ0 = Γb be the singular subsonic trajectory which approaches
v = vb1 at s = s1. For each sufficiently small ε > 0, Γ0 perturbs to a solution Γ(ε)
of (3.2) which is O(ε)-close to Γ0.

(ii) Let vb,1 ∈ (vf1 , v
c
1) and let Γ0 = Γc ∪φbi ∪Γb be the singular trajectory which follows

Γc from s = s0 to s = sbi , undergoes a fast jump φbi at s = sbi , and then follows the
trajectory Γb from s = sbi to s = s1 (see Figure 2a, 2b). Then for each sufficiently
small ε > 0, Γ0 perturbs to a solution Γ(ε) of (3.2) which is O(ε1/2)-close to Γ0.

Proof. Using the results of Lemma 4.3, statements (i) and (ii) follow from the same
arguments as in the proof of Proposition 4.1.

4.2.2 Stellar accretion solutions: v < 0

In this section, we consider the stellar accretion (inflow) problem for v < 0. We denote
by Γc the canard solution and by Γf the faux canard. For the inflow case, Γc is subsonic
(|v| < 1) for s > 1 and supersonic (|v| > 1) for s < 1. We consider solutions which start
in the far field (s > 1) and follow Γc crossing over the sonic point (s∗, v∗) = (1,−1) from
Sa to Sr before returning to Sa via a fast jump (see Figure 2d). The following lemma is
proved similarly to Lemma 4.3

Lemma 4.4. Let 1 < γ < 5/3, and consider the projection Π(Γc) of the outgoing canard
trajectory Γc from Sr to Sa. For s < 1, the following hold

(i) The projected curve Π(Γc) lies strictly above the faux canard Γf .

(ii) The curve Π(Γc) is transverse to the reduced flow on the branch Sa.

We now proceed as above and denote by vc0 and vf0 the v coordinates at which the

curves Π(Γc) and Γf approach the boundary s = s0, and denote by vc1 and vf1 the v
coordinates at which the curves Γc and Γf reach the boundary s = s1, respectively. For
each vb0 ∈ (vc0, v

f
0 ), there exists a trajectory Γb of the reduced flow satisfying v = vb0 at

s = s0 which intersects Π(Γc) transversely at some s = sbi < 1 and v = vbi > −1. Let
nbi be the corresponding n coordinate for this intersection in the full system. At this
point of intersection, there is a layer solution φbi which hits Sr at the point Π−1(nbi , s

b
i , v

b
i )

which lies on Γc.
Also, for each vb0 ∈ (vf0 , 0), there exists a trajectory Γb of the reduced flow which

reaches v = vb0 at s = s0 and approaches v = vb1 at s = s1 for some vb1 ∈ (vc1, 0) and is
subsonic for all s ∈ (s0, s1). We have the following

Proposition 4.4. Fix s0 < 1 < s1 and 1 < γ < 5/3 with vc0, v
f
0 , v

c
1, and vf1 defined as

above and consider (3.2).
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(i) Let vb1 ∈ (vf0 , 0) and let Γ0 = Γb be the singular subsonic trajectory which approaches
v = vb0 at s = s0. For each sufficiently small ε > 0, Γ0 perturbs to a solution Γ(ε)
of (3.2) which is O(ε)-close to Γ0.

(ii) Let vb,0 ∈ (vc0, v
f
0 ) and let Γ0 = Γc ∪φbi ∪Γb be the singular trajectory which follows

Γc from s = s1 to s = sbi , undergoes a fast jump φbi at s = sbi , and then follows the
trajectory Γb from s = sbi to s = s0 (see Figure 2c, 2d). Then for each sufficiently
small ε > 0, Γ0 perturbs to a solution Γ(ε) of (3.2) which is O(ε1/2)-close to Γ0.

Proof. Using the results of Lemma 4.4, statements (i) and (ii) follow from the same
arguments as in the proof of Proposition 4.1.

4.3 Proof of Theorem 2.1 (Theorem 1.1)

We conclude the proof of Theorem 2.1 using the analysis of sections 4.1 and 4.2.

Proof of Theorem 2.1. For the outflow problem (i), for each fixed γ ∈ [1, 5/3) and s0 <
1 < s1, we deduce for sufficiently small ε > 0 the existence of transonic stellar wind
solutions from Proposition 4.1(ii) for the case of γ = 1 and from Proposition 4.3(ii)
for 1 < γ < 5/3. The existence of the subsonic stellar breeze solutions follows from
Propositions 4.1(i) and 4.3(i).

Similarly, for the inflow problem, the assertions in (ii) regarding stellar accretion
solutions follow from Propositions 4.2 and 4.4.

The nonexistence of transonic solutions for γ = 5/3 follows from the fact that the
sonic point diverges in this limit; hence no solution can attain supersonic speeds in this
case (see Remark 3.2).

5 PDE numerics

In this section, we compute numerical transonic solutions to Eqs. (1.4) for the outflow
(stellar wind) problem. In the dimensionless variables, system (1.4) becomes

ρ̄t̄ +
1

s2

∂

∂s
(ρ̄s2c̄v) = 0,

(ρ̄c̄v)t̄ +
1

s2

∂

∂s
(ρ̄s2c̄2v2) +

∂p̄

∂s
+

2αρ̄

s2
= ε

∂

∂s

(
1

s2

∂

∂s
(s2c̄v)

)
,

(5.1)

where time has been rescaled by t =
kr
kc
t̄ and we set p̄ = ργ/γ.

For the boundary conditions we fix the mass flux at the stellar surface s = s0 = 0.33,
i.e., at one third of the critical radius. The equations are solved on a finite domain of
length five times the critical radius, i.e., we consider s ∈ [0.33, 5.33]. In the far field, we
assume that the flow relaxes to a constant pressure p̄→ p̄1, using a nonreflecting outflow
boundary condition [21, 12] at s = s1 = 5.33.

We solve Eqs. (5.1) in MATLAB using a numerical scheme which employs the finite
volume method with spherical symmetry for the spatial discretization and MATLAB’s
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Figure 3: Shown are velocity profiles and log plots of density for transonic stellar wind
solutions to (5.1) obtained numerically for the parameter values α = 1, ε = 0.002, γ = 1
(top panels) and γ = 4/3 (bottom panels).

ode45 routine for time integration. Solutions were obtained by time-stepping initial pro-
files resembling the singular shocks constructed in §4 with the corresponding boundary
conditions until a steady state was achieved. The emergence of steady transonic profiles
suggests the stability of such solutions in the underlying PDE.

5.1 Transonic stellar wind solutions for ε > 0

Figure 3 shows velocity and density profiles obtained for α = 1, ε = 0.002 for two
different values of γ = {1, 4/3}. For γ = 1, we note that c̄ = 1, and the boundary
conditions are set at (ρ̄v)0 = ρ̄v|s=0.33 = 9.1 and the far-field pressure p̄1 = 0.2. For
γ = 4/3 we take (ρ̄c̄v)0 = 9.1 and p̄1 = 0.32.

We now fix γ = α = 1 and consider the effect of varying the perturbation parameter ε.
We fix the mass flux (ρ̄v)0 = ρ̄v|s=0.33 = 9.1 at the inner boundary, and we take the far-
field pressure p̄1 = 0.2. Figure 4 shows stationary velocity and density profiles obtained
for these parameters for values of ε = {0.002, 0.005, 0.01}. These profiles are plotted
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Figure 4: Shown are velocity profiles and log plots of density for transonic stellar wind
solutions to (5.1) obtained numerically for the parameter values γ = 1, α = 1, ε =
{0.002, 0.005, 0.01}. Also plotted (dashed red) are the corresponding singular ε = 0
profiles (see section 4).

alongside the corresponding singular shock profiles constructed in section 4 satisfying
the same boundary conditions. The location of the shock is fixed by the boundary
conditions, but as expected the shock becomes gradually steeper and approaches the
singular limit as ε decreases.

5.2 Dependence on far-field boundary conditions

We now fix α = γ = 1, ε = 0.002 and investigate the effect of varying the far-field pressure
boundary condition p̄ → p̄1. The results for values of p̄1 = {0.16, 0.2, 0.27, 0.33, 0.37}
are shown in Figure 5. Note that the location of the shock does depend on the far-field
pressure and for sufficiently large values of p̄1 there is no shock since the flow does not
cross the sonic point. Instead, such conditions result in solutions which are subsonic on
the entire interval, i.e., a stellar breeze.

6 Conclusion

In this paper we revisited the classical formulation of the stellar wind problem and
the closely related problem of spherical accretion. We have used geometric singular
perturbation theory to reinterpret the sonic point as a folded saddle and to identify the
associated critical trajectory with the transonic solution first found by E. N. Parker.
Our results prove the existence of this trajectory and moreover identify the shock that is
expected to terminate the supersonic wind with a canard trajectory whereby the solution
departs abruptly from a repelling invariant manifold corresponding to the supersonic part
of the solution to an attracting subsonic part. In our description the presence of this
layer solution is the result of small but nonzero viscous effects in the flow which allow
the solution to connect to the interplanetary medium beyond the termination shock –
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Figure 5: Shown are velocity profiles and log plots of density for transonic stellar wind
solutions to (5.1) obtained numerically for the parameter values γ = 1, α = 1, ε = 0.002
with far field pressure p̄1 = {0.16, 0.2, 0.27, 0.33, 0.37}.

recall that the Voyager 1 spacecraft passed through the termination shock in 2003 [15] –
but the details of the solution and in particular the location of the shock are insensitive
to the magnitude of the viscosity.

Our formulation of the problem is necessarily idealized. In addition to the assumption
of spherical outflow, we have ignored the temperature dependence of dynamic viscosity
η. Moreover, we have assumed that the adiabatic gas law (1.2), viz., p = βργ holds
throughout the flow. It is known, however, that there is always an increase in entropy
across a shock, although for weak to moderate shocks this increase is much smaller than
the jump in pressure, flow speed or density ([25], Ch. 6). Thus the quantity β must also
increase across the shock. Moreover, if the shock is strong and leads to the reionization
of the gas then γ will drop. Thus the use of the adiabatic relation p = βργ is at best
an approximation, albeit one that is frequently employed [8, 16]. In this connection we
note that one expects thermal diffusivity to exceed viscosity, an effect we have neglected.
With thermal diffusion included one has to give up the adiabatic relation and replace it
with the full energy equation, leading to a third order system in place of the second order
system studied here (see e.g. [1, 10]). These complications raise interesting mathematical
questions in their own right but are beyond the scope of this paper.

Despite the idealized nature of the problem our results shed new light on the math-
ematical structure of these types of flow. In particular, we have identified folded saddle
type canards as the only structure able to describe a sub- to supersonic transition. Such
structures have previously been identified in related flows such as transonic flows through
a nozzle [9, 18]. Canards have also been associated with shock-fronted travelling wave
profiles in advection-reaction-diffusion problems [24] and, in particular, in models of
wound healing angiogenesis and solid tumour invasion [6, 7].

It remains to consider the reasons why the flow should select the critical (canard)
trajectory. Heuristic arguments [16] suggest that this solution is stable, a prediction that
is confirmed in the numerical computation of the outflow profiles in section 5 using a
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time-stepping algorithm. However, the stability problem is formally a (singular) bound-
ary value problem, although the presence of the sonic point suggests that the stability
determination should be independent of the upstream boundary condition. Whether
the transonic solution is in fact linearly stable or possibly convectively unstable as is
the case in other spatially developing flows [11] remains to be determined. In the latter
case the transonic state would still appear stable since the growing perturbations would
be advected downstream faster than their growth; such convectively unstable perturba-
tions therefore decay at every fixed location. The solution of the stability problem is a
challenging problem that will be considered in future work.

A related but different question concerns the temporal evolution of conditions (ρ0, u0)
at the stellar surface that do not lie on the critical trajectory through r = r0. The
resulting flow must necessarily be unsteady since no spatial trajectory through r = r0

with these boundary conditions satisfies the upstream boundary condition ρ → ρ∞.
Lamers and Cassinelli [16] argue that the conditions at the stellar surface, i.e., ρ0 and
hence p0, must adjust in just such a way that the outflow speed u0 takes the correct
value provided only that the mass loss rate is sufficiently high. This adjustment process
takes place via a feedback mechanism in the subsonic regime and, if correct, requires
proving that the critical solution is in fact nonlinearly stable. This interesting suggestion
merits further study.
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