
Final Exam

Math 425-001 Sp10

by Prof. Michael “Cap” Khoury

Name:

Directions:

Please print your name legibly in the box above.

You have 110 minutes to complete this exam. You may use any type of calculator without a
QWERTY keyboard, but no computers/cell phones/iPads/etc. You may use three 3 × 5 note-
cards (front and back) but no other reference materials of any kind. There are ten problems
which are worth 20 points each. Partial credit is possible. For full credit, clear and relevant
work must be shown.

You choose nine of the ten problems to complete. Indicate which problem you are skipping by
marking the appropriate box in the upper-right hand corner of that page. If you do not mark
any skip box, or if you mark more than one skip box, then whichever problem is skipped by
most students becomes the default skip. This is not what you want.

This exam is worth 180 points, representing 45% of the 400 total points possible in the course.

This exam consists of 6 pages, front and back (one side for this cover page, one side for a table
of Φ, and one side for each of 10 problems). If you do not have all 6 pages or if any sides are
blank, please notify me immediately!

Problem Number Value Score

1 20

2 20

3 20

4 20

5 20

6 20

7 20

8 20

9 20

10 20

TOTAL 180

0



Figure 1.
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Problem 1 SKIP THIS PROBLEM !

Gabriel has a supply of n balls, and his sister Datura has a supply of n boxes. They play the
following game. Datura places a box into the middle of the room; Gabriel puts a ball into the
box. Datura places a second box into the middle of the room; Gabriel puts a ball into one of the
two boxes. Datura places a third box into the middle of the room; Gabriel puts a ball into one
of the three boxes. ...and so on, until... Datura places her nth box into the middle of the room,
and then Gabriel puts his nth ball into one of the n boxes.

That is, when Gabriel places his kth ball, he has k boxes to choose from. There is no limit to
the number of balls that may end up in any one box. Assume that whenever he has a choice of
boxes, Gabriel makes the choice uniformly randomly, independently from all other choices.

a) [10 pts] What is the probability that, at the end of the game, none of the boxes are
empty?

There will be no empty boxes if and only if Gabriel always puts his ball in the newest

box. The probability that this will happen is 1

1
· 1
2
· 1
3
· · 1

n
= 1

n!
,

b) [10 pts] Compute the expected number of empty boxes at the end of the game.

Let Xi be the indicator of Ei, the event that the ith box is empty at the end of the game.
Then Ei happens if and only if Gabriel avoids box i at turns i, i + 1, i + 2, , n. Thus

E[Xi] =P (Ei)=
i− 1

i
· i

i+1
· · n− 1

n
= i− 1

n
, and E[#empty boxes] =

∑

i=1
n i− 1

n
= n(n− 1)

2
.
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Problem 2 SKIP THIS PROBLEM !

The random variable X has a beta distribution; its density is given by

f(x)=

{

kx2(1− x) 0" x" 1
0 otherwise

,

where k is some positive constant.

a) [6 pts] What is k?

∫

0

1

kx2(1− x)dx= k

∫

0

1

(x2−x3)dx= k/12

This must equal 1, so k= 12.

b) [7 pts] Compute P
(

X "
1

2

)

.

∫

0

1/2

12x2(1− x)dx=
[

4x3− 3x4
]

0

1/2
=

4
8
−

3
16

=
5
16

c) [7 pts] Compute P
(

X "
1

3

∣

∣

∣
X "

1

2

)

.

∫

0

1/2

12x2(1− x)dx=
[

4x3− 3x4
]

0

1/2
=

4
8
−

3
16

=
5
16

∫

0

1/3

12x2(1− x)dx=
[

4x3− 3x4
]

0

1/3
=

4
27

−
3
81

=
1
9

P

(

X "
1
3

∣

∣

∣

∣

X "
1
2

)

=
P (X " 1/3)
P (X " 1/2)

=
1/9
5/16

=
16
45
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Problem 3 SKIP THIS PROBLEM !

The integer-valued random variables X, Y have a joint discrete distribution, with the following
probability mass function.

P (X =n, Y =m)=

{

1/nm n,m# 2
0 else

a) [6 pts] Compute P (X =n) for n# 2.

The series involved here is geometric. P (X =n) =
∑

m=2
∞ (1/n)m= 1/n2

1− 1/n
= 1

n(n− 1)

b) [7 pts] Compute P (X =3|X # 3).

P (X =3)= 1

6
, P (X =2)= 1

2
, and P (X # 3)= 1−P (X =2)= 1

2
.

So P (X =3|X # 3)=1/6

1/2
=1

3
.

c) [7 pts] Compute P (Y =3|X =3).

P (Y =3|X =3)=
P (X =3, Y =3)

P (X =3)
=

1/27
1/6

=
2
9
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Problem 4 SKIP THIS PROBLEM !

Ashley and Joe are meeting for coffee. Each arrives at a time between noon and 1pm, uniformly
on that interval and independently from one another. Let X be Ashley’s arrival time (measured
in minutes after noon), and let Y be the corresponding thing for Joe. Let Z be the amount of
time (in minutes) that whoever arrives first has to wait for the other.

a) [6 pts] Compute P (Z < 20).

The space of outcomes is naturally viewed as a square of side length 60. The event that
Ashley waits more than k minutes (0<k < 60) is naturally viewed as a right triangle with
legs of length (60− k). So the combined event that Joe or Ashley waits at least k minutes

has area (60− k)2. The probability P (Z < 20), then, is 602− 402

602
= 5

9
.

b) [7 pts] Compute E[Z].

E[Z] =
1

3600

∫

0

60 ∫

0

60

|x− y |dxdy

=
1

3600

(

∫

0

60 ∫

y

60

(x− y )dxdy+

∫

0

60 ∫

0

y

(y− x)dxdy

)

Actually, since both of these integrals are easily seen to give the same answer, it’s enough
to compute either. In any case, E[Z] = 20.

c) [7 pts] Compute the conditional expectation of Y , given that Ashley is the one who
arrives first.

E[Y ] =
1

1800

∫

0

60 ∫

0

y

ydxdy= 40
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Problem 5 SKIP THIS PROBLEM !

The random variables X,Y are jointly continuously distributed with joint density given by

f(x, y)=
{

x−3e−y +x−2e−2y x! 1; y! 0
0 else

.

a) [5 pts.] Compute the joint distribution function F (x, y).

For x# 1, y# 0, F (x, y)=
∫

1

x ∫

0

y
(x′−3e−y ′

+ x′−2e−2y ′

)dx′ dy ′= 1

2
(x−2e−y+ x−1e−2y).

b) [5 pts.] Compute the density fY (y) of Y alone.

fY (y)=

∫

1

∞
(x−3e−y+ x−2e−2y)dx=

1
2
e−y+ e−2y

c) [5 pts.] Compute the conditional probability density fX |Y (x|y).

fX |Y (x|y) =
f(x, y)
fY (y)

=
x−3e−y+x−2e−2y

1

2
e−y+ e−2y

d) [5 pts.] Compute P (X " 2|Y =1).

∫

1

2 x−3e−1+ x−2e−2

1

2
e−1+ e−2

dx=
7

8
e−1+ 3

4
e−2

1

2
e−1+ e−2

6



Problem 6 SKIP THIS PROBLEM !

Let X1, X2 be independent exponentially distributed random variables, each with rate λ=8. Let
Y =X1+X2, Z =X1−X2.

a) [4 pts] Compute P (Z > 0).

P (X1>X2)=P (X2>X1) by symmetry, so P (Z > 0)=1/2.

b) [4 pts] Compute E[Y ].

E[Y ] =E[X1] +E[X2] =
1

8
+ 1

8
= 1

4
.

c) [4 pts] Compute E[Z].

E[Z] =E[X1]−E[X2] = 0.

d) [4 pts] Compute E[YZ].

YZ = (X1+X2)(X1−X2) =X1
2−X2

2, so E[YZ] =E[X1
2]−E[X2

2] = 0.

e) [4 pts] Compute Cov[Y , Z].

Cov[Y , Z] =E[YZ]−E[Y ]E[Z] = 0
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Problem 7 SKIP THIS PROBLEM !

Alice and Betsy are playing a game involving some specialty dice. These dice are fair six-diced
dice, but instead of numbers the sides have colors. Each die has three purple sides, two red
sides, and a gold side. Simultaneously and independently, Alice rolls one of these dice and Betsy
rolls twelve. Let P be the number of purples showing on Betsy’s dice, let R be the number of
reds showing on Betsy’s dice, and let G be the number of golds showing on Betsy’s dice. Also
let X be the number of Betsy’s dice showing the same color that Alice’s die shows.

a) [5 pts] Write down an expression for P (P =5, R=4, G=3).

(

12
5, 4, 3

)(

1
2

)5( 1
3

)4( 1
6

)3

b) [5 pts] Compute P (R=4).

Note that R is itself binomial with p=1/3.

(

12
4

)(

1
3

)4( 2
3

)8

c) [10 pts] Compute the conditional probability that Alice rolled red, given that X =4.

Let A be the color of Alice’s die. Then we have P (A = purple) = 1/2; P (A = red) = 1/3,
and P (A= gold) = 1/6.

P (X =4, A=purple)= (1/2)P (P =4)=

(

12
4

)(

1
2

)5( 1
2

)8

P (X =4, A= red)= (1/3)P (R=4)=

(

12
4

)(

1
3

)5( 2
3

)8

P (X =4, A= gold) = (1/2)P (G=4)=

(

12
4

)(

1
6

)5( 5
6

)8

P (A= red|X =4)=

(

12
4

)

(

1

3

)5( 2

3

)8

(

12
4

)

(

1

2

)5( 1

2

)8
+

(

12
4

)

(

1

3

)5( 2

3

)8
+

(

12
4

)

(

1

6

)5( 5

6

)8
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Problem 8 SKIP THIS PROBLEM !

Assume that the number of accidents on a particular stretch of highway on a given day is a
Poisson random variable with λ = 3. If there are no accidents on a given day, we call that a
lucky day. Days that are not lucky (days with at least one accident) are called unlucky . Days
with at least three accidents are called extremely unlucky .

Let X be the number of accidents on a given day.

a) [6 pts] Compute the probability that a given day is lucky.

P (X =0)= e−33
0

0!
= e−3.

b) [6 pts] Compute the probability that a given day is extremely unlucky.

P (X # 3)=1−P (X =0)−P (X =1)−P (X =2)= 1− e−3(3
0

0!
+ 31

1!
+ 32

2!
)= 1− 17

2
e−3.

c) [8 pts] Compute the conditional probability that a given day is extremely unlucky, given
that it is unlucky.

P (X # 3|X > 0)= P (X ! 3)

1−P (X =0)
=

1− 17

2
e−3

1− e−3
= 2e3− 17

2e3− 2
.
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Problem 9 SKIP THIS PROBLEM !

The N = 30000 random variables X1, X2, X3, , XN are independent and uniformly distributed
on the interval [1, 3].

a) [5 pts] Compute E[X1].

E[X1] = 2

b) [5 pts] Compute Var[X1].

Var[X1] = (3− 1)2/12=1/3

c) [10 pts] Let Y = 1

N

∑

i=1
N

Xi be the average of the Xi. Estimate P (2.009 " Y " 2.01).

(Assume that N is large enough that the Central Limit Theorem gives an adequate esti-
mate.)

The random variable Y is approximately normal with µ=2, σ= 1/ 3
√

N
√ = 1

300
.

P (2.009" Y " 2.01) =P (2.7"
Y − µ

σ
" 3.0)≈Φ(3)−Φ(2.7)≈ 0.0022
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Problem 10 SKIP THIS PROBLEM !

In a certain society, every family that has children at all has children until there is at least one
son and and at least one daughter, then stops. (Assume that there are no multiple births, and
that any child born is equally likely to be a boy or a girl, independently of all other children.)

a) [3 pts] What is the probability that the eldest child in a family with children is a girl?

Trick question. The probability is 1/2, the same as for a boy.

b) [3 pts] What is the probability that the youngest child in a family with children is a girl?

Trick question. The probability is 1/2, the same as for a boy.

c) [5 pts] Compute the probability that a family with children has exactly three children?

If a family has children, then the number of children they have is 1 +X, where X is geo-
metric with p=1/2.

So P (3 children|children)=P (X =2)= 1

4
.

d) [9 pts] It turns out that the expected number of children in a family in this society is 2.
What is the probability that a given family in this society has no children?

By the solution method to part (c), the expected number of children in a family with
children is 3. Let p be the probability that a given family in this society has no children.
Then 2=E[#children] = (p)(0)+ (1− p)3, leading to p=1/3.
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