
Computingdilities by conditioning-

-

Two players take turns flipping a coin.
Thefirstplayerto obtain a head wins.

E

I Whatis theprob, thatwhostarts wins?
-

E

Condition on the firstflip
outI

playerwins player 1 Hips H

plic- *) P)+ player 2 starts
I

P (the player who starts loses) =1=P(E)
=>p(E) =I +(1 - P(E)).. solving given P(E) =B

-(er'srein) Consider asimple random walk
k =(0,n). What is the probability L Rstarting at payoff ~bankruptyX LI ofmenbefore reaching o ? -
- Ek

/

Condition on 1step, or Ri

P(En) =P(EnI P(L)
+P(Em)R) P(R>

- p(E-1)I
+P(Enn)I

N *
walk "verets"

walk "resets"
atk+ 1

at K-1

Denoting Pr=PIEn), we obtain

Pr ==(Pur +Prx), K=1, .. ., n-

E Po
=0;Pn=

Pr

not linear equations
in not unknowns. Solve -> ·
Sit ↓
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EX saryproblem, a.k.a. Best prize problem-

I
E We are prevented with a prizes, in sequence.

.. Upon seeing a prize, we must acceptit(and
and the game l

or rejectit (and more to the
nextprizes.No going back.

· The only info we
have at 5time ishow the current prize compares

tothe prizes alreadyseen,
· We want toelitebestprize. What shall wedo?

E

-

1. Strategy/ reject
the firstI prizes;

accept the first one thatis better than those k.

Let's compute PCE) and optimize K.

· Condition on

pationofbestprizethe

45P. =P(E) = E,P(EIB, P(B:)meYn-?

·Xi =k -(ElB:) =0 (we rejectthe firstkprizes)
· fisk: assume B: occurs, i.e. it prize is the best.

We pick it iff all prizes k+1,..., it are worse-

than the first k. (Otherwise we lose it
the best

2) E occurs ) the best prize among the first itprizes reject
↓

is among the first a prizes. Iint
- 1 ne

This happenswith prob. &meh, worse than
Hose

I P(EIB:)I

=>P(E)===a=h=-xux where x=

Maximize =>x=Ye, P(z) =Ye, => optional stopping
I

Ans:strategy rejectthe firstprizes,acceptthefirst
betterthan all rejene

I Regardles of n!
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Haristic: what
itofauditionalExpediaen

conditional expectation satisfies a.s. Such as:

top (a) (linearity) ((ax+8Y(5) =a E(X1E) +6E(y15] a.s.

(b) (Monotonicity) X=Y a.s. -> E(x15) = E(YIE) a.s.

() (MCT) If Xn20, Xn4X a.s., EXC8,
tew E(Xnl5) 4EIx15] as.

(d) (Fator) If XnI0, Eliming Xn
<0 Hen Efhninf XnlE] = himinflE(XnII) a.s.

(e) (DCT) A IXnl1E, EZcx, Xn-Xa.s. then E(XnlE)
-> E(XIE) a.s.

(and in (1)

(A) (Jensen) If 4:RVR is convex, EIXso, Ele(x)K0,

then e (E(x15)) = Ely(x)15) a.s.

#of(c) Yn:=X-Xn4O a.s. It suffices toshow that

En:=E(YnlF] 10.

Monotonicity (8) => Enta.s.
and En10

=>Entzfor some r.r.
240. WTS:E=0.

=is E-mble -> E is E-mble.

usual MCT

=>XFtE: Ez =linEEn=limEYn0. ZI0 = E=0. B

↑ u ↑

usualMCT defofcnd.exp. (FER)
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Some properties specific tocinal expectation:

#() (law of totalexpectation) ((E(x)I)) =E(X) a.S.if I, < Fz]() (towering) #/E(x15.3/E) =[El*Es is in a E,

(C) (independence) X1E => E(XF) =E(X) a.s.

(d) (conditionalconst) X is F-measurable ->E(xY15) =
x. E(Y15] a.s.

↳of (a) follows from def of conditional exp. with f=r.
(d) We need to check:

E(x-E(15)11 =E(X-1) FFEE.

2. For indicators/) X=IE, EEE Il

#(E(-5) 1EnF) =El-1EnF]
M

def of Ely1E), since EnFEI

2. formle rv's X: use linearity
3. for 10:take simple rv's Xn*X, use CMCT (Prop() p.178).
4. Forgintegrable X,Y:decompose x=xt-x, x=25-25. B.

· Law of totalexpectation (p. 149) for F=8(Fr ...Fr):

1E(X) =E(Ferie ~El
For X=AE, this is the sameas

thealprobability"(p. 141)
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Ex (Hitting time) For asimple random walk Sn=X,+...+Xu,

Consider To, #steps togetfrom
0 to 1, i.e. Ta-min[n:Sn=13

LRI E(To]=? Condition on14step. 2 I!
- I

Il -

/

-(R))+F+1) =(T) +To,)=2(To, G symmetr"2
I -2

=ElTo,) = +E(Ton] = E(To,=

·In particular, extremetoreturn to0 is also 3,

despite it being <a.S. (p.75).

#2 Aminer is trapped in a mineinErs? SAFEe
One door leads to safety in 2 hours of havel

-

Theother two are connected by a loop, 3 hrs.

At each time, the minerchooses door at random irI (and can't remember which doors were dosent ⑳Expected reachsafety?
-

Condition on thefirst choice of thedoor

E(x) =(b)) +2))+3)
11

I
N L

2 2/3
3+E(X) 1/3 3HE(x) "s
p

XD2 hasthe same distribution as 3+X (afters his, situation resets)
same for x ID3.

=>E(x) =z +(3 +E(x) 3. Solving ->

E(x) =ars
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a

tonal expectation asa projection

· ((,, P) =(all rv's X such thatEx*} Hspace:

Inner product: (x, y) ==EXY Norm:1IXII=N

· Fix FCI.

L== (all rv's Xe(1, 2, B) that are I-measurable;
↑

closed linearsubspace of [2(5, P).

*
p(prection] E(x15) is the orthogonal projection

of X=L (2, 5,B) onto L

f WTS:Y:=E(x15) 1X-Y
0

⑤

Y

=
->(Y,X-y) =0

-E(y(X--)) =0

> E(YX) =E(+2]

L.T.E (Rop(a) p. 1493 Il

E((+x5)) =E(+5)) =E/2).
8
B.

-T
-is E-mble

conditional const (Rop(d) p. 149)

· Orthogonal proj outputs the nearestpointin 1->

Gr(best predictor) (XI5)=argminE(X-
Y:F-mble

HW:prove thatEt.15) is a contraction in UP (p.522019)
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