
EQUIVALENT DEF'S OF CONVERGENCE IN DISTRIBUTION :

-

· By def , X*>X PhXEBY -> PIXB3 - interval B= (0, 2]

S
.
t
. P(X= x3 = 0

EXEh(Xn) -> Eh(X) where h =1 0
,
27

· We can extend this to more general "test sets" B

& "test functions" h :

hm (ProtmanteauLemma) TFAE :

(i)XX
(ii) PhXntla , b)) - PEXe( , b))

wherever PSX=a Y=Ex = b) =0

(iii) PEXnEBY -> PEXEB) - continuity set BCR
of X

&(iv) Eh(Xn)-> Eh(X) - founded, continuous h : R-R

(v) Eh(Xn) -+ Eh(X) whenever h and all its derivatives h, h% h"...
are bounded I compactly supported.

S

Prof
i

. e. # set B such that PSXOBS=0

where B= B) B" is the boundary of B

(i = (iii) By Shorthod's representation thm, we can assume wow
that XnEx => Xu> X .

Fix VEsO

PEXu + B] PhXn + Bk(Xn - x(a3+X
x
-

↓ A

XeBc := EyeR : ExeB St. KryK23 (E-neighborhood)
=> linsupXBB wit of probability

· let 210 = By = PYXB]

= limsip PXn +B) PEXBY = P(XB)[P(X+ BY .

Il

BOB
↑Bis a continuity set>

· Apply this argument for Binstead of B , which must also be

a continuity set (o(= 0B) => limsup PhXu+B11 PSXEB'Y
=> living P[Xn + BY = PEXEBS .

Combine= PIXu + B3 - DIXEB3 . D
.
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(iii) = (ii) is trivial
.

&(ii) = (i) Since PSIXKM3 +O as Mix (continuity ofmeasure)
set of discontinuities of-VEcoE M St .

PhIX1 >M3<d and PLEM3 =07 (

=> PEXn[x] = P& Xy=x, (xn1 <M3 + PG(Xal >M3
-m

me

complement of a closed intervalclosed interval
assmo

-> PEXE, IXIM3 + PSIXKM3 wherever PhX=3= 0 lassm .)

[P(X =x3 +E.
-

=> limsup IPEXn =] PhXx3 + E.

· A lower bound follows by the same argument with Xn
#X

.

is

~(i) = (iv) By Shorokhod's a. s. representation thm (p . /ID)
,
we can anume WLOG

Xn Xthat
a
.
S.

h(Xn)=> h(x)Continuity of h =
B

Eh(Xn) + Eh(X) .Boundednesofh

V (iv) = (v) is trivial .

(A)V(v) = (ii) Smoothing : Fix any act satisfying
PhX= a) = Phx=b) =0

Fix Exo. E function has in the conclusion satisfying

& # late
,
ea he Has Pointwise .

Evaluate on Xn
,
take =

· PhXu = (a,6737 Eh(Xn)
-> Eh(x) (assumption)

&

2 PP[X- (a+2, 6-2]3

(x)

P(X((a, b)) = P(X + (90)]=> liminf PhXn + (a,8)3 =(P(X + (a+2
,
0 -2))o its

of meas

The upper Ed is similar (DIY) D.

· REMARK For randomVedors Xn taking values in RY,

I convergence of distr. can be defined via P. L
. (iv).

Xn=X EXTEX in gened(a)⑭(6) XnEXFIXal-yEM) EXnEX
Pet is in the page above p . 128,

also in Billingsley
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ECENTRAL LIMIT THEOREM

We will prove,

&assical (LT.

Let X
,

Xz
, ... be ind. r. v's with meanu and variance

I
-

Then Sn :=X
,
+ ... + Xn satisfies

5.N
· By Portmanteau Lemma it is enough to show that

&

Eh(5) -> Eh(z)

↓ "test function" heS (Schwartz class)

Toward that goal :

(Nonasymptotic Tbe independent mean zero rv's with EIXX.
Then Sn : =Xi+... + Xn satisfies

IEh(Sn) - Eh(z)) = C12"lljEXu - 3times diffle h,

where E-N(0, var(sn)) and C is an absolute constant
.

If (Lyapunov-Lindberg replacement method
· Su = Sn + Xn .

Whosh'lly = 1
. Taylor's approximation (w/grandfor-

(h(Sn) - h(Sn-1) - Xuh'(Sn-1)- (Sn-1))=
↑ N

↑ ↑
independent independent
=> mean = o

Take on bok sides
,
use IE ... 11 Ell (Jensen) =>

1 Eh(Su) - Eh(Snai)- Eh"(Sn-1)) where F EXE
.
(*)

· Let EnuN(o , t2) be independent of X1, ...,Xn-

Arguing like in (*) but replacing Xn by En , we get

(h(Sn+ + zn) - Eh(Sn-1)- "(Sn1)/ (**)
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Subtract (*) - (**) *

/Eh(S1) - Eh(Sn + zn)) = J(EIXul + ElEn(3)=C. EIXal
.

--
E

(En/in-N(o , 1) = Izz/Fulli I EllZullin = IXulli = IXII)· labs .Const factor

· Continue the replacement process . Xn En + 1 =>

&h(Sn) - Eh(Sn-z+ En + zn)/C ElX> 13+CEIXn-13
· . . In times)... =>

IEh(Su) -E)zn))Xal
B· Zu is normal

, mean= o
,

variance= = Var(S

Profof CLT assuming
Ex :

-

WLOG M=0, w= 1 - Apply the nonasymptotic (LTfor meano,va
jn(o,1)

IEh()-h(z)/ECILIE -O an
Portmanteau lamma I.
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[Truncation) :-Xroof of CLT in full generality

I'll = 1 , 11h"Ily = 1 .

Fix Fezo
.

Yu
,
Alth, ..., nb :· WLOG M=0 , += 1 ,

Y
-

nic
:= XmSakab ; Th :=Yn+-Yuni Mr := EYnr; := Var (Yn ,2]

n-> 0
.DCT => Mn + EX= 0, 2-> Var(Xn)= 1 as

· Apply Nonasymp. CTforIn Meano
,
vara

N(o
,5) iid

-IEh()-EhE=
C-MB -EYINY 141211411i

((x)GlYn, In, 11x · EY = Ern · EX = si18CE
.

· let'sgetrid of truncation
. DEh()h() Eh(Zh(Z)

IEh()-h(((h)) -h
(by assumption, III'lly =1)Ensu

meanuMn mean O

&u
=anthXn >ami) (since SiTn=u=X
IFX1sXky -> 0 as new by DCT .

⑦

② Zu *rzzzuzeh(z) Eh(z) ①

S No, 1)N(o
,Tn)

· (*)& limp /Eh() - Eh(E)/ - 82 = arbitrary= > T
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on the nonasymptotic CLT :· Remarks
- Rate of convergence = 0(in)

- 18'lly can be replaced by If'llx (later-Stein's method)
- Third moment can be replaced by (2+2)-moment.
- But the bound gets weaker (Khoshnevisan

, Probability .

Problem 7
.
44]

&
the replacement method :Remark On
-
-

- It works in wider generality than sums of rv's

2
.g .

in RMT
,

see e.g. (Chaterjee], Ivan-Va 4moment them)

⑨#plication for mean estimation: M In . Var()=

IPI-MIE =Pt=
Su/n N(o, 1)

Confidence interval
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