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#curistic : - By Portmanteau Lemma
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its

· Fourier analysis ->> enough to consider functions of the form haze ,
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Back to probability ;

#Thechactwistfunction
ofa is

to R

· Connection to Fourier transform :

- ilitr

P(2nt)=Ye f(x)dx = F(t)If X has density f(x),

Generally , $72nt)=Yet d2() definesForMier transform of a measure
.

· Examples (a) X-Rademade = P()= effectcut
(6) X-Uniff , 1) => P(t)=Yet de F =

sthy=-itx

() X -N(0,1)) P(t)=ith-d=
FrescalingEx . Before)

_+2/2
Direct proof : PH) =e-it Complete thesquare
-

-

↑
11

by contour integration I( -M

m
zue is entire z Getazzo ; Set aree

(d) X-Cauchy
: pdf f= = P(t) = e't) (resaling an Ex

. before)

# If X,
Y are independent, #x =** Teite*

Yeity
take E

.
J
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· Characteristin function by determines the distribution of X uniquely.
Moreover

, stability holds :

# (LevycontinuityMeorem) In particular
, uniqueness :

=> d

XnX Px + ex pointwise .

X =Ydx= by everywhere .

of

=> flixedt , 24 eith is Add,
continuous ·

it X

=> by Portmantean Lemma, Exityn-El .

B

(E) By P
.

L
,
it is enough to show that Schwartz space

f

Eh(Xn) -> Eh(X) theS .

1)PeizX-Et (Fomier inversion formula)

=dubini-ToelliSlProx..
#](t)dt (by ancumption ; (Px()=1 => dominated by +5)

- x

= Eh(X) Crepeating the first steps in reverse for X,x) I

~
which application of uniqueness

Eri

①Sof normals = normal : if X: NN(o, c2) are indep then IXivulo,
22)

-t87Tox
,
(t) = e

(ex. before)
=> Pzx

=
(t) = 1Pi(t) = Metrik = e

-+%
= bz() f zun(),

①Sunof Cauchy is Cauchy If Xi wCauchy are indep then X :
- Cauchy

#Toxi(t) = e-Ht) (Ex.before) - repeat the argument in 0
. &
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↓ (Taylorexpansionof the ch . function)

Then
Let X be a r. v .

with EX=O
,
EXEa20

·

P(t) = 1 -E+ (t) as +o
X

Proof Use Taylor formula from the first proof of classical CLT
=

for eith, noting thateith If all of its derivatives are 1 . 11 :

YxEIRlein-1-ix+ 4 min ((x(, x)

· Substitute x=+X
,
take E and push it inside 101 by Jensen =>

leeitX-1-itEX +E1 . 4 Emin(tP(X13, E-(x1)
I

=4tEmin(X
(((t) - 1 +E

this r
.

U
. is X2 and - everywhere as +- 0

DCT= Emin( . ) - 0 B
.

-Er
= 1 -EExamples : (a) X -N(0,27) => Py(t) = e

(6) X-Cauchy by(t) = e-H
.

The cusp at 0 reflects Elmean.
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Let's reprove

CassicalCLT Let X
,

Xz
, ...

be ind
.
r.

v's with
meanu and variance 5

Then Sn :=X
,
+ ... + Xn satisfies

S N(,

Pof WLOG M=0
,
t= 1 => by ham above

# 1- + (t) = 1- a (x)

Fix XteR .

itsu/in
= EMix eEl

-t
->2 b Fact: En+ zink = (1+z)- ez

itz
- El where ZvN(0,

1)

· So weshowed Isulon - &2 pointwise.

Levy continuity Im=1. D
.

HW The identical distribution assumption is essential
-

in the classical CCT
.

Find an example showing this.
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