
Bayerformula

B
.

F
.
allows to swap the

order of conditioning :

P(FIE) =PETERPIEE
L
.

T
.

P.

E A hiker went missing
in the wilderness.

-
She is one of the three regions with prob's 0

.
5
,
0
. 3
,
0
.
2. =B

Whenever any one is lost in region C,

the search is successful with prob . 0. 4 &
and for regions 2,3

it is 0.7 and 0 .
8.I A search in region I was unsuccessful,

What is the prob. that the person is in region !?

&= "The hiker is in region :"
1 - 1
,

Ne = "the search
in region i is unsuccessful

P(v , (R,> P(R,)
-P(r , (vi)=puppp)

#40. 2
=5 J
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· Similarly
,
P(RIV)=P(R)

=0
.3

3 Check!
P(R3(v) =P Pog(P(R3) = 0, 25

· Thus
,
the proor probabilities P(R,) , PCRc), PCRs] got updated

to the posterior probabilities PCR
, (U)) , P(RzIV) , P(P3(V .) .

-

PRIOR POSTERIOR
-
-

(initial degree of belief) (degree of belief after
incorporating new into U,]

·Mon t 0375703es7use
123

# Another search in reg .
1 is unsuccessful

=> prob's are further updated to

0.2 Check

Remark Bayesian model of learning
= -

(text image generative Al , spain filtering,
etc.)
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Def let X be a r
.
v
.

and F be an event.

The conditional expectation of X given F is
-

E(XIF):
· Ex : X= lifespan ; Fismoker => EIXIF) = life expectancy of a smoker .

· This def is more general than the previous one :

P(EIF) := EllelF] .
So we will work withditionalexpectation from now on

.

More generally ;

2. Conditioning~mad-algebra-

Yet let X be a rv, and ECZ be a t-algebra.

The conditional expectation of X given F is a r.v. Y satisfying
--

(i) Y is F-measurable
-
i.e .

[Y-B3-FVB-B

(ii) E(YAF] = ElX1] Y FeF

Notation : Y= E(X 1)
.

· NB : EIXIF) isaandom variable
-

Examples : mble
X

(a) Let 2= F,WFz ; F := +(F
, E2) = 20, Fr , Fa R3

-
2.9 "smoker" E(XIF) it Foccurs - life expectancy of smokers
= E(x(f) = E EIXIEY if F occurs -life expectancy of nonsmokersZ

:
Y

Proof (i) Y is constant on Faud on Fr

Ebeb
,

Hebbisd
, Fifnormeet.EIXIF] if F occer,1(ii) YA So if not 3I -EH) · Similary be feaa
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(6) More generally , consider a partition
2= F

,
w... Fr

and let E : = & (Fr, . . -, FnY .

Then

E(XIF) = E(X/Fi) if F occurs
.
(Check ! )

e.g. Fi(person's age 10. 10) 3, F2 = See (, 20) 3
,
..

,
Fo = Gagee 190, 1003

X = person's height
E ElX15) = ave , height of the random person's cohort

(c) Same example, in the analytic form :

X=X(w)
N

&= 10
,
13
,
I= B(RL

,
P= lebesque meanre . E(X/5)(c)

X : 10 , 1) - R an integrable function.
I
-EX = ]X(w) da

O
F E2 Ez Ez I# (xIfi)=X()d

#(x1F](t)=olde if te

marksthe cent r-algebra F= (0,2) , E(X(E) = E(X)
E(x(z] = X

For the finest 5-algebra F =Z,

Intermediate # => interpolates between EIX] and X .

(6) F encodes availableinformation (e .g . smoking habits, age, ...)

E[X/5) encodes the best prediction of X given that
into

No info - EIX) All info = X (exact)
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3Existence, Uniqueness

I F integrable r. V .
X and V +-algebra FCZ,

(i) E(X 15) exists

(i) and is unique : if Y,Y'are both cond - exp's

o X given F, then Y =Yas .

Profof Existence is based on :

(=countable union of mble sets with finite measures)
-doNikodymHeemeasures
-

on a measurable space (n, F).

(absolutely continuous)
o(M(F)=o = v(F)=0 F+F)

Assume VM-
Then IF-measurable function fir- 10, x)

S
.

t, ~ (f) =Sfamy =F
F &: =

CfHf dy

· WLOG X20 (otherwise decompose X= X
*
-X]

· Define v(f) := E(X#f)
,
FeF

.

· Then v is a finite measureon (2
,
F)

⑨ ↑
Since EX* monotone convergencethmgolydis

· v < P (if P(F)=0 then E(XAr = 0)

· Apply RNT = Ef =: Y that is F-integrable and
D
.E(X +f) = (Yap = E(YIf] F-F .

F

&roof of Uniqueness Assume EIXA] = E(YA) = EHF) Fee

Subtract => E((y-y)Hr)= 0· Apply for F=SY-y1= 03 =

E(y-y)+=⑪ . Similarly, EC-Y= 0 .

·

BAdd A ElY-y1z0 = Y =Y'a . S .
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