
Properties of Conditional Expectation
-

Ruleof Humb : whatever properties expectation satisfies,
conditional expectation satisfies as :

&rop (a) (linearity) F(aX+ 8Y(F) = a EIXIF] + GE(ylF] a . s .

(6) (Monotonicity) XYa . s. => EIX/ =) <ELYIE) a .S.

() (MCT) If Xn20, Xn
* X a. S

.,
EXCO ,

then ElXulF)4E[x1 = ) a.

(d) (Faton) If Xn =0 , Eliming Xn
< New EliminfXn(F) = Liming EXu(E) a.s.

(e) (DCT) If IXuIE , EECx , Xn+Xa .s . then EIXulE) -EIXIE]
as .

land in (1)
↑SYDCT

(f) (Jensen) If y : RvIR is convex
,

EIX1 so , Ele()Ko,

then y(E(X1F)) = Ely(X) /F] a .S .

-ofof (c) Rn : = X-XntO as
.
It suffices to show that

En : = E(Ru(F) 60 . -

Monotonicity (8) => Enda .s. and Enzo

=> Ent as for some r. v. 220 .

usual MET

=> EEn-> EZ Zio as
,

(def , of cond.expu/f =r) Il,
usualmet 3 => EZ=0 => z =0 . D

ERr-0
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Some properties specific to conditional expectation :
-

p trivial from def (F: =R)
↓

(a) How of total expectation) EE(X)F)) = E(X) a .s .
-easy, too

6) (tower property) ELEX1)/F] =Ex
(trivial from det (

XIF = E(XIF) = E(X] as .(c) (independence)
#

(c) (removing what's independent) If
F1[r(X)

,
5) then

E(x1 +(= vG))=G]
Z

(d) (Factoring out what's known) : X is F-mble => #(XY(F) = X . ELYIF) a. s .
-

I
Ef
(c) Check def of conditional expectation

~
· Z is +(c) < + (FvG) - mbL

(x)
· Yee(fug) : EXE Elete)

① O(FVG) is generated by sets of the form E = FrG
,
F-F, Geg .

indepFor each such set,
(*) holds :

/EIZhe) =Ele=↑ independent
EIXIGI5]

② Pi= [FnG : FeF
, geg] is a-system

2 : = /EEt(Fug) satisfying (*) is a X-system (DCT)

= (*) holds V EEX (FUG).
PC2 +(0)c2 .

11 Q

j

O(FuG)
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(d) We need to check :

E(xz1f] = E(Xy1f) XFEF .

II
2
.
for indicators/)X= E , Et
Elzenf) Ellend)
by def of Z= ElyIF)

,
since EnfeF

2. for imple riv's X : use linearity
3. for X ,Y20 : take simple rv's Xn # X

,
use <MCT (Prop() p.148) .

↳ forgeralintegrable X,Y : decompose x=X-X, v=--.S)
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Conditionalexpectation as a projection

· ↳(2
,
E
, 1P) = Gall vir's X such

NatExperts.
Inner product : (X, Y) := EXY

· Fix FcZ
.

Li= Gall rv's Xe [12, 1, 1) that are E-measurables = [ (2,F, P)
F
↑
closed linear subspace of L(25, 1).

Pp(Projection) P : XDE(X/F) is the orthogonal projection in E(2,5, 10) onto LF -

-

!
Proof P is a linear map in E(r, E, P) onto Lindentityon LE
--

Y1 X- Y-enough to check X

= (Y , X-y) = 0

I

-

s- E(Y(X-y)) = 0 ·

O

L(j)> ElyX] = E(y2] Y= E[XIF]

L
.

T
.
E (Prop(a) p. 149) Il

ELE(XIE)) = ELEE = EM]
. o

&T

Yis F-mble

conditional coust (Prop(a) p. 149)

YC (contraction) Y: EX15) =
ELEX

· Orthogonal proj outputs the nearest point in L

& (best predictor) EIXIF) = argmin E(X-y)2
Y: Fumble

HW : prove that ETolE) is a contraction in <P (p. 52 2019)
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Conditioningnarandom variable

#True/false ?
E(X(aY+ 62) =aE(XH]Def let X,Y be rv's. E(XH] := E(x10())

+OIE(X(z)

Remarks By the Doob-Dynkin Lemma (p . 41)⑨
S=

EX1] = h() for soemble function
2.

② By the Cor
. (pres . page,

of E(X) constructed from YEIX(y) =betpredictor

E(h(-) -y)2
O

ElX(+ ) = argmin
2 : IR-Rmble

e
#2 X - N(o, 1) , y

= X = E(X(y) = 0

#()= Eorigin-symmetric Bore sets in R3

= XFETH) : EIX11) = Si flue)d = o by symmetry .J
un

F pif of No,1)

E .

3.
.

X-Uniflo , n)
,

Y : = [x] (integer part)

E(X(y) = 1 ((x)(y] + E((x3(y) = (x) + (x) = (x) +2 .

-↑ J
(*)+(x) indep . (Ex (c) p.43) Unit 10 , 1)

!
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