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Example 1.5.1 (Probability of a perfect cancelation). Let ay,...,a, be real
numbers, not all of which are zero. What is the probability that

-~ — Y .
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where the signs are chosen at random? Let us show that this probability is always
bounded by 1/2. To state this problem rigorously, we can model the random signs
as independent Rademacher random variables X,,...,X,, i.e. random variables
that take values —1 and 1 with probability 1/2 each. We claim that

P{S, =0} < where S, = Zain-.

1=1

DN =

Proof We can assume without loss of generality that a,, # 0 by rearranging
the terms if necessary. The proof is by exposing the last term a,, X,, of the sum,
while keeping all the previous s fixed by conditioning. So let us condition
on the random variables X, ..., X, _;, or to be pedantic, on the random vector
(X1,...,Xn-1). The conditioning fixes the values of X3,...,X,,_1, and therefore
it fixes the value of'S,,_1 = E?z_ll a;X;. All randomness is now left with X,,. Since

Sn = Sp_1 + a,X,, we have

1
Xl,...,Xn_l} S5

The inequality holds because X,, is independent of X,,...,X,,_;, the value u =
—Sy-1/a, is fixed by conditioning, and the definition of the Rademacher distri-
bution implies that P{X,, = u} < 1/2 for any fixed value u € R.

We can finish the proof by applying the law of total expectation (1.16):

1 1
]P’{Sn:O}:IE[IP{Sn=O|X1,...,Xn_1}] <E;=3 O

By the way, the result in Example 1.5.1 is sharp. If there are exactly two nonzero
coefficients a; and they are equal to each other, then we have P{S,, = 0} = 1/2.
(Check!)
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]P’{Sn:0|X1,...,Xn_1}=]P>{Xn:_
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