
CONDITIONING ON Y = FIXING Y
--

First
,
for discrete Y

:

Pop (conditioning=Lexing) If Y has a discrete distribution,

E (x1] Eg(*) where g(y) = E(X (t =y)

TBy Ex (b) p,
144
,

E(X(y] = E(X(fy) whenever the event Fy : = EEyl occurs

(4) J

· Prop can't hold for continuous distr Since PREyS=0 Fy .

But :

PP-conditioningon Y fixes 4)

X HY E E(f(x ,y)(y]g() where g(y) = Ef(X ,y).

i.e. "average w .
r

.

to X while keeping y fixed
"

TBy def ,
suffices to check that

E(f(X ,i) Iyer)] = E(g() Asyess] - BEB(R)

Realize [ x: y(y) distributions &(X ,Y) as
-

~m

c &
identity map

on (I
,
B(R)

,
2x+2y)in f(x ,y)y(y)d2x()d2())Ax,) d2x() Y(y)dhl

Fubini
"g(y) J

Alternatively, prove first for f(x , Y) = #IX +AYFC3 ,

Ren for simple functions ,
ten take limit.



let ybear .
v· H : = (x2 : X1Y}HW :

True/false ?
(a) H is closed

(6) H is a linear subspaceI () Hd Ly = Call (rivis of the form &(1) 3

(d) H = orth complement of Ly

Y-Ber(E) XIY-ENitc)-Yes T
(d) - No X LI(E(Xa(x]+ E(am)) =0)Then

i
but XXY J



-
- scales

Can be 12 (a
,
= an , rest=d) A

-

Littlewood-Offord problem .



E : For Gaussian data ,
the best prediction is linear :

-

(Normalconditioning property)

Prop If X,
Y are jointly normal, then E(X(y) = aY+ 8.

=

Proof EY = 0

=

whol

Consider theBorthogonal decomposition
X = Xy + Xy+

where Xy := (X,)= *
aY

in

E(x(y) = E(, my) + E(Xx+ (y)
a

& XY1
= f normallay and I are jointly-

= aY + E(Xy
+] I and orthogonal -> uncorrelated (sinced)

-m
=> independent.

II

E(X-a) = EX
D

= aY + EX .

Remark : the proof gives the explicit formula :

IE(X(y) = EX+ c)(- EY)

HW : extend to : EIX1t , . . ., Yn) = a
,

l+ -
.. + anYu +6

.

HW : Let X be normal
,

hiR-IR be a nble function

I Prove : h(X) is normal >h is linear
T

L



E( Ettering)
let X-N(o , 1) be an unknown signal,
corrupted by unknown indepnoise WwN(0

,52)
You observe y =X + W

.
Estimate X from Y,

a

to minimize the mean-squared error.

M

· X :=argmin[E(* -x)2 : * is r()-mble 3

GE(X(y] CEXEWE(ind, a
↓

Remar Y=
N (0 ,
2+54)

· MSe= E(X-X= E-X)==

· Interpretation :

(Small
noise (5-0) => X =Y

,
MSEtO (trust observation)

large noise (r-d) => * = 0
,
METL (ignore observation)

· Normality -essential (X-Rademacher,Witaact recovery)
HW extend toa noisy observations

Y -X + We (Sol : Olsendal - Filtering)I Show Rat= where y Y,t

- 152
.
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E(P-edictinga term from a sum)

Let X+, . . ., Xu be iidiv's, Si= X,
+ +Xn

.

Then

EIXiISn] = S fish

TE(Xi 1Sn] = : fi(Sn) don't depend on i by symmetry,
andEfilsu) = Elsulsu) = Su fi= J

↑

Electinga term from many sums)

E Fri= +(Sn
,
Su

,
...) ExilFu)= Fish

↑En = r(Sn ,
Xate

,
Xutz ....) = +COS↑

(
"C from Su= Sn+ Xn+ - +Xa Xkzn(
""from X= Su-Spy k > m

Ex
,

above

↓

=> E(Xi/En][xi(5)= J


