
E( Ettering)
let X-N(o , 1) be an unknown signal,
corrupted by unknown indepnoise WwN(0

,52)
You observe y =X + W

.
Estimate X from Y,

a

to minimize the mean-squared error.

M

· X :=argmin[E(* -x)2 : * is r()-mble 3

GE(X(y] CEXEWE(ind, a
↓
=Remar Y
N (0 ,
2+54)

· MSe= E(X-X= E-X)==

noise (5-0) => X =Y
,

MSEtO (trust observation)· Interpretation :

(Smalllarge noise (r-d) => * = 0
,
METL (ignore observation)

· Normality -essential (X-Rademacher,Witaact recovery)
HW extend toa noisy observations

(Sol : Olsendal - Filtering)Y -X + WeI Show Rat= where y Y,t
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E(P-edictinga term from a sum)

Let X+, . . ., Xu be iidiv's, Si= X,
+ +Xn

.

Then

fishEIXiISn] = S

on i by symmetry,TE(Xi 1Sn] = : fi(Sn) don't depend
J

↑

andEfilsu) = Elsulsu) = Su fi=

Electinga term from many sums)

E Fri= +(Sn
,
Su

,
...) ExilFu)= Fish

↑En = r(Sn ,
Xate

,
Xutz ....) = +COS↑

"C from Su= Sn+ Xn+ - +Xa Xkzn(( ""from X= Su-Spy k > m
Ex

,

above

↓

=> E(Xi/En][xi(5)= J



THECAW OF TOTAL VARIANCE
-

Def the conditionalvariance of a r
.
v. X on a t-algebra # is

check!

Var(x (f) : = E/(X-EWIE) IF) * ELXIE] - ENXIE) (x)

&(LawofTotalVariance Va(E(x(F)
TE(x)E(E(x21F)] Elvar (XIE) +E
· (EX) E(z)?

Subtract => Var(X) =Elvar(X(F)]
Ex : Sample a random student in a calculus clas

X = student's exam score

Y = Student's groupI
&

number (2.g .
1

,
2

,3)mine
=> Var(X) = IEVar (x1 -1) + var(E(x)-)

↑ ↑
/

"Within-groun variance" + "between-group variance

HW: True/false? · Var(X) - Elar(XIF)] - true (C+v)

· Var(X)2Var(XIF) a . s . -false

HW : state, prove the law of Total

Grariance



Conditional distributions

Intuitiveexamples :

· XIy = (2withmot in the Exchange Parad,a

· X 1Yw distribution of income (X) in a given country (4)
-

· Y-Uniflo,
13 ; X(Y -N(o,

y2)
.

· (iD-Urof (unit dis) = XIT-Unif(F, ) : &

x

·
Heuristic def : the conditional distr.

"XIE" is the random prob. meas

↑(B) := P(X + BIF) := E(Axes IF]
,

B - B(R)
.

Y

·light issuedefinedutawa
s

a prob measure

However, this issue can be fixed :

regular

Auditionaldistributions) let X be a riv.

and FCE be a r-algebra.

Then XBEBIR) ,
Xwet EM (B,

c) such that :

(i) Ver : B4u(B,
w) is a probability measure on BCR)

- ("conditional distr. " )

(i) B+ B(R) : M(B,
w) PEX-BIFY (a) of X given y

Sfollows from
...



f 1 The holds ,
twee the cof of MC.,w) must be

F(x ,w) = M)- 0
,
x) ((X =x (F 3(w) = E( + (x=x3(5)(c) .

So
,
let's define the function

F(r,w) : = E(1(x =+(5)(w) FreQ (o)

*
↓ version.

· Excluding will sets ,
we can find a"nice" set AFR with B(XA)=

&

and such that WeA we have :

(a) F(r, c) < F(s
, 2) Frcs

in Q (lymonotonicity of CondlE)

(b) F(u++, c) ↓F(r,w)an = 0
, FreQ (bycondMCT)

(2) F(n ,
w)+ 0

,
F(n ,w) + 0 anex (by condMCT)

· For each WeA ,
extend (0) to R by defining

F(x,
w) : = inf(F(r, c) : >x

, reQY FreR (00)

(Properties (a) ,
(c) show agreement on Q) .

And for each WKA ,
let F be some fixed cof, e .g.

F(x
,
w) : = E(x) fx-R

No
,1)

· F is monotonely nondecreasing (by defoo),

has the correct limits (0 at-o
,

1 at t) (by (c)
&

and is right-continuous (by (6)
,
defoo monotonicity - check

!)

=>wer : x + F(x,w) is a CDF

=> Fuel : E Bore prob, measure Brim(B,
W) withofref(x,w)
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· It remains to prove (ii) ,
i

. e
.
check that BEB(R) :

(i) the r. v. crm(B,w) is F-mble

dP(w)(ii)SMIB,
w)dP(w)=SHEXEBs

E

L

(i) 2 : = (B + B(R) : wrou (B,
w) is F-mbled

is a x-system MC,w) is a prob- meas => u(Bi,2)=u(B,
2)

( (=>if each function in RUS is F-uble => LUSisF-ruble

that contains the -system P= ((-0, r] , wea] oby (0)
# theorem => + (p)C2

.

V

"B(IR)

(ii) Fix # EtF · Each side of (ii) definesa unite measure f i

(by MCT) ,
and identity (ii) holds VBEP by (0) :

(M((+, r),w)dP(w) = SF(r
,
w)dP(r)= E(Hyxvs#).

E E

/Bdetof
By the uniqueness of measures (or by applying #-x thm),

(ii) holds - B + B(IR) .

D

⑭ Extend the the for rectors XR"Tes
.
for n = 2

,
work with

IX=2 , Yzy} instead of Extl

⑪ (The expectation of the conditional distte conditional expectation--let Mo be

theconditonaldestof
given E

,
:itAa
↑

Show that

Tofor indicators h (bydef)
· E for simple h (by linearity)
· for integrablez0 (by cDCT)

=> for all h = ht-h- J



Conditiondensities
-

· When F= rY)
,

we write XIY instead of X10
-

Conditionaldensity) If (X,
i) has density fx, (3), them the

conditional distr
. of X given Y has density rifxy (e) ,

where

Exy(x(y)=R

roofafxly (ly) is indeed a deneity Ey (total integral = 1)

· It remains to check that the cond . exp .
indeed has this density ,

i
. e.

I

FBEBIR) :
PEXBIY3ffxy(it) or a . s. (int)

B
Il

E(#(x+ B>
( +(y)]

defundedis-witahon s
a

F - r(y)
Il

EYER3 for some REBIR)
PEXEB

,YERIESEx (,d)f 13 dye

"BBf(u ,y) andy. Yes ! B

-

an fx = Ein a "continuous version" of PE
&I to condition on events <Y=y3 of measure O ⑦Allows -
-

Lec
.
lo Prop

Skip : "Continuous" version of LT : fym,Any Exx (14) f-,
(2) dy

F

= "Continuous" Bayesformula :

f
xly(x(y)=x =fx)

Y (Williams 15.7]
Remarks 1

.

Extensions for revers Xi-obvious,
-

2. For excrete X
,
Y

,
the same formulas hold for parts (easier !)



Application : revisit theltteringblem (p .

152
.5) :

Signal X-NCo , 1)
noise WwN(0,+2) indep

observation Y = X + W
.

XHy = ?

Solution : Let's apply Bayes formula.

fy(x) = pdf of N(0, 1)=Xp)- E)

fyx(y(x) = pdf of N(x ,
2) =Ep[]

E logfx , y (x(y)
= log fy (x

(y(x) + logfy(x) + c
, (y)

=-
=- (x-) + G(y) (complete the square)

=> fxly(xy) = pdf ofN()

=> the best estimator is X = Eigh .

Its USE = Var(*)=

We recovered the result on p .
152

.

5.



APPLICATION : LIFELIHOOD RATIO TEST

-

Hypothesis test :

· Livemid observations X+, ..., Xn ,
which of the two

given
distributions have they been sampled from ?

· let's say ,
one has purf f and the other

, g

f

-· Model : Or Ber (2)
.
Conditionally on

O,in
If E = 0 => draw/X1 , . . .,Xu) from f

If 8 =1 =
from g.

· Test : compute the likethood ratio

n(x) :=
Output "f" if MX) = 1 and ag's of M(X)< 1

·Row to compute N(x) ? Baye :

P(0 =o(X = x)==
=0
,=

me

and similarly for PRO=11x = 27
.

Divide

#
Thus (by"conditioning = fixing "before) =>

:
. e.choose f or 8 ,

whichever makes the
a(x)= ( (

sample X. ...Xu more likely

Remarks 1
.

For polf's -the same
-

2. LRT is the best test (Neuman-Pearson lenma)
3. Works for > 2 hypotheses : choosethe one that maximizes

De likelihood of sample (MLE) .



SKIP
-

EXPONENTIAL DISTRIBUTION
-

EX
= time of the first call at a police station after midnight.

Distribution of XY

#1 11
Tadt F(a) = PhXem .

3 = Y 0
x/n

-

Divide (0,
x) inton intervals of length aln

picall during a given intervaly
= Xo E (proportional to the length)

of the interval

=> PhXzal = Phnocall in 10
, 073
*
&efficient of proportionality

= Plno call in any of the intervals)

- Xx

=(1-e as new

thus, P(X > x
.
3 = 2

-xx

&
a)p J

↓

Bef A r
.

X. X has the exponential distribution with parameter i if

P(Xax) = e
- bx, x > 0

Notation : X-Exp(x) .
The parameter a is called the rate

·pdf
: f(x)= (1-e

+ ) = [Sex
· EX = Gre

*
du =) ,

Va(x) =D (D)

· Exponential distribution is used to model waiting times

(lifetime of iPhone
,

time until next customer arrives
,

etc.)
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Skip

Memorylessproperty) X-Exp(x) satisfies

P(X>t+>(x y +3 = P(XS3 As
,
t > o

↑ ↑
Pawaits more minutes) PS wait is minutes

Ins= -e
-3

= ra)
def

·
i.e. XvExp(x) = X-t(xzt ~Exp(x)

· EXQ let X:
~ Exp(xi) , i = 1

,
2

,
be independent

. pot ofX,tail ofXz

↓ -X ,
x

· xedi
(a) PhX=X3= (X ,

=xz(x) = Ex
,
(e

-*x) =ge
m
-

I

(b) min (X
-,
X2) ~Exp(x ,

+ Xz)
indep

! #min (x, , Xn)> th = PhX,t, Xcz+
*+e ++

= e
-xi+ +2)+
)

induction= Cor min (Xe
, ..., Xn) ~ Exp(x ,+... +Xa) (Min-stability)

=

Ex You arrive at a post office having I clerks; both are busy; no live.

You enter the service when either clark becomes free.

The service times of cleaks are Exp(x1), Explia)I Find theexpectedthe you spend inthe office

Ri : = remaining service time of the customer will cert i

N Exp(Xi) by memoryless property.

S : = your service time . T= min (Re
, Rc) +S

ET=RyRn) + ES=
2

+ ES .

~=-m If

(Ex. 1a)

31/41 2Yx
, J

=
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ElNeometric distribution) X-Geom(p)

of X = # of the first success in independent trials (each=mseprob . p) .

SFS FFS FFFS
3

-x = 1 . p + 2(-p)p + 3(1-p)-p + 4(1-p)p +... = t (check !)

S

· Alternative computation :

Condition on
1st trial

,
use L .

T
.

E :

E(X] = =(x(S) . p(s)+ E(X) P(z)
-- -

1 p ↑ 1-p ↑

I
XIF = X+ 1 in distribution :

( after 1 failure, the experiment resets . C
-> E(XIF)= 1+ EIX]

=> E(x) = p + (1 + E(X))(1 -p) . Solving yields

E[x) = +

SkiAlso memoryles (Check!)

~Tony enough now will rctinuous distr is Exols no
The
only memoyless r

.
r.
with discrete distr .

is Geom()
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ElGupocleospre ember of coupons one needs to collectI before obtaining a complete collection of all n types of coupons?

( Assume : each time one obtains a coupon,

it is equally likely
to be one of types)

where

· X = Xp+ X+... +Xn- 1

Xi = # additional compone (after
: types have been collected

in order to obtain a new type.

Xo X
X2 Xn

-

--- ... -
Iwaitl wait wack I I I

O 1st 2nd zad with

E(X) = E(Xo) + E(X , ) +. + E(Xn-1)
.

· X +
W ? After i coupons have been collected,

each coupon we obtain is of a new type with probability
Pi=i neein

Hence XivGeom(Pi) => EIXi] = ti

· E(x)= +++ 5 +... +M

· Asymptotic analysis
: =Luke

-ensum Logarithmic oversampling.
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