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Abstract

The purpose of this paper is to establish bounds on the rate of convergence of the conjugate gradient
algorithm when the underlying matrix is a random positive definite perturbation of a deterministic
positive definite matrix. We estimate all finite moments of a natural halting time when the random
perturbation is drawn from the Laguerre Unitary Ensemble in a critical scaling regime explored in Deift
et. al (2016). These estimates are used to analyze the expected iteration count in the framework of
smoothed analysis, introduced by Spielman and Teng (2001).
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1 Introduction

It is conventional in numerical analysis to study the worst-case behavior of algorithms, though it is often the
case that worst-case behavior is far from typical. A fundamental example of this nature is the behavior of LU
factorization with partial pivoting. While the worst-case behavior of the growth factor in LU factorization
with partial pivoting is exponential, the algorithm works much better in practice on ‘typical’ problems.
The notion of smoothed analysis was introduced by Spielman and his co-workers to precisely formulate a
criterion that distinguishes between the typical and worst-case performance for such numerical algorithms
(see [Spielman and Teng, 2001, Sankar et al., 2006] and the examples below). In this work, we apply recent
results on the Laguerre Unitary Ensemble (LUE) obtained by the authors and P. Deift [Deift et al., 2016] to
obtain a smoothed analysis of the conjugate gradient algorithm. The work [Deift et al., 2016] was motivated
by a probabilistic analysis of the conjugate gradient algorithm and revealed the unexpected emergence of
Tracy-Widom fluctuations around the smallest eigenvalue of LUE matrices. In this paper we show that
the analysis of [Deift et al., 2016] extends quite easily to a smoothed analysis of the conjugate gradient
algorithm over random positive definite perturbations (which constitute a natural class of perturbations for
the conjugate gradient algorithm). To the best of our knowledge, this is the first instance of smoothed
analysis for the conjugate gradient algorithm. In what follows, we briefly review the conjugate gradient
algorithm, smoothed analysis and the Laguerre Unitary Ensemble, before stating the main theorem.
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1.1 The conjugate gradient algorithm

The conjugate gradient algorithm is a Krylov subspace method to solve the linear system \( Ax = b \) when \( A > 0 \) is a positive definite matrix. In this article, we focus on Hermitian positive definite matrices acting on \( \mathbb{C}^N \), though the ideas extend to real, symmetric positive definite matrices. We use the \( \ell^2 \) inner product on \( \mathbb{C}^N \), \( \langle u, v \rangle_{\ell^2} = \sum_{i=1}^{N} u_i \bar{v}_i \), and \( A > 0 \) means that \( A \) is Hermitian and \( \langle u, Au \rangle_{\ell^2} > 0 \) for all \( u \neq 0 \). When \( A > 0 \), its inverse \( A^{-1} > 0 \), and we may define the norms
\[
\| u \|_w = \langle u, Au \rangle_{\ell^2} \quad \text{and} \quad \| u \|_{w^{-1}} = \langle u, A^{-1}u \rangle_{\ell^2}.
\]

In this setting, the simplest formulation of the conjugate gradient algorithm is as follows [Hestenes and Steifel, 1952, Greenbaum, 1989]. In order to solve \( Ax = b \), we define the increasing sequence of Krylov subspaces
\[
\mathcal{K}_k = \text{span}\{ b, Ab, \ldots, A^{k-1}b \},
\]
and choose the iterates \( \{ x_k \}_{k=1}^{\infty} \) to minimize the residual \( r_k = Ax_k - b \) in the \( w^{-1} \) norm:
\[
x_k = \arg\min_{x \in \mathcal{K}_k} \| Ax - b \|_{w^{-1}}, \quad \| Ax_k - b \|_{w^{-1}} = \min_{x \in \mathcal{K}_k} \| Ax - b \|_{w^{-1}}.
\]
Since \( A > 0, x \in \mathcal{K}_k \) for some \( k \leq N \) (in our random setting it follows that \( \mathcal{K}_N = \mathbb{C}^N \) with probability 1), so that the method takes at most \( N \) steps in \( N \) exact arithmetic. \(^1\) However, the residual decays exponentially fast, and a useful approximation is obtained in much fewer than \( N \) steps. Let \( \lambda_{\max} \) and \( \lambda_{\min} \) denote the largest and smallest eigenvalues of \( A \) and \( \kappa = \lambda_{\max}/\lambda_{\min} \) the condition number. Then the rate of convergence in the \( \ell^2 \) and \( w \) norms is [Rutishauser, 1959]
\[
\| r_k \|_{\ell^2} \leq \sqrt{\kappa} \left( \frac{\sqrt{k} - 1}{\sqrt{k} + 1} \right)^k \| r_0 \|_{\ell^2},
\]
\[
\| r_k \|_w \leq \left( \frac{\sqrt{k} - 1}{\sqrt{k} + 1} \right)^k \| r_0 \|_w.
\]

Here we obtained (1.1) from (1.2) using
\[
\lambda_{\min} \| x \|^2_{\ell^2} \leq \langle x, Ax \rangle_{\ell^2} \leq \lambda_{\max} \| x \|^2_{\ell^2}.
\]
These rates of convergence provide upper bounds on the following \( \epsilon \)-dependent run times, which we call halting times:
\[
\tau_{\epsilon}(A, b) = \min \left\{ k : \frac{\| r_{k+1} \|_{\ell^2}}{\| r_0 \|_{\ell^2}} \leq \epsilon \right\},
\]
\[
\tau_{w,\epsilon}(A, b) = \min \left\{ k : \frac{\| r_{k+1} \|_w}{\| r_0 \|_w} \leq \epsilon \right\}.
\]
Note that we have set \( x_0 = 0 \) so that \( r_0 = -b \) (the estimates above hold for arbitrary \( x_0 \)). In what follows, we will also assume that \( \| b \|_{\ell^2} = 1 \), so that the definitions above simplify further.

1.2 Smoothed analysis

Our main results are a theorem (Theorem 1.1) along with numerical evidence to demonstrate that the above worst-case estimates, can be used to obtain bounds on average-case behavior in the sense of smoothed analysis. In order to state the main result, we first review two basic examples of smoothed analysis [Spielman and Teng, 2001], since these examples clarify the context of our work.

\(^{1}\)In calculations with finite-precision arithmetic the number of steps can be much larger than \( N \) and this will be taken into account in the numerical experiments in Section 1.4. The results presented here can be extended to the finite-precision case but only in the limit as the precision tends to \( \infty \) using [Greenbaum, 1989]. Tightening these estimates remains an important open problem.
Roughly speaking, the smoothed analysis of a deterministic algorithm proceeds as follows. Given a deterministic problem, we perturb it randomly, compute the expectation of the run-time for the randomly perturbed problem and then take the maximum over all deterministic problems within a fixed class. Subjecting a deterministic problem to random perturbations provides a realistic model of ‘typical performance’, and by taking the maximum over all deterministic problems within a natural class, we retain an important aspect of worst-case analysis. A parameter \( \sigma^2 \) (the variance in our examples) controls the magnitude of the random perturbation. The final estimate of averaged run-time should depend explicitly on \( \sigma^2 \) in way that demonstrates that the average run-time is much better than the worst-case. Let us illustrate this idea with examples.

### 1.2.1 Smoothed analysis: The simplex algorithm

Assume \( \bar{A} = (\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_d) \) is a deterministic matrix of size \( N \times d \), and \( \bar{y} \) and \( z \) are deterministic vectors of size \( N \) and \( d \), respectively. Let \( T(\bar{A}, \bar{y}, z) \) be the number of simplex steps required to solve the linear program

\[
\text{maximize } z^T x, \quad \text{subject to } \bar{A}x \leq \bar{y},
\]

with the two-phase shadow-vertex simplex algorithm.

We subject the data \( \bar{A} \) and \( \bar{y} \) to a random perturbation \( \sigma A \), and \( \sigma y \), where \( A \) and \( y \) have iid normal entries with mean zero and standard deviation \( \max_i \| (\bar{y}_i, \bar{a}_i) \| \). It is then shown in [Spielman and Teng, 2004] that the expected number of simplex steps is controlled by

\[
\mathbb{E}[T(\bar{A} + \sigma A, \bar{y} + \sigma y, z)] \leq P(1/\sigma, N, d),
\]

where \( P(a, b, c) \) is a polynomial. Thus, problems of polynomial complexity occupy a region of high probability.

### 1.2.2 Smoothed analysis: LU factorization without pivoting

Let \( \bar{A} \) be an \( N \times N \) non-singular matrix and consider computing its LU factorization, \( \bar{A} = LU \), without partial pivoting. The growth factor of \( \bar{A} \), defined by

\[
\rho(\bar{A}) = \frac{\| U \|_{\infty}}{\| \bar{A} \|_{\infty}}
\]

may be exponentially large in the size of the matrix, as seen in the following classical example:

\[
\bar{A} = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 \\ -1 & 1 & 0 & 0 & 1 \\ -1 & -1 & 1 & 0 & 1 \\ -1 & -1 & -1 & 1 & 1 \\ -1 & -1 & -1 & -1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 \\ -1 & -1 & 1 & 0 & 0 \\ -1 & -1 & -1 & 1 & 0 \\ -1 & -1 & -1 & -1 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 2 \\ 0 & 0 & 1 & 0 & 4 \\ 0 & 0 & 0 & 1 & 8 \\ 0 & 0 & 0 & 0 & 16 \end{bmatrix}.
\]

Generalizing this example to all \( N \), we see that \( \rho(\bar{A}) = 2^{N-1}/N \). This is close to the worst-case estimate of Wilkinson [Wilkinson, 1961]. Now consider instead \( \rho(\bar{A} + \sigma A) \) where the random perturbation \( A \) is an \( N \times N \) matrix consisting of iid standard normal random variables. One of the results of [Sankar et al., 2006] is

\[
\mathbb{P}(\rho(\bar{A} + \sigma A) > 1 + t) \leq \frac{1}{\sqrt{2\pi}} \frac{N(N+1)}{\sigma t}.
\]

Hence the probability that \( \rho(\bar{A} + \sigma A) \geq 2^{N-1}/N \) is exponentially small! The above estimate relies on a tail bound on the condition number

\[
\mathbb{P}(\kappa(\bar{A} + \sigma A) > t) \leq \frac{14.1n(1 + \sqrt{2}(\log t)/9n)}{t\sigma}.
\]

The example above may also be used to demonstrate exponential growth with partial pivoting. However, to the best of our knowledge, there are no smoothed analysis bounds analogous to (1.5) that include the effect of pivoting.
1.3 The main result

We now formulate a notion of smoothed analysis for the halting time of the conjugate gradient algorithm. In order to do so, we must choose a matrix ensemble over which to take averages. Since the conjugate gradient algorithm is restricted to positive definite matrices it is natural to choose random perturbations that are also positive definite. The fundamental probability measure on Hermitian positive definite matrices is the Laguerre Unitary Ensemble (LUE), or Wishart ensemble, defined as follows. Assume $N$ and $\alpha$ are positive integers, and let $X$ be an $N \times (N + \alpha)$ matrix of iid standard complex normal random variables. The Hermitian matrix $W = XX^*$ is an LUE matrix with parameter $1 + \alpha/N$.

The parameter $\alpha$ plays an important role in our work. The case $\alpha = 0$ is critical in the following sense. When $-N < \alpha < 0$, the random matrix $W = XX^*$ is positive semi-definite and $0$ is an eigenvalue of multiplicity $-\alpha$ with probability 1. In particular, the condition number of $W$ is infinite almost surely. On the other hand, when $\alpha \geq 0$, the random matrix $W$ is almost surely positive definite. When $\alpha = 0$, Edelman [Edelman, 1988] showed that the condition number of $W$ is heavy-tailed, and does not have a finite mean (see also [Sankar et al., 2006] and the previous examples). On the other hand, if $\alpha$ grows linearly with $N$, say $\lim_{N \to \infty} \alpha/N = p > 0$, the asymptotics of the smallest eigenvalue of $W$, and thus the condition number, are described by the Marchenko–Pastur distribution with parameter $p$. In particular, as $N \to \infty$ the smallest eigenvalue of $W(N)$ remains strictly separated from 0. In recent work with P. Deift, we explored an intermediate regime $\alpha \sim 4eN^{1/2}$, and established Tracy–Widom fluctuations of the smallest eigenvalue and the condition number (see Theorem 1.1 and Theorem 1.3 in [Deift et al., 2016]). We further showed numerically that the nontrivial fluctuations of the condition number are reflected in the performance of the conjugate gradient algorithm on Wishart matrices in this regime. In this article, we broaden our exploration of this intermediate regime, choosing

$$\alpha = \alpha(N) = \lfloor \sqrt{4eN}\gamma \rfloor$$ for some $0 < \gamma \leq 1/2$. \hfill (1.6)

In order to formulate a notion of smoothed analysis for the conjugate gradient algorithm, we must subject a deterministic positive definite matrix $A$ with $\|A\| \leq 1$ to a random perturbation of the form $\sigma^2 H$, where $\|H\| = O(1)$, and then take the supremum over all $A$ with $\|A\| \leq 1$. It turns out that the largest eigenvalue of $W = XX^*$ is approximately $\nu = 4N + 2\alpha + 2$. Thus, our implementation of smoothed analysis for the conjugate gradient algorithm involves estimating

$$\sup_{A \geq 0, \|A\| \leq 1} \mathbb{E}[\tau_{\epsilon}(A + \sigma^2 H, b)], \quad \sup_{A \geq 0, \|A\| \leq 1} \mathbb{E}[\tau_{w,\epsilon}(A + \sigma^2 H, b)], \quad H = W/\nu,$$

with explicit dependence on $\sigma$ and $\gamma$. The factor $\sigma^2$ is used here so that $\sigma$ represents the scaling of the variance of the entries of $X$. Our main result, proved in Section 3.2, is the following.

**Theorem 1.1.** Assume $\alpha$ satisfies (1.6) and $\epsilon > 0$. Let $H = \nu^{-1} XX^*$ where $\nu = 4N + 2\alpha + 2$ and $X$ is an $N \times (N + \alpha)$ matrix of iid standard complex normal random variables. Then with

$$\rho_\sigma = 2 \sqrt{\frac{1 + 1/\sigma^2}{c}}, \quad \sigma > 0,$$

we have the following estimates.

(1) **Halting time with the $\ell^2$ norm:**

$$\sup_{\|A\| \leq 1, A \geq 0} \mathbb{E}[\tau_{\epsilon}(A + \sigma^2 H, b)^2] \leq \frac{1}{2^j} N^{j(1-\gamma)} \rho_\sigma^j (\log N)^1 \rho_\sigma^{-1} \epsilon^{-1} j(1 + o(1)), \quad \text{as } N \to \infty.$$

(2) **Halting time with the weighted norm:**

$$\sup_{\|A\| \leq 1, A \geq 0} \mathbb{E}[\tau_{w,\epsilon}(A + \sigma^2 H, b)^2] \leq \frac{1}{2^j} N^{j(1-\gamma)} \rho_\sigma^j (\log \epsilon)^1 \epsilon^{-1} j(1 + o(1)), \quad \text{as } N \to \infty.$$

\footnote{A standard complex normal random variable is given by $Z = X + iY$ where $X$ and $Y$ are independent real normal random variables with mean zero and variance $1/2$.}
Remark 1.2. \(\text{expect Theorem 1.1 to hold for all}\ \gamma \geq 0\). Hence for \(\lambda < \gamma\), Theorem 1.1 provides asymptotic control on the

Remark 1.3. \(\text{establish Theorem 1.1 in the range}\ \gamma > 1\). However, this is not true because the condition number \(\kappa\) formally suggests that one may obtain a bound on an exponential generating function of the halting times

Remark 1.4. \(\text{Lemma 3.2 we precisely describe how increasing}\ \gamma\ \text{and Theorem 1.1 for}\ j > 0\ \text{and sufficiently large}^3 N\ \text{to obtain}

\[
\sup_{\|A\| \leq 1, \ A \geq 0} \mathbb{P} \left( \tau_r(A + \sigma^2 H, b) \geq N^{1-\lambda} \right) \leq \frac{1}{2} \left( 1 + \frac{1}{\sigma^2} \right)^{3/2} N^{-j(\gamma - \lambda)} \left( \log \left( 2N^{1-\gamma} (1 + \sigma^{-2})^{1/2} \epsilon^{-1} \right) \right)^j.
\]

Hence for \(\lambda < \gamma\) and \(j\) large, this probability decays rapidly.

Remark 1.2. \(\text{We only prove Theorem 1.1 for LUE perturbations in the range}\ 0 < \gamma \leq 1/2\). However, we expect Theorem 1.1 to hold for all \(0 \leq \gamma \leq 1\), as illustrated in the numerical experiments below. In order to establish Theorem 1.1 in the range \(1/2 < \gamma \leq 1\) it is only necessary to establish Lemma 3.2 for these values of \(\gamma\). This will be the focus of future work.

Remark 1.3. Theorem 1.1 provides asymptotic control on the \(j\)th moments of halting times for each \(j\). This formally suggests that one may obtain a bound on an exponential generating function of the halting times above. However, this is not true because the condition number \(\kappa\) has only \(O(\alpha)\) moments at any finite \(N\).

Remark 1.4. By restricting attention to positive definite perturbations we ensure that the conjugate gradient scheme is always well-defined for the perturbed matrix \(A + \sigma^2 H\). This also allows the following simple, but crucial lower bound, on the lowest eigenvalue of the perturbed matrix

\[
\lambda_{\min} \left( A + \sigma^2 H \right) \geq \lambda_{\min}(A),
\]

which then yields an upper bound on the condition number of the perturbed matrix \(\kappa(A + \sigma^2 H)\). We have not considered the question of random perturbations of \(A\) that are Hermitian, but not necessarily positive definite. Such perturbations are more subtle since they must be scaled according to the smallest eigenvalue of \(A\). Nor have we considered the question of whether such perturbations provide good ‘real-life’ models of a smoothed analysis of the conjugate gradient scheme. Nevertheless, the above framework shares important features with [Sankar et al., 2006] in that the problem is “easier” for large values of \(\sigma\) and the worst case of the supremum over the set \(\{ A \geq 0, \|A\| \leq 1 \}\) can be realized at singular \(A\).

1.4 Numerical simulations and the accuracy of the estimates

In this section we investigate how close our estimates on \(\mathbb{E}[\tau_r(H, b)]\) (which can be obtained from Theorem 1.1 by formally sending \(\sigma \to \infty\)) are to the true value of the expectation. We present numerical evidence that the estimates are better for larger values of \(\gamma\), and continue to hold beyond the \(\gamma = 1/2\) threshold of Theorem 1.1. As the conjugate gradient algorithm is notoriously affected by round-off error, we adopt the following approach to simulating \(\tau_r(H, b)\) with finite-precision arithmetic:

- In exact arithmetic, the conjugate gradient algorithm applied to \(Hx = b, H = U^*AU\), with initial guess \(x_0 = 0\), has the same residuals as the algorithm applied to \(Ay = U^*b\). Indeed, if \(x_k\) satisfies

---

3Here \(N\) should be sufficiently large so as to make the error term in Theorem 1.1 less than unity.
\[ \|Hx_k - b\|_{w^{-1}} = \min_{x \in K_k} \|Hx_k - b\|_{w^{-1}} \text{ then for } y = U^*x, y_k = U^*x_k, \|Hx_k - b\|^2_{w^{-1}} = \langle Hx_k - b, x_k - x \rangle = \langle Ay_k - U^*b, y_k - y \rangle. \] Thus, defining \( \| \cdot \|_{w^{-1}} = \langle \cdot, \Lambda^{-1} \cdot \rangle \) we have

\[ \|\Lambda y - U^*b\|_{w^{-1}} = \min_{y \in K_k} \|\Lambda y - U^*b\|_{w^{-1}}, \quad \hat{K}_k = U^*K_k = \{U^*b, \Lambda U^*b, \ldots, \Lambda^{k-1}U^*b\}. \]

This is an exact characterization of the iterates of the conjugate gradient algorithm applied to \( \Lambda y = U^*b \).

- Sample a matrix \( H = XX^*/\nu \) and compute its spectral decomposition \( H = U\Lambda U^* \). Sample a vector \( b \) with iid Gaussian entries and normalize\(^4\) it, so that \( \|b\|_2 = 1 \). Prior to normalization the entries of \( b \) are iid Gaussian, thus \( b \) is uniformly distributed on the unit sphere in \( \mathbb{C}^N \). Since \( H \) is a Wishart matrix, we find that \( U^*b \) is also uniformly distributed on the unit sphere in \( \mathbb{C}^N \). That is, \( b \) and \( U^*b \) have the same law.

- Applying the diagonal matrix \( \Lambda \) to a vector is much less prone to round-off error since it involves only \( N \) multiplications, as opposed to \( N^2 \) multiplications for the dense matrix \( H \). Thus, to minimize round-off error we compute the iterates of the conjugate gradient algorithm applied to \( \Lambda y = b \) with \( \Lambda \) as above, and \( b \) uniformly distributed on the unit sphere in \( \mathbb{C}^N \). As noted above, these iterates have the same law as those of \( Hx = \hat{b} \) when \( \hat{b} \) and \( b \) have the same law, and when \( H \) is a Wishart matrix. By computing the number of iterations necessary (in high-precision arithmetic) so that \( \|y_{k+1}\|_\epsilon \leq \epsilon \), we obtain one sample of the halting time \( \tau_\epsilon(H, b) \) without significant round-off errors.

In Figures 1, 2 and 3 we plot the sample mean \( \tau_\epsilon \) over 1,000 samples as \( N \) increases. Throughout our numerical experiments \( b \) is taken to be iid uniform on \([-1, 1]\) and then normalized to be a unit vector. With this consideration, it is clear that the estimate in Theorem 1.1 is good for \( \gamma = 2/3 \) (despite the fact that we have not proved it holds in this case), fairly tight for \( \gamma = 1/2 \) and not as good for \( \gamma = 1/3 \). These calculations demonstrate that the worst case bounds (1.1) and (1.2) provide surprisingly good estimates in a random setting. Further, they appear to be exact in the sense that Theorem 1.1 predicts the correct order of the expectation of \( \tau_\epsilon \) as \( N \to \infty \).

Comparing these numerical results with Theorem 1.1 we conclude that:

1. Tail estimates on the condition number derived from tail estimates of the extreme eigenvalues, can be used to obtain near optimal, and in some cases optimal, estimates for the expected moments of the condition number.

2. In light of rigorous results and heuristic expectations of universality in random matrix theory, we find it reasonable to expect Lemma 3.2 and Theorem 1.1 to hold for more general real and complex sample covariance matrices, not just LUE.

3. The worst-case estimates given in (1.2) and (1.1) produce effective bounds on the moments of the halting time, and predict the correct order of growth of the mean as \( N \to \infty \). The importance of this observation is that these bounds are known to be sub-optimal. Thus, our results show that the matrices for which these estimates are sub-optimal have a small probability of occurrence.

2 Estimating the halting time

2.1 Outline of the proof

In this section, we explain the main steps in the proof of Theorem 1.1. We also abstract the properties that are known to hold for LUE perturbations (as established in Section 3), stating these estimates as a general condition on the tails of the smallest and largest eigenvalues that suffice to prove Theorem 1.1.

\(^4\)Choosing \( b \) in this way is convenient for these manipulations but it is not necessary. We choose a non-Gaussian vector for our actual experiments.
Figure 1: (a) The sample mean $\tau_\epsilon$ as a function of $N$ for $\gamma = 1/2$ and $c = 1$ with $\epsilon = 10^{-4}$. The plot also shows the deterministic maximum of $N$ iterations for the conjugate gradient algorithm (solid line), the upper bound computed in Theorem 1.1 (dashed line) and the curve $7.5N^{1/2}$ (dotted line) to demonstrate that $\tau_\epsilon$ grows faster than $N^{1/2}$. (b) A fit of the data points using the function $F(N) = aN^{1/2} \log N + bN^{1/2}$, $a \geq 0$ and $b \geq 0$ plotted against the data. Here we find $a = 0.67$ and $b = 3.51$ indicating that Theorem 1.1 could be predicting the correct order of the expectation.

Figure 2: (a) The sample mean $\tau_\epsilon$ as a function of $N$ for $\gamma = 2/3$ and $c = 1$ with $\epsilon = 10^{-4}$. The plot includes the linear upper bound $\tau_\epsilon \leq N$ (solid line), the upper bound computed in Theorem 1.1 (dashed line) and the curve $10N^{1/3}$ (dotted line) to demonstrate that $\tau_\epsilon$ grows at approximately $N^{1/3}$. (b) A fit of the data points using the function $F(N) = aN^{1/3} \log N + bN^{1/3}$, $a \geq 0$ and $b \geq 0$ plotted against the data. Here we find $a = 0.152$ and $b = 8.66$. This could be an indication that Theorem 1.1 predicts the correct order of the expectation.
In order to explain the main idea, we focus on controlling the halting time \( \tau_{w,\epsilon} \) using estimate (1.2). For brevity, let us define the parameter

\[
\theta(\kappa) = \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1}. \tag{2.1}
\]

Since \( \kappa \geq 1 \), the parameter \( \theta(\kappa) \in [0, 1) \). Let us also define the positive real number

\[
K_\epsilon(\kappa) = \inf_{k > 0} \{\theta(\kappa)^k \leq \epsilon\} = \frac{\log \epsilon}{\log \theta(\kappa)}. \tag{2.2}
\]

It follows immediately from (1.4) and the normalization \( \|r_0\|_{l^2} = 1 \) that \( \tau_{w,\epsilon} \leq K_\epsilon \), so that for every \( a \geq 0 \),

\[
\mathbb{P}(\tau_{w,\epsilon} > a) \leq \mathbb{P}(K_\epsilon > a) = \mathbb{P}(\log \epsilon < a \log \theta(\kappa)). \tag{2.3}
\]

Note that \( \log \theta(\kappa) < 0 \) and that as \( \kappa \to \infty \),

\[
\log \theta(\kappa) \sim -\frac{2}{\sqrt{\kappa}}. \tag{2.4}
\]

Thus, basic convergence properties of the conjugate gradient algorithm may be obtained from tail bounds on the condition number. Finally, the condition number is estimated as follows. Since \( \kappa = \lambda_{\text{max}}/\lambda_{\text{min}} \) it is clear that upper bounds of the form \( \mathbb{P}(\lambda_{\text{max}} > t) \) and \( \mathbb{P}(\lambda_{\text{min}}^{-1} > t) \) for arbitrary \( t \in (0, \infty) \) may be combined to yield an upper bound on \( \mathbb{P}(\kappa > a) \) by suitably choosing \( t(a) \). As noted in the first three lines of the proof of Theorem 1.1 below, estimates of upper and lower eigenvalues for Wishart ensembles established in [Deift et al., 2016] immediately extend to estimates for matrices of the form \( A + \sigma^2 H \).

### 2.2 A general sufficient condition

The abstract property we use to establish Theorem 1.1 is the following.
Condition 2.1. Given a random positive-definite matrix $H$, assume there exist positive constants $c_1, c_2$ and $\delta$, constants $C_1, C_2$, and $a$ that are greater than 1, and a positive function $f : (0, \infty) \to (0, \infty)$ such that

$$T_{\text{max}}(t) := \mathbb{P}(\lambda_{\text{max}}(H) > t) \leq T_{\text{max}}(t) := C_1 e^{-c_1 N(t-a)}, \quad t \geq 1,$$

$$T_{\text{min}}(t) := \mathbb{P}(\lambda_{\text{min}}(H) > t) \leq T_{\text{min}}(t) := C_2 [t/f(N)]^{-\alpha/2}, \quad t \geq (1 + \delta)f(N). \quad (2.5)$$

Assume further that $T_{\text{max}}/T_{\text{min}}$ are strictly monotone functions of $t$ and $\lim_{N \to \infty} f(N) = \infty$.

While the conditions above seem arbitrary at first sight, we will show how they emerge naturally for the LUE ensemble in the next section.

Lemma 2.1. Assume Condition 2.1 and that $\alpha$ grows with $N$ as in (1.6). Then there exists a constant $C > 0$ such that

$$\mathbb{P}(\kappa(H) > t) \leq C \left[\frac{1}{a} t/f(N)\right]^{-\alpha/2 + cN}, \quad e_N = \frac{1}{2} \frac{\alpha^2}{ac_1 N + \alpha}, \quad (2.6)$$

when $t \geq a(1 + \delta_N)f(N)$ where

$$\delta_N = (1 + \delta)(1 + C(N^{-1} + \delta N^{-1})) - 1. \quad (2.7)$$

Proof. First, if $xy > ab$ and all these numbers are positive, then either $x > a$ or $y > b$. Thus for $0 \leq s \leq 1$, the tails bounds of Condition 2.1 imply

$$\mathbb{P} \left( \frac{\lambda_{\text{max}}(H)}{\lambda_{\text{min}}(H)} > \frac{T_{\text{max}}(s)T_{\text{max}}(s)}{2} \right) \leq 2s.$$

This bound may be ‘inverted’ in the following way. If we define $T^{-1}(s) = T_{\text{max}}^{-1}(s)T_{\text{max}}^{-1}(s)$, then

$$\mathbb{P} \left( \frac{\lambda_{\text{max}}(H)}{\lambda_{\text{min}}(H)} > t \right) \leq 2T(t).$$

Our goal is to obtain an upper bound on $T(t)$ using the upper bounds $T_{\text{max}}$ and $T_{\text{min}}$. If $T_{\text{max}}(t_1) = s$ and $T_{\text{max}}(t_2) = s$ then $t_2 \geq t_1$. Therefore,

$$T_{\text{max}}^{-1}(s) \leq a + \frac{\log C_1 / s}{c_1 N}, \quad s \leq T_{\text{max}}(a),$$

$$T_{\text{min}}^{-1}(s) \leq f(N) \left[ \frac{s}{C_2} \right]^{-2/\alpha}, \quad s \leq T_{\text{min}}((1 + \delta)f(N)).$$

Since $(1 + \log t/n)^n \leq t$ when $t > 1$ and $n \geq 1$, we can estimate

$$a + \frac{\log C_1 / s}{c_1 N} = a \left( 1 + \frac{\log C_1 / s}{ac_1 N} \right) \leq a \left( \frac{C_1}{s} \right)^{1/(ac_1 N)}.$$

Hence

$$T^{-1}(s) \leq a C_1^{1/(ac_1 N)} f(N) \left[ \frac{s}{C_2} \right]^{-2/\alpha} s^{-1/(ac_1 N)}, \quad s \leq \min \{ T_{\text{max}}(a), T_{\text{min}}((1 + \delta)f(N)) \}.$$

Inverting this expression, we find

$$T(t) \leq \left[ a^{-1} t / f(N) C_1^{-1/(ac_1 N)} C_2^{-2/\alpha} \right]^{-\alpha/2 + cN}, \quad e_N = \frac{1}{2} \frac{\alpha^2}{2ac_1 N + \alpha},$$

$$t \geq \max \{ T^{-1}(T_{\text{max}}(a)), T^{-1}(T_{\text{min}}((1 + \delta)f(N))) \}.$$
Let us examine this lower bound more carefully. We increase \( C_1 \) so that \( C_1 \leq C_2 \), if necessary, so that

\[
T^{-1}(T_{\max}(a)) = aT^{-1}_{\min}(T_{\max}(a)) \leq af(N) \left( \frac{C_2}{C_1} \right)^{2/\alpha} \leq af(N),
\]

\[
T^{-1}(T_{\min}(1+\delta)f(N)) = (1 + \delta)f(N)T^{-1}_{\max}(T_{\min}((1 + \delta)f(N)))
\]

\[
\leq a(1 + \delta)f(N) \left( 1 + \frac{\log C_1/C_2 + \alpha/2 \log(1 + \delta)}{\alpha c_1 N} \right)
\]

\[
\leq a(1 + \delta)(1 + CN^{-1}(1 + \alpha\delta))f(N),
\]

where \( C \) is a suitable constant. Then using the assumption (1.6) and \( C_2 \geq 1 \), \( C_1^{\alpha/(2ac_1 N)} C_2^{1-2\epsilon N/\alpha} \) is bounded by a constant, say, \( C/2 > 0 \). This establishes the lemma. \( \square \)

Let \( \Sigma_N \) denote the set of \( N \times N \) strictly positive definite complex matrices and recall that the constant \( \delta_N \) is defined in Lemma 2.1. The following Lemma is applied to control the halting time in terms of the condition number, and the reader may turn to the Lemmas that follow to see instances of functions \( g \).

**Lemma 2.2.** Let \( g : [1, \infty) \to \mathbb{R} \) be continuous and differentiable on \((1, \infty)\). Assume \( g \) satisfies \( g(1) = 0 \) and \( g'(x) \leq Cx^\ell \) for \( C > 0 \), \( \ell \in \mathbb{R} \) and \( x \) sufficiently large. Assume a function \( M : \Sigma_N \to \mathbb{R} \) satisfies \( M(H) \leq g(\kappa(H)) \). Then if \( H \) satisfies Condition 2.1 and \( \alpha/2 - \epsilon_N - \ell > 1 \) there exist constants \( C, K > 0 \) such that

\[
\mathbb{E}[M(H)] \leq g(b_N) + C(1 + \delta_N)^{-\alpha/K} \frac{b_N^{1+\ell}}{\alpha/2 - \epsilon_N - \ell - 1},
\]

for \( b_N = af(N)(1 + \delta_N) \).

**Proof.** First,

\[
\mathbb{E}[M(H)] \leq \mathbb{E}[g(\kappa(H))],
\]

and by integration by parts

\[
\mathbb{E}[g(\kappa(H))] = \int_1^\infty g(s) d\mathbb{P}(\kappa(H) \leq s) = \int_1^\infty g'(s) \mathbb{P}(\kappa(H) > s) ds.
\]

Using Lemma 2.1 for \( b_N = af(N)(1 + \delta_N) \) and \( N \) sufficiently large

\[
\int_1^\infty g'(s) \mathbb{P}(\kappa(H) > s) ds \leq \int_1^{b_N} g'(s) ds + C \left( \frac{b_N}{1 + \delta_N} \right)^{-\alpha/2 + \epsilon_N} \int_{b_N}^\infty s^{-\alpha/2 + \epsilon_N + \ell} ds
\]

\[
\leq g(b_N) + C(1 + \delta_N)^{-\alpha/K} \frac{b_N^{1+\ell}}{\alpha/2 - \epsilon_N - \ell - 1}.
\]

This last inequality follows from the scaling (1.6):

\[
e_N = \frac{\alpha}{2} \frac{1}{2ac_2 \alpha^{-1} N + 1} = O(\alpha N^{\gamma-1}),
\]

and hence \( \alpha/2 - \epsilon_N \sim \alpha \) and for any fixed \( \ell \) and a constant \( K = K_\ell \)

\[
\frac{1}{\alpha/2 - \epsilon_N - \ell - 1} \leq K/\alpha.
\]

We apply this lemma to the following functions.

**Lemma 2.3.** Let \( b \) be a fixed vector then for any \( j > 0 \)
(1) **Halting time with the $\ell^2$ norm:** $\tau_c(H, b)^j \leq g(\kappa(H))^j$ where 
\[
g(s) = \frac{\log \sqrt{s\epsilon^{-1}}}{\log \left(\frac{\sqrt{s+1}}{\sqrt{s-1}}\right)}.
\]

Further, for every $\eta > 0$ and $\epsilon > 0$ there exists a constant $C_{\eta, \epsilon}$ such that for $s \in [1, \infty)$
\[
g(s) \leq \frac{1}{2} \sqrt{s} \log s^{-1/2+\eta}, \quad g'(s) \leq \frac{1}{2} \frac{\log s^{-1/2}}{\sqrt{s}} \leq C_{\eta, \epsilon} s^{-1/2+\eta}.
\]

(2) **Halting time with the weighted norm:** $\tau_w,\epsilon(H, b)^j \leq g(\kappa(H))^j$ where 
\[
g(s) = \frac{\log \epsilon^{-1}}{\log \left(\frac{\sqrt{s+1}}{\sqrt{s-1}}\right)}.
\]

This function $g$ satisfies the following estimates
\[
g(s) \leq \frac{1}{2} \sqrt{s} \log \epsilon^{-1}, \quad g'(s) \leq \frac{1}{2} \frac{\log \epsilon^{-1}}{\sqrt{s}}.
\]

(3) **Successive residuals:** For $r_k = r_k(A, b)$, \[
\left(\frac{\|r_{k+1}\|}{\|r_k\|}\right)^j \leq g(\kappa(H))^j \quad \text{where}
\]
\[
g(s) = \left(\frac{\sqrt{s}}{\sqrt{s+1}} - 1\right) \leq 1, \quad g'(s) \leq s^{-3/2},
\]

and $\|\cdot\|$ stands for either $\|\cdot\|_{\ell^2}$ or $\|\cdot\|_A$.

**Proof.** All the bounds follow from (1.2) and (1.1) as explained in the introduction to this Section. The estimates on the functions $g(s)$, each of which satisfies $g(1) = 0$, may be obtained by elementary manipulations.

We can now prove our generalized result.

**Theorem 2.1.** Assume a random matrix $H$ satisfies Condition 2.1 and $\alpha$ satisfies (1.6). Then for $b_N = af(N)(1 + \delta_N)$, $\delta > 0$ and any vector $b = 1$, the following estimates hold:

(1) **Halting time with the $\ell^2$ norm:** 
\[
\mathbb{E}[\tau_c(H, b)^j] \leq \frac{1}{2^j} b_N^{j/2} (\log b_N^{1/2} \epsilon^{-1})^j (1 + o(b_N^{-1/2} (1 + \delta_N)^{-\alpha/K})), \quad \text{as } N \to \infty.
\]

(2) **Halting time with the weighted norm:** 
\[
\mathbb{E}[\tau_w,\epsilon(H, b)^j] \leq \frac{1}{2^j} b_N^{j/2} (\log \epsilon^{-1})^j (1 + O(b_N^{-1/2} N^{-\gamma} (1 + \delta_N)^{-\alpha/K})), \quad \text{as } N \to \infty.
\]

(3) **Successive residuals:** For $r_k = r_k(H, b)$ 
\[
\mathbb{E}\left[\left(\frac{\|r_{k+1}\|}{\|r_k\|}\right)^j\right] \leq \left(1 - \frac{2}{\sqrt{b_N} + 1}\right)^j + O(b_N^{-1/2} N^{-\gamma} (1 + \delta_N)^{-\alpha/K}),
\]

where $\|\cdot\|$ stands for either $\|\cdot\|_{\ell^2}$ or $\|\cdot\|_A$.

**Proof.** Before we begin, we recall (2.8).
(1) **Halting time with the $\ell^2$ norm:** As $H$ satisfies Condition 2.1 we can apply Lemma 2.2 with the estimates in Lemma 2.3(1) for $j > 0$ and $\eta > 0$. We use that in this case
\[
\frac{d}{ds} g(s)^{j} = j g'(s) g(s)^{j-1} \leq j C_{\epsilon, \eta} s^{(j-3)/2 + j \eta},
\]
and hence $\ell = (j - 3)/2 + j \eta$ in Lemma 2.2. Therefore,
\[
E[\tau_c(H, b)] \leq \frac{1}{2j} b_{N}^{j/2} (\log b_{N}^{1/2} \epsilon^{-1})^{j} + j C_{\epsilon} C_{\epsilon, \eta} (1 + \delta_{N})^{-\alpha/K} b_{N}^{j/2} b_{N}^{-1/2 + j \eta} N^{-\gamma}.
\]
If $b_{N} = O(N^{\zeta})$ for some $\zeta > 0$, we choose $\eta > 0$ such that $j \zeta \eta < \gamma$. Thus,
\[
E[\tau_c(H, b)] \leq \frac{1}{2j} b_{N}^{j/2} (\log b_{N}^{1/2} \epsilon^{-1})^{j} (1 + O(b_{N}^{-1/2} (1 + \delta_{N})^{-\alpha/K})), \quad \text{as } N \rightarrow \infty.
\]

(2) **Halting time with the weighted norm:** We follow the same calculations as (1) with the estimates in Lemma 2.3(2) for $j > 0$. Here
\[
\frac{d}{ds} g(s)^{j} = j g'(s) g(s)^{j-1} \leq j \frac{j}{2j+1} s^{(j-3)/2} (\log \epsilon^{-1})^{j},
\]
and hence $\ell = (j - 3)/2$ in Lemma 2.2. Therefore,
\[
E[\tau_{w,c}(H, b)] \leq \frac{1}{2j} b_{N}^{j/2} (\log \epsilon^{-1})^{j} + j C_{\epsilon} \frac{1}{2j+1} (1 + \delta_{N})^{-\alpha/K} b_{N}^{j/2} b_{N}^{-1/2} N^{-\gamma}.
\]
Finally,
\[
E[\tau_{w,c}(H, b)] \leq \frac{1}{2j} b_{N}^{j/2} (\log \epsilon^{-1})^{j} (1 + O(b_{N}^{-1/2} N^{-\gamma} (1 + \delta_{N})^{-\alpha/K})), \quad \text{as } N \rightarrow \infty.
\]

(3) **Successive residuals:** We follow the same calculations as (1-2) with the estimates in Lemma 2.3(3) for $j > 0$. Here
\[
\frac{d}{ds} g(s)^{j} = j g'(s) g(s)^{j-1} \leq j s^{-3/2}
\]
and hence $\ell = -3/2$ in Lemma 2.2. Then with $R_k = \|r_{k+1}\|/\|r_k\|
\[
E[R_k^j] \leq \left(1 - \frac{2}{\sqrt{b_{N} + 1}}\right)^j + j C_{\epsilon} b_{N}^{-1/2} N^{-\gamma} (1 + \delta_{N})^{-\alpha/K}.
\]
Therefore
\[
E[R_k^j] \leq \left(1 - \frac{2}{\sqrt{b_{N} + 1}}\right)^j + O(b_{N}^{-1/2} N^{-\gamma} (1 + \delta_{N})^{\alpha/K}), \quad \text{as } N \rightarrow \infty.
\]

The constant $\delta_{N} > 0$ is used in the above theorem to make precise the fact that if we integrate the tail of the condition number distribution just beyond $a f(N)$ the error term is exponentially small as $\alpha \rightarrow \infty$.

### 3 The Laguerre Unitary Ensemble

The following is well-known and may be found in [Forrester, 1993, Section 2], for example. This discussion is modified from [Deift et al., 2016, Section 2]. Let $W = XX^*$ where $X$ is an $N \times (N + \alpha)$ matrix of iid standard complex Gaussian random variables. Recall that the (matrix-valued) random variable $W$ is the Laguerre
Unitary Ensemble (LUE). Then it is known that the eigenvalues \(0 \leq \lambda_{\text{min}} = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N = \lambda_{\text{max}}\) of \(W\) have the joint probability density

\[
p_N(\lambda_1, \ldots, \lambda_N) = \frac{1}{C_N(N)} \prod_{j=1}^{N} \lambda_j^{\alpha} e^{-\lambda_j} \prod_{1 \leq j < k \leq N} |\lambda_j - \lambda_k|^2.
\]

Recall that the Laguerre polynomials, \(\{L_j^{(\alpha)}(x)\}_{j=0}^{\infty}\), are a family of orthogonal polynomials on \([0, \infty)\), orthogonal with respect to the weight \(e^{-x} x^{\alpha}\). We normalize them as follows [Olver et al., 2010]

\[
L_j^{(\alpha)}(x) = k_j x^j + O(x^{j-1}), \quad k_j = \left(\frac{-1)^j}{j!}, \quad \int_{0}^{\infty} L_j^{(\alpha)}(x) L_j^{(\alpha)}(x) e^{-x} x^\alpha dx = \delta_{ij} \frac{\Gamma(j + \alpha + 1)}{j!}.
\]

Then the following are orthonormal with respect to Lebesgue measure on \([0, \infty)\),

\[
\psi_j(x) := \left(\frac{j!}{\Gamma(j + \alpha + 1)}\right)^{1/2} e^{-x/2} x^{\alpha/2} L_j^{(\alpha)}(x), \quad \int_{0}^{\infty} \psi_j(x) \psi_i(x) dx = \delta_{ij}.
\]

Define the correlation kernel

\[
\mathcal{K}_N(x, y) = \sum_{j=0}^{N-1} \psi_j(x) \psi_j(y), \quad 0 < x, y < \infty.
\]

The kernel \(\mathcal{K}_N\) defines a positive, finite-rank and hence trace-class operator on \(L^2([a, b])\). To see that \(\mathcal{K}_N\) is positive, consider \(f \in C^\infty((s, t))\) with compact support and note that

\[
\int_{s}^{t} \int_{s}^{t} \mathcal{K}_N(x, y) f(x) f^*(y) dx dy = \int_{s}^{t} \int_{s}^{t} \sum_{j=0}^{N-1} \psi_j(x) \psi_j(y) f(x) f^*(y) dx dy = \sum_{j=0}^{N-1} \left( \int_{s}^{t} \psi_j(x) f(x) dx \right) \left( \int_{s}^{t} \psi_j(x) f^*(x) dx \right) = \sum_{j=0}^{N-1} \left| \int_{s}^{t} \psi_j(x) f(x) dx \right|^2.
\]

The eigenvalues \(\lambda_1 \leq \cdots \leq \lambda_N\) may be described in terms of Fredholm determinants of the kernel \(\mathcal{K}_N\) [Deift, 2000, Forrester, 1993]. In particular, the statistics of the extreme eigenvalues are recovered from the determinantal formula

\[
\mathbb{P}(\text{no eigenvalues in } [a, b]) = \det(I - \mathcal{K}_N|_{L^2([a, b])}). \tag{3.2}
\]

By the Christoffel–Darboux formula [Szegö, 1959], we may also write

\[
\mathcal{K}_N(x, y) = \frac{N!}{\Gamma(N + \alpha)} \left( \frac{\Gamma(N + \alpha + 1) \Gamma(N + \alpha)}{N! (N - 1)!} \right)^{1/2} \left( \psi_{N-1}(x) \psi_N(y) - \psi_N(x) \psi_{N-1}(y) \right) \quad x \neq y.
\]

Thus, questions about the asymptotic behavior of \(\mathcal{K}_N(x, y)\) as \(N \to \infty\) reduce to the study of the large \(N\) asymptotics of \(L_N^{(\alpha)}\) and \(L_{N-1}^{(\alpha)}\).

### 3.1 Kernel estimates

We use Fredholm determinants to show that Condition 2.1 holds with appropriate constants when \(W = XX^*\) is distributed according to LUE. The main reference for these ideas is [Simon, 2010]. Let \(A : L^2([t, \infty)) \to L^2([t, \infty))\) be a positive trace-class operator with kernel \(K(x, y)\). Assume

\[
\mathbb{P}(X \leq t) = \det(I - A_t),
\]
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then
\[ \mathbb{P}(X > t) = |1 - \det(I - A_t)| = |\det(I) - \det(I - A_t)| \]
\[ \leq \left( \int_t^\infty |K(x,x)|\,dx \right) \exp \left( 1 + \int_t^\infty |K(x,x)|\,dx \right). \tag{3.3} \]

In this way we can get estimates on the tail directly from the large \( x \) behavior of \( K(x,x) \). Similar considerations follow if, say, \( A_t : L^2([0,t]) \to L^2([0,t]) \).

As was done in [Deift et al., 2016], we consider the scaled kernel
\[
K_N^s(x,y) = \sum_{j=0}^{N-1} 3_j \pi_j(x)\pi_j(y)x^{\alpha/2}y^{\alpha/2}e^{-\nu(x+y)/2}, \quad 3_j^{-1} = \int_0^\infty \pi_j^2(x)x^{\alpha/2}y^{\alpha/2}e^{-\nu x}\,dx,
\]
\[
\pi_j(x) = \frac{L_j^{(\nu)}(\nu x)}{\nu^j k_j} = x^j + O(x^{j-1}),
\]
so that
\[
\mathbb{P}(\lambda_{\max}(W)/\nu \leq t) = \det(1 - K_N^s|_{L^2(t,\infty)}),
\]
\[
\mathbb{P}(\lambda_{\min}(W)/\nu > t) = \det(1 - K_N^s|_{L^2(0,t)}).
\]

Next, we pull results from [Deift et al., 2016] to estimate the kernel \( K_N^s(x,y) \) for LUE near the largest and smallest eigenvalue of \( W \). We first look for the asymptotics of \( K_N^s(x,y) \) for \((x,y) \approx (1,1)\), called the soft edge. Let \( \hat{x} = 1 + x/(2^{2/3}M^{2/3}) \) and define
\[
\hat{K}_N(x,y) = K_N^s(\hat{x},\tilde{y}) \frac{1}{2^{2/3}M^{2/3}}, \quad M = N + \frac{1}{2}(\alpha + 1).
\]
Then from [Deift et al., 2016]:

**Proposition 3.1.** As \( N \to \infty \) the rescaled kernels converge pointwise,
\[
\hat{K}_N(x,y) \to \frac{A_i(x)A_i'(y) - A_i'(x)A_i(y)}{x-y}, \quad (x,y) \in \mathbb{R}^2,
\]
and the convergence is uniform for \((x,y)\) in a compact subset of \([L,\infty)^2\) for any \( L \in \mathbb{R} \). If \( x = y \) then the limit is determined by continuity. Further, there exists a positive, piecewise-continuous function \( G : (L,\infty)^2 \to (0,\infty) \), such that
\[
|\hat{K}_N(x,y)| \leq \hat{G}(x,y), \quad \int_L^\infty \int_L^\infty \hat{G}(x,y)\,dx\,dy < \infty, \quad \int_L^\infty \hat{G}(x,x)\,dx < \infty. \tag{3.4}
\]

Furthermore, it suffices to take for a constant \( C = C(L) > 0 \)
\[
\hat{G}(x,y) = C(\bar{g}(x)^2\chi_{x-y<1}(x,y) + \bar{g}(x)\tilde{g}(y)), \quad \bar{g}(x) = \begin{cases} 1, & \text{if } x < 0, \\ e^{-\frac{x}{2}x^{3/2}}, & \text{if } x \geq 0. \end{cases}
\]

For \( K_N^s(x,y) \) near \((0,0)\) as the scaling of the kernel depends critically on \( \gamma \). So, we define
\[
\hat{x} = \frac{\alpha^2}{\nu^2} \left( 1 + x \left( \frac{2}{\alpha} \right)^{2/3} \right)
\]
and
\[
\hat{K}_N(x,y) = K_N^s(\hat{x},\hat{y}) \frac{\nu^{2/3}x^{4/3}}{\nu^2}.
\]
The next proposition essentially follows directly from [Deift et al., 2016] and is in fact a little simpler with the scaling chosen here.
Proposition 3.2. As $N \to \infty$ the rescaled kernels converge pointwise,
\[ \tilde{K}_N(x, y) \to \frac{\text{Ai}(-y) \text{Ai}'(-x) - \text{Ai}'(-y) \text{Ai}(-x)}{x - y}, \quad (x, y) \in \mathbb{R}^2, \]
and the convergence is uniform for $(x, y)$ in any compact subset of $(-\infty, L]^2$ for any $L \in \mathbb{R}$. If $x = y$ then the limit is determined by continuity. Further, there exists a positive, piecewise-continuous function $G: (-\infty, L)^2 \to (0, \infty)$, such that
\[ |\tilde{K}_N(x, y)| \leq G(x, y), \quad \int_{-\infty}^{L} \int_{-\infty}^{L} G(x, y) \, dx \, dy < \infty, \quad \int_{-\infty}^{L} G(x, x) \, dx < \infty. \quad (3.5) \]
Furthermore, it suffices to take for a constant $C = C(L) > 0$
\[ G(x, y) = C(\tilde{g}(x)\tilde{h}(x)\chi_{|x-y|<1} + \tilde{g}(x)\tilde{g}(y)). \]
where
\[ \tilde{g}(x) = \begin{cases} 0, & \text{if } -\infty < x \leq -(\alpha/2)^{2/3}, \\ \left[\left(1 + x \left(\frac{2}{3}\right)^{\frac{2}{3}}\right)^{\frac{d\alpha}{4}} \right], & \text{if } -(\alpha/2)^{2/3} < x \leq (\ell(d)^2 - 1)(\alpha/2)^{2/3}, \\ e^{-\frac{1}{2}x^{3/2}}, & \text{if } -b(\alpha/2)^{2/3} < x \leq -1, \\ 1, & \text{otherwise}, \end{cases} \]
\[ \tilde{h}(x) = \begin{cases} 0, & \text{if } -\infty < x \leq -(\alpha/2)^{2/3}, \\ \left[\left(1 + x \left(\frac{2}{3}\right)^{\frac{2}{3}}\right)^{\frac{d\alpha-1}{4}} \right], & \text{if } -(\alpha/2)^{2/3} < x \leq (\ell(d)^2 - 1)(\alpha/2)^{2/3}, \\ \frac{1}{\ell(d)^3} e^{-\frac{1}{2}x^{3/2}}, & \text{if } -b(\alpha/2)^{2/3} < x \leq -1, \\ 1, & \text{otherwise}. \end{cases} \]
Here $\ell(d) < 1$ satisfies $\ell(d) = 1 + \mathcal{O}(d^{2/3})$ as $d \to 0$.

We now briefly describe how the estimates in terms of $\tilde{g}$ and $\tilde{h}$ arise. The asymptotics of the kernel $K_N(x, y)$ is given in terms of Bessel functions, after a change of variables. In the regime $\alpha \to \infty$, the Bessel functions asymptote to Airy functions, as follows [Olver et al., 2010]
\begin{align*}
J_\alpha(ot) &= \left(\frac{4\zeta}{1-t^2}\right)^{1/4} \alpha^{-1/3} \left(\text{Ai}(\alpha^{2/3}\zeta) + \text{Ai}'(\alpha^{2/3}\zeta)\mathcal{O}(\alpha^{-4/3})\right), \quad t > 0, \\
J_\alpha'(ot) &= \frac{2}{t} \left(\frac{4\zeta}{1-t^2}\right)^{-1/4} \alpha^{-2/3} \left(\text{Ai}'(\alpha^{2/3}\zeta) + \text{Ai}(\alpha^{2/3}\zeta)\mathcal{O}(\alpha^{-2/3})\right), \quad t > 0, \\
\frac{2}{3} \zeta^{3/2} &= \int_{0}^{1} \frac{\sqrt{1-s^2}}{s} \, ds, \quad 0 < t \leq 1, \\
\frac{2}{3} (-\zeta)^{3/2} &= \int_{1}^{t} \frac{\sqrt{s^2-1}}{s} \, ds, \quad t > 1.
\end{align*}
(3.6)
This expansion is uniform for $t \in (0, \infty)$. Assume $z \in (0, \delta')$ where $\delta' < \delta < 1/2$ and $t$ is given in terms of $z$
by $t = -i \frac{d}{dx} \phi^+(z)$. The following are from [Deift et al., 2016]

$$-i\phi^+(z) = 2 \int_0^z \sqrt{1 - \frac{s}{s}} \, ds \leq 4\sqrt{z}, \quad 0 \leq z \leq \delta',$$

$$-i\phi^+(z) \geq 4\sqrt{z} |1 - \delta|^{1/2} \geq 2\sqrt{z}, \quad 0 \leq z \leq \delta'.$$

$$\frac{2}{3} c^{3/2} = \int_1^t \sqrt{1 - \frac{s}{s}} \, ds \geq \frac{4}{3} (1 - t)^{3/2}, \quad 0 \leq t \leq 1,$$

$$\zeta \geq 21/3 (1 - t), \quad 0 \leq t \leq 1,$$

$$\frac{2}{3} c^{3/2} \geq \int_1^t \sqrt{1 - \frac{s}{s}} \, ds = -\log 2t + \log 2 + 2 \log(1 + \sqrt{1 - t}) - 2\sqrt{1 - t}, \quad 0 \leq t \leq 1,$$

$$\zeta \geq \left(\frac{3}{2}\right)^{2/3} \log 2t^{2/3}, \quad 0 \leq t \leq 1/2. \quad (3.7)$$

A subtle issue is the validity of the last bound. We see that $-i\phi^+(z) \leq 4\sqrt{z}$, and so $t(z) \leq \frac{1}{\alpha} \sqrt{z}$ and $t(\delta) \leq (1 + z(2/\alpha)^{2/3})^{1/2}$. Then considering Lemma 2.2, we see that the dominant contribution arises from the interval over which the estimate $\mathbb{P}(\kappa(H) > s) \leq 1$ is used. Thus, we try to extend the validity of a lower bound on $\zeta$ to $t \in [0, 1]$. It follows that

$$\zeta \geq d^{2/3} |\log t|^{2/3}, \quad 0 \leq t \leq \ell(d) < 1.$$

Note that $\ell(d) \neq 1$ as $\zeta'(t)$ has a bounded derivative at $t = 0$ and the right-hand side does not. But as $d \to 0$, $\ell(d) \to 1$. A quick calculation, using an expansion near $t = 1$ gives

$$\zeta(t) = a(1 - \ell(d))(1 + O(1 - \ell(d))) = d^{2/3} (-\log \ell(d))^{2/3},$$

and this implies:

$$[1 - \ell(d)]/d^{2/3} \to 0, \quad \ell(d) = 1 + o(d^{2/3}),$$

$$[1 - \ell(d)]/d^{2/3+\epsilon} \to \infty, \quad \epsilon > 0. \quad (3.8)$$

Then, following [Deift et al., 2016, (C.3) and (C.4)],

$$e^{-\alpha \frac{1}{2} |z|^{3/2}} \leq \ell^{\delta_0/2}, \quad 0 \leq t \leq \ell(d),$$

$$e^{-\alpha \frac{1}{2} |z|^{3/2}} \leq \left(\frac{\nu}{\alpha} \sqrt{z}\right)^{\delta_0/2}, \quad 0 \leq z \leq \ell(d)^2 \frac{\alpha^2}{\nu^2}.$$

This last inequality implies that $t \leq \ell(d)$. Then

$$0 \leq \zeta \leq \ell(d)^2 \frac{\alpha^2}{\nu^2},$$

$$0 \leq 1 + z(2/\alpha)^{2/3} \leq \ell(d)^2,$$

$$-(\alpha/2)^{2/3} \leq z \leq (\ell(d)^2 - 1)(\alpha/2)^{2/3}.$$

These estimates can then be plugged into [Deift et al., 2016, Lemma C.2] to get the estimates in Lemma 3.2.

### 3.2 Tail bounds

It follows that

$$\mathbb{P}(\lambda_{\text{max}}(W)/\nu > t) \leq \left(\int_t^\infty |K_N(x,x)| \, dx \right) \exp \left(1 + \int_t^\infty |K_N(x,x)| \, dx \right).$$
So, we estimate for \( t \geq 1 \) and \( C \geq 1 \)
\[
\int_t^\infty |K_N(x,x)|dx \leq 2^{-2/3}M^{2/3}C \int_t^\infty \tilde{g}(2^{2/3}M^{2/3}(x-1)^2dx
= \frac{C}{2} \int_{2^{2/3}M^{2/3}(t-1)}^\infty \tilde{g}^2(s)ds \leq Ce^{-\frac{4}{3}M(t-1)}.
\]
So, for a new constant \( C \)
\[
T_{\text{max}}(t) = \mathbb{P}(\lambda_{\text{max}}(W)/\nu > t) \leq Ce^{-\frac{4}{3}M(t-1)}.
\]
The more delicate estimate is to consider \( T_{\text{min}} \):
\[
T_{\text{min}}(t) = \mathbb{P}(\nu^{-1}\lambda_{\text{min}}(W) > t) = \mathbb{P}(\nu^{-1}\lambda_{\text{min}}(W) < t^{-1}) = 1 - \mathbb{P}(\nu^{-1}\lambda_{\text{min}}(W) \geq t^{-1})
\leq \left( \int_0^{t^{-1}} |K_N^?(x,x)|dx \right) \exp \left( 1 + \int_0^{t^{-1}} |K_N^?(x,x)|dx \right).
\]
We use Proposition 3.2 and invert the scaling \( \tilde{x} \). If \( \tilde{x} \) lies in \([0, \alpha^2/\nu^2]\) then \( x \in (-\infty, 1] \). We note that \( \tilde{g}(x) \leq \tilde{g}(x)h(x) \) so we only need to estimate
\[
\tilde{g}\left( \left( \frac{\alpha}{2} \right)^{2/3} \left( \frac{\nu^2}{\alpha^2}x - 1 \right) \right) \tilde{h}\left( \left( \frac{\alpha}{2} \right)^{2/3} \left( \frac{\nu^2}{\alpha^2}x - 1 \right) \right) \leq \left[ \frac{\nu^2}{\alpha^2} \right]^{\alpha^2/2} x^{-1},
\]
for \( 0 \leq x \leq \ell(d)^{2/\alpha^2} \). For \( t \leq \ell(d)^{-2}\nu^2/\alpha^2 \), we just use \( T_{\text{min}}(t) \leq 1 \). For \( t \geq \ell(d)^{-2}\nu^2/\alpha^2 \) and \( \alpha > 0 \)
\[
\int_0^{t^{-1}} |K_N(x,x)|dx \leq 2C\frac{\nu^2}{\alpha^2}\alpha^{2/3} \int_0^{t^{-1}} \left[ \frac{\nu^2}{\alpha^2} \right]^{\alpha^2/2} x^{-1}dx
= 2C\frac{\alpha^{2/3}}{\alpha^{2/2}} \left[ \frac{\nu^2}{\alpha^2} \right]^{\alpha^2/2+1} t^{-\alpha^2/2} \leq Cd^{-1}\alpha^{-1/3} \left[ \frac{\nu^2}{\alpha^2} \right]^{\alpha^2/2+1} t^{-\alpha^2/2}.
\]
It then follows that for a constant \( C > 0 \)
\[
T_{\text{min}}(t) \leq Cd^{-1}\alpha^{-1/3} \left[ \frac{\nu^2}{\alpha^2} \right]^{\alpha^2/2+1} t^{-\alpha^2/2}, \quad t \geq \ell(d)^{-2}\nu^2/\alpha^2.
\]
We arrive at the following.

**Lemma 3.1.** If \( W = XX^* \) where \( X \) is an \( N \times (N + \alpha) \) matrix of iid standard complex normal random variables, \( \alpha = \lfloor \sqrt{4cN} \rfloor \) and \( \nu = 4N + 2\alpha + 2 \) then
\[
\mathbb{P}(\lambda_{\text{max}}(\nu^{-1}W) > t) \leq Ce^{4/3M(t-1)} = C f(N)/\ell(t)^{\alpha^2/2}, \quad f(N) = \left[ d^{-1}\alpha^{-1/3} \right]^{2/(\alpha^2)} \left[ \frac{\nu^2}{\alpha^2} \right]^{1+2/(\alpha^2)} ,
\]
\[
t \geq \ell(d)^{-2}\nu^2/\alpha^2.
\]

The following lemma is a generalization this result, it essentially follows from the analysis in [Deift et al., 2016], by allowing \( c \to 0 \) in (1.6) at some rate in \( N \) as the estimates there are uniform for \( c \) bounded. We do not present a proof here as this will be included in a forthcoming work.

**Lemma 3.2.** If \( W = XX^* \) where \( X \) is an \( N \times (N + \alpha) \) matrix of iid standard complex normal random variables, \( \alpha = \lfloor \sqrt{4cN^\gamma} \rfloor \), \( 0 < \gamma \leq 1/2 \) and \( \nu = 4N + 2\alpha + 2 \) then
\[
\mathbb{P}(\lambda_{\text{max}}(\nu^{-1}W) > t) \leq Ce^{-4/3M(t-1)} = C f(N)/\ell(t)^{\alpha^2/2}, \quad f(N) = \left[ d^{-1}\alpha^{-1/3} \right]^{2/(\alpha^2)} \left[ \frac{\nu^2}{\alpha^2} \right]^{1+2/(\alpha^2)} ,
\]
\[
t \geq \ell(d)^{-3}\nu^2/\alpha^2.
\]
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It is conjectured that these same estimates hold for $1/2 < \gamma \leq 1$ also but this does not follow immediately from the work in [Deift et al., 2016].

**Proof of Theorem 1.1.** It follows that
\[
\kappa(A + \sigma^2 H) = \kappa(\sigma^{-2} A + H).
\]

Then
\[
\begin{align*}
\mathbb{P}(\lambda_{\max}(\sigma^{-2} A + H) > t) &\leq \mathbb{P}(\lambda_{\max}(H) > t - \sigma^{-2}), \\
\mathbb{P}(\lambda_{\min}^{-1}(\sigma^{-2} A + H) > t) &\leq \mathbb{P}(\lambda_{\min}^{-1}(H) > t).
\end{align*}
\]

Since we may choose $d$ as needed, we assume that $\alpha d \sim N^{\gamma} \to \infty$. We then have from Lemma 3.2, with a possibly new constant $C$,
\[
\begin{align*}
\mathbb{P}(\lambda_{\max}(H) > t) &\leq C e^{-4/3M(x-1)}, \\
\mathbb{P}(\lambda_{\min}^{-1}(H) > t) &\leq C [f(N)/t]^{d_\alpha/2}, \quad f(N) = \left[ \frac{\nu^2}{\alpha} \right].
\end{align*}
\]

This follows from the fact that $(N^q)^{N^{-\lambda}} \to 1$ for any value of $q$. We define $\delta$ by $1 + \delta = \ell(d)^{-2}$ and then the matrix $A + \sigma^2 H$ satisfies Condition 2.1 with $c_1 = 4/3$, $a = 1 + \sigma^{-2}$, $\alpha \to d\alpha$ and $f$ and $\delta$ as defined here. Different values of $\lambda$ can be used to create different estimates. But for simplicity, we take $\lambda = \gamma/2$ or $d = N^{-\gamma/2}$. Then by (3.8) $\delta = 1 - \ell(d)^{-2} = o(N^{-\gamma/3})$ and
\[
\log(1 + \delta)^N \to \infty,
\]

with some power of $N$. Therefore $(1 + \delta)^{d\alpha/K}$ tends to zero faster than any power of $N$ if $K > 0$ is fixed. We now establish each estimate by appealing to Theorem 2.1.

1. **Halting time with the $\ell^2$ norm:** Using $b_N = (1 + \sigma^{-2}) f(N)(1 + \delta_N)$ it follows directly that
\[
\mathbb{E}[\tau(A + \sigma^2 X, b)] \leq \frac{1}{2d} b_N^{1/2} (\log b_N^{1/2} \epsilon^{-1})^2 + O(n^{-k}), \quad \text{for all } k > 0.
\]

2. **Halting time with the weighted norm:** Again, using $b_N = (1 + \sigma^{-2}) f(N)(1 + \delta_N)$ it follows directly that
\[
\mathbb{E}[\tau_{w,x}(A + \sigma^2 X, b)] \leq \frac{1}{2d} b_N^{1/2} (\epsilon^{-1})^2 + O(n^{-k}), \quad \text{for all } k > 0,
\]

3. **Successive residuals:** Similarly, it follows directly that
\[
\mathbb{E} \left[ \frac{\|r_{k+1}\|}{\|r_k\|} \right] \leq \left( 1 - \frac{2}{\sqrt{b_N} + 1} \right)^j + O(n^{-k}), \quad \text{for all } k > 0.
\]

By equation(1.6), $b_N = c^{-1}(1 + \sigma^{-2}) 4N^{2-2\gamma}(1 + O(N^{-\gamma/3}))$, and the result follows.

\[\square\]
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