Influence of scale-breaking phenomena on turbulent mixing rates
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Simulations not seen before compare turbulent mixing rates for ideal fluids and for real immiscible fluids with experimental values for the surface tension. The simulated real fluid mixing rates lie near the center of the range of experimental values. A comparison to theoretical predictions relating the mixing rate, the bubble width, and the bubble height fluctuations based on bubble merger models shows good agreement with experiment. The ideal fluid mixing rate is some 50% larger, providing an example of the sensitivity of the mixing rate to physical scale breaking interfacial phenomena; we also observe this sensitivity to numerical scale-breaking artifacts.
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I. INTRODUCTION

Turbulent mixing is an important but an unfinished subject. Acceleration driven mixing has been the subject of intense investigation over the past 50 years [1,2]. Idealized cases of steady acceleration (Rayleigh-Taylor or RT) and impulsive (Richtmyer-Meshkov or RM) mixing have been studied by theory [3,4], experiment [5–8], and numerical simulations [4,9–11], as documented in the proceedings of biannual conferences, e.g., [12,13]. The experiments occur in vastly different time and energy scales, the theories are generally ideal, with an absence of length scales, and the numerical simulations have scales set by mesh resolution, and ultimately by computer budgets and the decade in which the simulation is performed. Furthermore, not all relevant experimental scales (specifically the amplitude of the long wavelength initial perturbations) were recorded. In this context, efforts to compare theory, simulation, and experiment have been generally successful within a factor of 2, but the absence of a better agreement has led to alternate explanations regarding unresolved differences.

In this paper, we identify physical and numerical scale-breaking phenomena as significant contributors to turbulent RT mixing rates. We determine the influence of surface tension for immiscible fluids in the experiments of Read and Youngs [5,14] and Smeeton and Youngs [6] to have a 30% effect on the mixing rate. We have previously compared tracked and untracked numerical simulations and determined that numerical mass diffusion has a 100% or larger effect on the mixing rate, using typical levels of grid spacing [15]. Front tracking (FT) refers to a numerical algorithm that maintains a sharp interface description and is able to prevent numerical mass diffusion. Similar conclusions, formulated in terms of a Froude number analysis, are found in [11]. The influence of initial perturbations on the mixing rate has been argued previously [11].

We report here the results of a series of three-dimensional (3D) Rayleigh-Taylor simulations, based on an improved front tracking code [16]. The primary improvement is to use local grid based tracking, which greatly minimizes the interpolative smoothing of the interface during time steps which display interface bifurcation. The grid based algorithm previously used handles bifurcations robustly, but with excess interpolation, and now the grid based reconstruction is applied only in local regions where needed and not globally as before. The detailed comparison [16] documents the advantage of the current algorithm relative to the old, in reducing excess smoothing of the interface, and its advantages relative to other interface algorithms such as level sets [17] and volume of fluids [18] algorithms. Untracked simulations are by a total variation diminishing (TVD) algorithm. We have two primary results to report.

With no surface tension in the simulation, we find an increased mixing rate. The mixing rate is the coefficient $\alpha$ in the equation

$$h = \alpha A g r^2$$

(1)

for the bubble height $h$, where the Atwood number $A$ is defined as $(p_2-p_1)/(p_2+p_1)$ and $g$ is the gravitational force. Acceptable experimental values are $\alpha=0.06\pm0.01$. For an ideal fluid flow, we find the value $\alpha=0.09$. However, using physical values of surface tension (for immiscible fluids from [5,6]), we find $\alpha=0.066$. The $h$ vs. $Ag r^2$ plot has a straight line shape after an initial transient, and we here report the slope obtained by joining the initial to the final point; defining $\alpha$ in terms of the slope after the initial transient gives a slightly lower value 0.060. (Here we interpolate between adjacent simulations.)

II. METHODS

We consider seven 3D experiments of Read [5] and six of Smeeton and Youngs [6], for which there are sufficient data to carry out the analysis, which are immiscible and which do not use surfactants. We infer a value of the initial wavelength $\lambda$ from the most unstable wavelength as determined theoretically from a dispersion relation. This value is compared to that obtained by counting numbers of bubbles at an early
time, related to the known dimensions of the container. This number is not precisely determined by this method, so the count was performed independently by three people and the results (not very different) were averaged. The resulting experimentally and theoretically determined wavelengths are mostly very similar in those cases where there is sufficient data to carry out the experimental determination. See Table I and Figs. 1 and 2.

We introduce the dimensionless surface tension \( \tilde{\sigma} = \sigma / \lambda^2 \Delta \rho g \), giving an initial \( \tilde{\sigma} \) as presented in Table II. The experiments use a container 15 cm on an edge and have some 30 bubbles (varying between experiments) on the face of the container at an early time in the experiment, giving a bubble diameter \( \lambda = 15/30 \text{ cm} = 0.5 \text{ cm} \). At the end of the experiment, the number of bubbles has decreased to about 6 across the face of the container, so that the dimensionless surface tension is 25 times smaller. For the simulation, we consider initial random modes with wave number 8–16, giving rise to about 12 bubbles along one edge of the computational domain, and thus representing a \( 5 \times 5 \text{ cm}^2 \) portion of the container, with \( \tilde{\sigma} = 11 \times 10^{-3} \). Other simulations start with \( \tilde{\sigma} = 10^{-2} \) and \( 7 \times 10^{-2} \). It ends with about 3 bubbles on a face, and \( \tilde{\sigma} = 6.7 \times 10^{-4} \). The simulation corresponds approximately to the first half of the experiment. The computational grid is \( 128^2 \times 512 \). In [6], the theoretical wavelength is given by the dispersion relation \( \lambda_{th} = 2 \pi (3 \sigma / g \Delta \rho)^{1/2} \). Note that the dimensionless surface tension \( \tilde{\sigma}_{th} = \sigma / \lambda_{th}^2 \Delta \rho g = 1/3 (2 \pi)^2 = 8.5 \times 10^{-3} \), for all values of \( g, \lambda, \) and \( \Delta \rho \).

We compare these simulations to a typical untracked simulation (conducted previously [15]), see also [11]. Numerical mass diffusion in the untracked simulation reduces the time-dependent Atwood number and the observed value of \( \alpha \), both by a factor of about 2 [15].

### III. RESULTS

Our principal result is the value for the mixing rate \( \alpha \) for the bubble penetration into the heavy fluid. We compare these values to experiments and to a theoretical analysis based on a bubble merger model. In Fig. 1, we plot the bubble penetration height \( h \) vs. \( A R \), for ideal and immiscible tracked simulations and ideal fluid untracked numerically diffusive simulations. The resulting slopes \( \alpha \) are given in Table II.

![FIG. 1. The height of bubble penetration is contrasted for three simulations: Ideal fluids, tracked; real fluids (with surface tension), tracked; and ideal fluids, not tracked.](016304-2)

![FIG. 2. The plot of mixing rates \( \alpha \) vs. the dimensionless surface tension \( \tilde{\sigma}_{th} \). The line represents the least squares fit to the FT simulation data. The TVD simulation disagrees with experiment by a factor of 2, a result typical of most untracked simulations.](016304-2)
TABLE II. Mixing rates compared: FronTier simulation compared to experiment and contrasted to untracked (TVD) and ideal fluid FronTier simulations. The two values for simulated $\alpha$ are the average slope and the final slope, $\bar{\sigma}$ is determined by the theoretical wavelength $\lambda_{th}$.

<table>
<thead>
<tr>
<th>Experiment simulation</th>
<th>Comment</th>
<th>Refs.</th>
<th>$\alpha$</th>
<th>$\bar{\sigma}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 29</td>
<td>0.073</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 33</td>
<td>0.066</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 35</td>
<td>0.071</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 39</td>
<td>0.076</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 58</td>
<td>0.077</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 60</td>
<td>0.073</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Read-Youngs</td>
<td>Immiscible [5] No. 62</td>
<td>0.063</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 93</td>
<td>0.050</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 97</td>
<td>0.060</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 101</td>
<td>0.063</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 104</td>
<td>0.066</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 105</td>
<td>0.072</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Smeeton-Youngs Immiscible</td>
<td>[6] No. 114</td>
<td>0.060</td>
<td>8.5 x 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>±2 STD</td>
<td></td>
<td>0.067±0.015</td>
<td></td>
</tr>
<tr>
<td>FronTier Immiscible</td>
<td></td>
<td></td>
<td>0.062−0.055</td>
<td>11 x 10^{-3}</td>
</tr>
<tr>
<td>FronTier Immiscible</td>
<td></td>
<td></td>
<td>0.064−0.058</td>
<td>10 x 10^{-3}</td>
</tr>
<tr>
<td>FronTier Immiscible</td>
<td></td>
<td></td>
<td>0.068−0.061</td>
<td>7 x 10^{-3}</td>
</tr>
<tr>
<td>TVD Ideal untracked</td>
<td>[15]</td>
<td></td>
<td>0.035−0.034</td>
<td>0.0</td>
</tr>
<tr>
<td>FronTier Ideal tracked</td>
<td></td>
<td></td>
<td>0.09−0.078</td>
<td>0.0</td>
</tr>
</tbody>
</table>

The factor of 2 difference ($\alpha=0.067$ vs. 0.035) between experiment and untracked simulations is fully explained by the influence of the phenomena that introduce a length scale, and thus break the scale invariance of the Euler equations. That is the result of [15]. Scale breaking causes a lowering of $\alpha$ in simulations. An alternate explanation holds that the experiments have long wavelength initial perturbations, causing them to mix more rapidly than they would otherwise. The long wavelength perturbations, to the degree that they are present, cause an increase in experimental values of $\alpha$. These perturbations lower the simulation $\alpha$ required to agree with a hypothetical experiment lacking such perturbations. Both explanations must surely have a level of validity, but the relative importance of the two has been up to now an unresolved question. With the present agreement with experiment after the correction of scale dependent issues in the simulation, our results suggest that the factor of 2 discrepancy is resolved and that there is little room for further change from long wave perturbations beyond the scatter present in the experimental data. At least, these perturbations, to the degree that they are present in the experiments and affect mixing rates significantly, require some additional, and presently unknown, compensating corrections.

These two explanations, the scale effects vs. the long wavelength perturbations in the initial conditions, lead to different physical mechanisms regarding the primary physical processes governing observed turbulent mixing rates. With scale effects corrected, the primary physical mechanism is a bubble merger. With the continued increase in bubble size, the natural velocity of the rising bubbles increases. This leads to constant acceleration, and after the correction for the extra velocity associated with the fluctuating bubble height, to a bubble merger model [3], and the prediction of $\alpha=0.06$. The initial perturbation concept leads to the differential growth dynamics of initially imprinted perturbations as the primary mechanism for mixing rate acceleration.

The bubble merger model, moreover, predicts a relation among three different measures of the mixing rate (three different $\alpha$’s). Thus we test this concept and the viability of bubble merger as a primary mechanism in mixing layer acceleration. The three $\alpha$’s are all coefficients of $Agk^2$; $\alpha = \alpha_b$ as in (1), refers to the bubble penetration height. $\alpha_r$ refers to the bubble radius, and $\alpha_{hm}$ refers to the fluctuations in the bubble height. These three measures of the mixing zone growth rate are related by the formula

$$\alpha_b = \frac{1}{2}c_s \alpha_r^{1/2} + \left[ \frac{1}{2k} + \frac{1}{2} \right] \alpha_{hm},$$

where $c_s=0.47$ is a Froude number associated with the terminal velocity of a single bubble and $k=0.51$ is a geometrical factor associated with the increase in bubble size due to bubble merger. See [3] for details.

To further test our simulations, we compare the three $\alpha$’s determined from our simulations to those measured from [6], as analyzed in [3] and to the relation (2), see Table III.

One might wonder why the bubble merger model agrees with the immiscible experimental value $\alpha=0.067±0.015$ rather than the ideal value $\alpha=0.09$ reported here. In fact, the envelope velocity used in [3] is a phenomenological model tested against the experimental data on immiscible fluids, see [19].

In order to carry out the simulation data analysis reported in Table III, we first record the local maxima of the interface between the two fluids, in a height range near the height of the leading bubble. The locations of these maxima are the bubble peaks of the simulation. We introduce Voronoi cells about these peaks to define the bubbles themselves (and including the associated spikes), as a decomposition of $x,y$ space. To select local maxima we want to avoid spurious maxima and identify distinct bubbles. For this purpose, we start with an arbitrary local maximum of the light fluid loca-
tion, within the upper bubble strip defined by the volume fraction $\beta_{\text{light}} = 0.25$. This local maximum is accepted if it is unique within a $5 \times 5$ stencil of horizontal mesh blocks. In the case of competing maxima within this critical distance, the higher one is selected. This method of selecting local maxima and their heights also determines the bubble height fluctuations. The value thus obtained was compared with that estimated by a manual inspection of the data, and the two were found to agree. For each bubble thus defined, we determine the curve defined by the intersection of the tracked surface with the hyperplane $z = \text{const}$, and an equivalent radius of a circle having equal area. From these data we find the average bubble radius at a given time. We also considered the radius of the largest circle contained within the cell. See Fig. 3 as an illustration of this construction. This definition gives too large a radius for the bubbles as it includes too much of the spike region between the bubbles; compare to Fig. 4 for the location of the light fluid through a fixed slice. We average the minimum and maximum radii for each bubble in this slice and average this over the bubbles to determine the average bubble radius; see Fig. 5 and Table III, which also show height fluctuations.

**IV. CONCLUSIONS**

In this paper, we have reported on a set of 3D Rayleigh-Taylor chaotic mixing simulations, based on an improved tracking algorithm in the front tracking code FronTier. The real fluid simulations lead to agreement with experiment. Accurate numerical tracking to control numerical mass diffusion and accurate modeling of physical scale-breaking phenomena (surface tension) were the critical steps for this level of agreement. Remaining issues concern the role of surfactants and viscosity, which require additional physical modeling. For miscible fluids, mass diffusion may be significant, and for all cases, a possible transition to turbulence may be important; see also the discussion of [20]. A sensitivity to mesh resolution is a further issue to address as more powerful computers become available.

A broader conclusion of this paper is to document the sensitivity of Rayleigh-Taylor mixing rates to physical and numerical scale-breaking phenomena and to scale breaking diffusive or interface smoothing artifacts of the numerical algorithms used in simulations. Since the Rayleigh-Taylor phenomena occur on a variety of scales, from laser fusion to turbulent combustion in a supernova, the modeling of scale-breaking phenomena in the physics and eliminating it from the numerics becomes an issue.

**FIG. 3.** Voronoi cell construction about the local bubble maxima to determine equivalent bubble radii based on a slice through the simulation at constant $z$ given by the volume fraction $\beta_{\text{light}} = 0.2$.

**FIG. 4.** (Color online) Horizontal cross section, showing the bubbles at a height given by the volume fraction $\beta_{\text{light}} = 0.2$, for the same time step as in Fig. 3.

**FIG. 5.** Growth of mean bubble width ($r_b$) and bubble height fluctuations ($h_f$).
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