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Abstract
We develop a fast sweeping method for the factored eikonal equation. By decomposing the solution of a general eikonal equation as the product of two factors: the first factor is the solution to a simple eikonal equation (such as distance) or a previously computed solution to an approximate eikonal equation. The second factor is a necessary modification/correction. Appropriate discretization and a fast sweeping strategy are designed for the equation of the correction part. The key idea is to enforce the causality of the original eikonal equation during the Gauss–Seidel iterations. Using extensive numerical examples we demonstrate that (1) the convergence behavior of the fast sweeping method for the factored eikonal equation is the same as for the original eikonal equation, i.e., the number of iterations for the Gauss–Seidel iterations is independent of the mesh size, (2) the numerical solution from the factored eikonal equation is more accurate than the numerical solution directly computed from the original eikonal equation, especially for point sources.

1. Introduction

The eikonal equation

$$\nabla T^2 = S^2(x)$$

(1)

describes the traveltime $T(x)$ of a wave propagating with slowness (refraction index) $S(x)$ in space $x \in \mathbb{R}^n$. In the case of anisotropic wave propagation, $S$ depends additionally on $\nabla T/|\nabla T|$. When $S(x)$ is equal to one, the traveltime $T(x)$ corresponds to the distance function.

The eikonal equation plays an important role in many practical applications: computer vision, material science, computational geometry, etc. [16]. In seismic imaging, in particular, finite-difference solutions of the eikonal equation are used routinely for computing traveltime tables for numerical modeling and migration of seismic waves [22,20,17,10]. Although limited for computing only first-arrival traveltimes [7], eikonal solvers can be extended in several different ways to image multiple arrivals [3].

In this paper, we derive the factored eikonal equation by assuming that either an analytical or a numerical solution is available for Eq. (1) in the same domain but with different right-hand side. The solution $T(x)$ is then represented as a product of the known solution and an unknown factor, which satisfies the factored eikonal equation. The hope is that if $T(x)$ is some perturbation of the available solution, solving the factored eikonal equation either is easier or produces more accurate solution numerically.
We develop a numerical algorithm based on the fast sweeping method to solve the factored eikonal equation and to evaluate the resultant gain in accuracy. The fast sweeping method (FSM) is an efficient iterative method that uses Gauss–Seidel iterations with alternating orderings to solve a wide range of Hamilton–Jacobi equations and other type of hyperbolic problems [4,27,19,26,8,9,25,15,14,24]. With an appropriate upwind scheme that captures the causality of the underlying partial differential equation, the iteration can converge in a finite number of iterations independent of the mesh size, which was proved for special cases in [26]. The intuition is the following: information propagates along characteristics. Using a systematic alternating ordering strategy, all directions of characteristics can be divided into a finite number of groups and each group is covered simultaneously by one of the orderings. Moreover, any characteristics can be covered by a finite number of orderings [26]. With an appropriate upwind scheme that enforces the causality of the underlying partial differential equation, a Gauss–Seidel iteration propagates correct information in each updating along characteristics whose directions agree with the orderings.

After outlining the theory and the numerical algorithm, we conduct a series of numerical experiments, where numerical solutions are compared with analytical solutions for model problems. A significant improvement in accuracy is observed in comparison with FSM applied directly to the original eikonal equation. Finally, we apply our method to compute traveltime tables for the benchmark Marmousi model.

2. Factored eikonal equation

A fundamental property of Eq. (1) is that scaling slowness $S$ by a constant corresponds to scaling traveltime $T$ by the same constant. This property was used in seismic reflection imaging in the method of common-reflection-point scans [2,1].

Let us consider a factored decomposition

\[ S(x) = S_0(x) \varphi(x), \]
\[ T(x) = T_0(x) \tau(x) \]

and assume that

\[ |\nabla T_0|^2 = S_0^2(x). \]

If both $T_0$ and $S_0$ are known (either from an analytical solution or from a previous numerical computation), one can pose the problem of a numerical evaluation of the correction $\tau(x)$ on a computational grid with appropriate boundary conditions (see Remark 1 in the next section for assigning boundary conditions for $\tau$). The function substitutions transform Eq. (1) to the factored eikonal equation

\[ T_0^2(x)|\nabla \tau|^2 + 2 T_0(x) \tau(x) \nabla T_0 \cdot \nabla \tau + [\tau^2(x) - \varphi^2(x)] S_0^2(x) = 0. \]  

When $\varphi(x)$ is a constant, the solution of Eq. (5) is trivial. When $\varphi(x)$ is not a constant but slowly varying, the hope is that accuracy of evaluating $T(x)$ from solving the factored eikonal equation can be greatly improved compared to a direct numerical solution of the original eikonal Eq. (1). One scenario is that point source singularities in the original solution $T(x)$ are well captured by $T_0(x)$. So the correction $\tau(x)$ is a smooth function in a neighborhood of the point sources. For example, when computing the traveltime for a point source the solution is singular at the source. Special treatment, such as using local grid refinement near the source, has to be implemented in order to achieve high order accuracy for the numerical solution to the eikonal equation [13]. However, locally the singularity of the solution to a regular eikonal equation (assuming $S(x)$ is smooth and strictly positive) at a point source is the same as the singularity of the distance function to that point source up to a smooth modification. Numerical tests in Section 4 show that the numerical solution based on the factored eikonal equation can be significantly more accurate than the numerical solution computed directly from the original eikonal equation. Also note that although $\nabla T_0$ does not exist at the source point, it is well-defined away from the source point. It provides good approximation of all ray directions near the point source. This is crucial for computing accurate solutions away from the point source, which cannot be approximated easily on a discrete mesh.

When taking $S_0(x) = 1$, $T_0(x)$ is the distance function. In the case of simple domains and boundary conditions, the distance can be evaluated analytically. For example, the distance from a point source at $x_0$ is $T_0(x) = |x - x_0|$, which transforms Eq. (5) to

\[ |x - x_0|^2|\nabla \tau|^2 + 2 \tau(x)(x - x_0) \cdot \nabla \tau + \tau^2(x) - S_0^2(x) = 0. \]

A numerical solution of Eq. (6) was investigated previously in geophysical applications [12,23]. Simple analytical solutions exist for several other particular cases of slowness distributions such as a constant gradient of the slowness squared, a constant gradient of the velocity (inverse slowness), etc. [5].

Remark. In general $T$ may have other singularities, e.g., due to the intersections of different characteristics in addition to point singularities at source points. Hence $\tau$ may also have singularities away from sources. In practice it is impossible to know the exact locations of these singularities without knowing the exact solution. However, for numerical computation (especially if the scheme is upwind), singularities caused by the intersections of different characteristics are less damaging or polluting than point singularities at source points from where characteristics emanate. In principle we only need to choose a
$T_0$ that captures point singularities of $T$ while being smooth elsewhere. In Section 4, numerical Example 2 and 4 show that as long as $T_0$ captures point singularities of $T$ and is smooth elsewhere, solving the factored eikonal equation improves the accuracy and achieves uniform first order convergence even if $T$ has other singularities (due to multiple sources) away from source points.

3. Numerical algorithm

The solution to the eikonal Eq. (1) is the first-arrival time. So the causality, required by FSM, is very simple, the value of $T$ at a grid point should be determined by its neighbors whose values are smaller. The key point in discretizing Eq. (5) is to design an upwind scheme following the causality of the original eikonal equation.

We present the algorithm on a rectangular mesh in 2D (the algorithm can be easily extended to higher dimensions). Fig. 1 shows an interior grid point with neighbors $W, E, N, S$. We discretize Eq. (5) on four triangles: $\Delta C W E, \Delta C N W, \Delta C W S$ and $\Delta C S E$. For example, on triangle $\Delta C W S$, we get a discretized equation:

$$T_0^2(C) \left( \frac{\tau_c - \tau_W}{h}, \frac{\tau_c - \tau_S}{h} \right)^2 + 2T_0(C)\tau_c \nabla T_0(C) \cdot \left( \frac{\tau_c - \tau_W}{h}, \frac{\tau_c - \tau_S}{h} \right) + \left( \tau_c^2 - \alpha^2(C) \right) S_0(C) = 0. \quad (7)$$

By solving this equation, we enforce the causality condition.

**Causality condition:** assume $\tau_c^2$ is an appropriate root of Eq. (7), then we require $\tau_c^2 T_0(C) \geq \tau_W T_0(W), \tau_c^2 T_0(C) \geq \tau_S T_0(S)$, e.g., Fig. 1.

Eq. (7) may not have real roots or may have real roots that don’t satisfy the causality condition. Under such circumstances, it means that the values of $\tau_W$ and $\tau_S$ don’t support a valid solution $\tau_c$ within the triangle $\Delta C W S$ using linear approximations. This may happen especially when the initial guess is arbitrary. However, note that Eq. (5) is a hyperbolic equation, we can use the classical method of characteristics to pass the information of $\tau$ from $W$ to $C$ and from $S$ to $C$ along edges $\\Delta C W, C S$ respectively.

The characteristic equation for Eq. (5), with $(\tau_x, \tau_y) = (p, q)$, is:

$$\begin{cases}
\frac{\partial \omega}{\partial x} = (2T_0^2 p + 2\tau T_0 T_{0x}, 2T_0^2 q + 2\tau T_0 T_{0y}) \cdot 2T_0 \nabla T, \\
\frac{\partial \omega}{\partial y} = 2T_0^2 (p^2 + q^2) + 2\tau T_0 (T_{0x} p + T_{0y} q) = 2T_0 \nabla T. \cdot \nabla T.
\end{cases} \quad (8)$$

The first equation shows that the characteristics for the factored eikonal equation in the physical space are the same as those for the original eikonal equation up to a scaling/reparametrization by $T_0$. By using the method of characteristics on edges $\Delta C W, C S$ respectively, one can calculate two values of $\tau : \tau_{CW}$ and $\tau_{CS}$. For example, on edge $WC = (\partial x, \partial y), |WC| = L$ (in this case, $\partial x = h, \partial y = 0, L = h$), using first equation in Eq. (8), we have

$$\begin{cases}
\frac{\partial \omega}{\partial x} = (2T_0^2 p + 2\tau T_0 T_{0x}) \partial x \\
\frac{\partial \omega}{\partial y} = (2T_0^2 q + 2\tau T_0 T_{0y}) \partial x \Rightarrow 
\frac{\partial \omega}{\partial x} = \frac{p}{2T_0 T_{0x}}, \\
\frac{\partial \omega}{\partial y} = \frac{q}{2T_0 T_{0y}}.
\end{cases} \Rightarrow 
\frac{\partial \omega}{\partial x} = \frac{1}{2T_0 T_{0x}}, \frac{\partial \omega}{\partial y} = \frac{1}{2T_0 T_{0y}}.$$

Note that either using $\frac{\partial \omega}{\partial x}^2 + \frac{\partial \omega}{\partial y}^2 = 4T_0^2 S^2$ or plugging $(p, q)$ into Eq. (5), we get an equation of $\partial \omega$ to solve for $\partial \omega$ to get $\tau_{CW} = \frac{\tau_{W} - \tau_{C}}{\frac{1}{2T_0 T_{0x}} + \frac{1}{2T_0 T_{0y}}}$. Now using second equation in Eq. (8), we have $\tau = \tau_W + [2T_0^2 (p^2 + q^2) + 2\tau T_0 (T_{0x} p + T_{0y} q)] \partial \omega$, solve for $\tau$ to get $\tau_{WC} = \frac{\tau_{W} - \tau_{C}}{\frac{1}{2T_0 T_{0x}} + \frac{1}{2T_0 T_{0y}}}$.

We present the local solver.

**Local Solver:**

1. Initialization: assign initial boundary values on boundary grid points.
2. Gauss–Seidel iteration: sweeping the domain with four alternating orderings repeatedly:

![Fig. 1. Rectangular mesh.](image-url)
With the factorization $T = \frac{T_0}{\tau}$, guarantees the convergence of $T$. Numerical tests when maximum difference between two consecutive iterations is less than 10$^{-9}$. In these tests errors are measured in maximum norm. Convergence criterion for all fast sweeping iterations is

\begin{enumerate}
\item $i = 1 : I, j = 1 : J$.
\item $i = 1 : I, j = J : 1$.
\item $i = I : I, j = 1 : J$.
\item $i = I : I, j = J : 1$.
\end{enumerate}

- At each grid point, discretize the factored eikonal equation on 4 triangles $\Delta CEN$, $\Delta CNW$, $\Delta CWS$ and $\Delta CSE$, and solve the discretized equations on each triangle. For example, on triangle $\Delta CWS$, solve Eq. (7) for two possible roots, $\tau_{C1}$ and $\tau_{C2}$.

- If there are two real roots, $\tau_{C1}$ and $\tau_{C2}$, then
  - if both $\tau_{C1}, \tau_{C2}$ satisfy the causality condition, then $T_{WS} = \min\{\tau_{C1}T_0(C), \tau_{C2}T_0(C)\}$.
  - else if $\tau_{C1}$ satisfies the causality condition, then $T_{WS} = \tau_{C1}T_0(C)$.
  - else if $\tau_{C2}$ satisfies the causality condition, then $T_{WS} = \tau_{C2}T_0(C)$.
  - else if none of the two roots satisfies the causality condition, then use the method of characteristics on edges $WC, SC$ to get $\tau_{WC}$ and $\tau_{SC}$. Enforce causality $\tau_{WC}T_0(C) \geq T_W, \tau_{SC}T_0(C) \geq T_S$. And choose $T_{WS} = \min\{\tau_{WC}T_0(C), \tau_{SC}T_0(C)\}$.
  - else, use the method of characteristics on edges $\overline{WC}, \overline{SC}$ to get $\tau_{WC}$ and $\tau_{SC}$. Enforce causality $\tau_{WC}T_0(C) \geq \tau_{W}, \tau_{SC}T_0(C) \geq \tau_{S}$. And choose $T_{WS} = \min\{\tau_{WC}T_0(C), \tau_{SC}T_0(C)\}$.
  - Choose the minimum from 4 triangles, $T_C = \min\{T_{EN}, T_{NW}, T_{WS}, T_{SE}\}$.

- $\tau_C = \frac{\tau_C}{\tau_C}$. 

\textbf{Remark 1.} The boundary condition can be assigned by two ways. At a boundary point $x_0$, (1), if $T_0(x_0) \equiv 0$, then $\tau(x_0) = \frac{T(x_0)}{T_0(x_0)}$. (2), if $T_0(x_0) = 0$, e.g., at a source point, $T(x_0)$ is also 0. From l'Hospital rule or Eq. (5), we have $\tau(x_0) = \alpha(x_0)$.

\textbf{Remark 2.} If $T_0 = 0$ at some point away from the source point(s), then the division by $T_0$ doesn’t hold anymore. A shift of $T_0$ by adding a large enough positive constant is needed in this case. The shifted $T_0$ is positive and satisfies the same eikonal Eq. (4).

\textbf{Remark 3.} Analytically, the original eikonal equation for $T$ and the factored eikonal equation for $\tau$, including the method of characteristics are all equivalent. However, the latter approach will give better approximations for $\nabla T$ near a source point. With the factorization $T = \tau T_0$ we avoid taking $\nabla T$ directly. Instead we have $\nabla T = \nabla \tau T_0 + \tau \nabla T_0$ in which $T_0$ captures the point singularity and $\nabla T_0$ is precisely known away from the source point. By solving a differential equation for $\tau$ we achieve better approximations. Therefore, $\tau T_0$ is also more accurate. Another important point is that the causality condition for $\tau$ is equivalent to the one for $T$ and we know the enforcement of the causality condition during the fast sweeping iteration guarantees the convergence of $T$ for the original eikonal equation [26].

4. Numerical tests

In this section we test our numerical algorithm on a variety of examples to demonstrate both accuracy and efficiency. Eq. (1) has analytical solutions for the case of point source and some special forms of the slowness function $S(x)$. In Examples 1–7, we use analytical examples to test the proposed numerical scheme. In Examples 2 and 4, we test cases with two source points. In these tests errors are measured in maximum norm. Convergence criterion for all fast sweeping iterations is when maximum difference between two consecutive iterations is less than $10^{-9}$.

For completion analytical derivations of these examples are included in the Appendix.

\textbf{Example 1} (Constant gradient of slowness squared). As shown in Appendix A, when a point source is located at point $x_0$ and the slowness distribution has the form

$$S^2(x) = S_0^2 + 2g_0 \cdot (x - x_0)$$

with constant $S_0$ and $g_0$, then the analytical solution is

$$T(x) = \frac{S^2}{\sigma} - \frac{|g_0|^2}{6} \sigma^2,$$

where

$$\sigma = \frac{2 \left( S_0^2 \pm \sqrt{S_0^4 - |g_0|^2 |x - x_0|^2} \right)}{|g_0|}$$

and

$$S(x) = \sqrt{\frac{S^2(x) + S_0^2}{2}} = \sqrt{S_0^2 + g_0 \cdot (x - x_0)}.$$
In general, two different solutions exist for two different signs in Eq. (11). The branch of the solution that turns into the constant-slowness solution for \( g_0 \) approaching \( \mathbf{0} \) corresponds to the negative sign and can be written in the alternative form

\[
\sigma^2 = 2 \left( \frac{\sqrt{s^2 - |g_0|^2} - |x - x_0|^2}{|g_0|^2} \right) = \frac{2|x - x_0|^2}{s^2 + \sqrt{s^4 - |g_0|^2}|x - x_0|^2},
\]

which avoids division by zero.

We test one setup with parameters:

- \( x_0 = (0, 0) \)
- computational domain (km): \([0, 1.5] \times [0, 0.5]\)
- \( S_0 = 2 \text{s/km} \)
- \( g_0 = (0, -3) \text{s}^2/\text{km}^3 \)

Table 1 shows the results by both the factored and the original eikonal equation. Fig. 2 shows the plots of analytical solutions. The analytical solution is plotted on a 150 \times 50 mesh. The comparison of solutions is plotted in the region \([0, 0.5] \times [0, 0.5]\) on a 50 \times 50 mesh. As shown in the figure, there is a “shadow zone” for the analytical solution where no characteristics of \( T \) can enter, resulting in the non-existence of an analytical solution in this region. In other words, the square root in Eq. (11) does not hold in this region since it is a square root of some negative value. For comparison purpose, we measure errors only in the sub-domain \([0, 0.5] \times [0, 0.5]\), although the numerical solution can still be computed in the whole domain. The results show that the factored eikonal equation captures the right causality of the solution. The computation is as efficient as solving the original eikonal equation using fast sweeping method. At the same time the numerical solution is much more accurate in terms of both the error magnitude and order of convergence thanks to the fact that the singularity at the point source is well captured by the distance function. For our first order upwind scheme a perfect first order of convergence is achieved. On the other hand a first order discretization of the original eikonal equation cannot achieve first order accuracy due to the singularity at the point source.

### Example 2.

**Constant gradient of slowness squared continued.**

In this example, we test a case with two source points located at \((0,0)\), \((1.5,0)\). The equation and computational domain are the same as in Example 1. Three choices of \( T_0 \) are tested:

- (1) \( T_0 = \min\{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1.5, 0)\} \), which is the distance function to the two source points and satisfies \( |\nabla T_0| = 1 \) in the viscosity sense. Both \( T_0 \) and \( T \) have singularities at the same equal distance locations.
- (2) \( T_0 = \text{dist}(x, y, 0, 0) \times \text{dist}(x, y, 1.5, 0) \), in which case \( |\nabla T_0| \) can be computed exactly and \( T_0 \) is smooth away from the two point sources.
- (3) \( T_0 = \min\{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1.5, 0), \text{dist}(x, y, 0.75, -0.1)\} \), in which case \( |\nabla T_0| = 1 \) in the viscosity sense. Both \( T \) and \( T_0 \) have singularities but at different locations.

To make sense of the factorized equation mathematically, \( \nabla T_0 \) has to exist. For choice 1 and choice 3, \( T_0 \) has singularities in addition to point singularities. We use different approximations of \( \nabla T_0 \) to cope with the singularities. For choice 2, \( T_0 \) is smooth away from source points, so exact \( \nabla T_0 \) is used. Since the exact solution \( T \) has a “shadow zone” for the same reason as in Example 1, we again measure error only in the region \([0, 1.5] \times [0, 0.25]\).

### Table 1

**Example 1: numerical error.**

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of ( T ) on ([0, 0.5] \times [0, 0.5])</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150 \times 50</td>
<td>0.0010702</td>
<td>3</td>
</tr>
<tr>
<td>300 \times 100</td>
<td>0.0005348</td>
<td>3</td>
</tr>
<tr>
<td>600 \times 200</td>
<td>0.0002673</td>
<td>3</td>
</tr>
<tr>
<td>1200 \times 400</td>
<td>0.0001336</td>
<td>3</td>
</tr>
<tr>
<td>Original eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150 \times 50</td>
<td>0.0214127</td>
<td>3</td>
</tr>
<tr>
<td>300 \times 100</td>
<td>0.0129566</td>
<td>3</td>
</tr>
<tr>
<td>600 \times 200</td>
<td>0.0076381</td>
<td>3</td>
</tr>
<tr>
<td>1200 \times 400</td>
<td>0.0044107</td>
<td>3</td>
</tr>
</tbody>
</table>
Table 2 shows the results with $\nabla T_0$ chosen in the following way. For choice 1, $T_0$ has singularities at equal distance line, we choose $\nabla T_0 = \nabla \text{dist}(x, y, 0, 0)$ at equal distance line and exact $\nabla T_0$ elsewhere in our test. Similarly, for choice 3, at equal distance line, if $\text{dist}(x, y, 0, 0) < \text{dist}(x, y, 1.5, 0)$ we choose $\nabla T_0 = \nabla \text{dist}(x, y, 0, 0)$, if $\text{dist}(x, y, 1.5, 0) < \text{dist}(x, y, 0, 0)$ we choose $\nabla T_0 = \nabla \text{dist}(x, y, 1.5, 0)$, and exact $\nabla T_0$ is used elsewhere.

First we can see that with choice 1 and 2, the factored eikonal equation has much better results than the original eikonal equation. Although choice 1 has better results than choice 2, since the singularities of $T$ and $T_0$ coincide at the equal distance line and characteristics flow into singularities similarly in both cases, choice 1 is impractical in general. For choice 3, $T_0$ has singularities at different locations from those of $T$, it needs more iterations and produces much worse results since the
characteristics (or causality) of the original eikonal equation are messed up at singularities of $T_0$. However, it is interesting to note that results are still first order. In conclusion, one should choose $T_0$ that captures source singularities while being smooth elsewhere like the product of distance functions to point sources.

If for choice 1 and choice 3, $\nabla T_0$ is approximated with upwind finite differences instead of being chosen as above, as shown in Table 3, choice 1 still has good results, but not as good as in Table 2 since $\nabla T_0$ is not exact, however, choice 3 does not work anymore, the iterations don’t converge due to the poor approximation of $\nabla T_0$ at kinks where $\nabla T_0$ is not well-defined.

**Example 3 (Constant gradient of velocity).** When a point source is located at point $x_0$ and the slowness distribution has the form

$$\frac{1}{S(x)} = \frac{1}{S_0} + G_0 \cdot (x - x_0)$$  \hspace{1cm} (14)

with constant $S_0$ and $G_0$ (constant gradient of velocity), the analytical solution is

$$T(x) = \frac{1}{|G_0|} \arccosh \left( 1 + \frac{1}{2} \frac{S(x) S_0 |G_0|^2 |x - x_0|^2}{1} \right),$$  \hspace{1cm} (15)

where $\arccosh$ is the inverse hyperbolic cosine function

$$\arccosh(z) = \ln \left( z + \sqrt{z^2 - 1} \right).$$

We test one setup with parameters:

- $x_0 = (0, 0)$
- computational domain (km): $[0, 1] \times [0, 0.5]$  
- $S_0 = 2$ s/km  
- $G_0 = \{0, -1\}$ 1/s

**Table 4** shows the results by both the factored and the original eikonal equation. **Fig. 3** shows the plots of analytical and numerical solutions. The analytical solution is plotted on a $160 \times 80$ mesh. The comparison of solutions is plotted on an $80 \times 80$ mesh. As shown in bottom figure (circled region), some of the characteristics of $T$ don’t stay in the computational domain all the time. They leave the computational domain and come back. In our numerical computation we don’t assume knowledge of this behavior (as in practice) and just use outflow boundary condition at the computational domain. Hence we don’t measure error due to the wrong boundary condition. We only record error in the region $[0, 0.5] \times [0, 0.5]$, although the numerical computation is done in the whole domain with outflow boundary condition. The results show the same observations as in Example 1.
Example 4. [Constant gradient of velocity continued] In this example, we test one case with two source points (0,0), (1,0). Similar choices of $T_0$ are tested as in Example 2:

1. $T_0 = \min\{\text{dist}(x,y,0,0), \text{dist}(x,y,1,0)\}$,
2. $T_0 = \text{dist}(x,y,0,0) \times \text{dist}(x,y,1,0)$,
3. $T_0 = \min\{\text{dist}(x,y,0,0), \text{dist}(x,y,1,0), \text{dist}(x,y,0.5,-0.1)\}$.

Tables 5 and 6 show the results with $\nabla T_0$ chosen as in Example 2. For upwind approximations of $\nabla T_0$, choice 1 has similar results as in Example 2, however, choice 3 works in this case with first order accuracy. But error magnitude is worse than the original eikonal equation and more iterations are needed to converge.

Example 5. In this example, we take the analytical solution from Example 3 as $T_0$ in Example 1. Table 7 shows the results by the factored eikonal equation. Fig. 4 shows the analytical solution on a 150 × 50 mesh and the comparison of solutions on a 50 × 50 mesh.

Example 6. In this example, we take the analytical solution from Example 1 as $T_0$ in Example 3. Since $T_0$ has a “shadow zone”, we restrict our computation to the domain $[0,0.5] \times [0,0.5]$ (km).

Table 8 shows the results by the factored eikonal equation. Fig. 5 shows the plots of analytical and numerical solutions on an 80 × 80 mesh.
Remark. These two examples demonstrate that as long as \( T_0 \) captures the singularity of \( T \) at source points, using factored eikonal equation can improve the numerical results.

**Example 7.** In this example, we test a model with a plane-wave source, the analytical solution is:

\[
T(x) = \mathcal{S}^2 \sigma - \left| g_0 \right|^2 \frac{\sigma^2}{6},
\]

where

\[
\sigma = \frac{\sqrt{S^2 - S_0^2 - 2g_z(z - z_0)}}{|g_x|} = \frac{\sqrt{S^2 - S_0^2 - 2g_z z}}{|g_x|},
\]

\( \mathcal{S} \) is as in Eq. (12), \( x = (x, z) \) and \( g_0 = (g_x, g_z) \).

**Table 5**
Example 4: numerical error.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of ( T )</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation: ( T_0 = \min{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1, 0)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.007115</td>
<td>5</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.003555</td>
<td>5</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.001777</td>
<td>5</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.000888</td>
<td>5</td>
</tr>
<tr>
<td>Factored eikonal equation: ( T_0 = \text{dist}(x, y, 0, 0) \times \text{dist}(x, y, 1, 0) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0031731</td>
<td>5</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0015822</td>
<td>5</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0007902</td>
<td>5</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0003949</td>
<td>5</td>
</tr>
<tr>
<td>Factored eikonal equation: ( T_0 = \min{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1, 0), \text{dist}(x, y, 0.5 \pm 0.1)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0198242</td>
<td>9</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0097473</td>
<td>9</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0046399</td>
<td>9</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0022761</td>
<td>9</td>
</tr>
<tr>
<td>Original eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0140801</td>
<td>5</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0084309</td>
<td>5</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0049316</td>
<td>5</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0028312</td>
<td>5</td>
</tr>
</tbody>
</table>

**Table 6**
Example 4: upwind approximation of \( \nabla T_0 \).

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of ( T )</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation: ( T_0 = \min{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1, 0)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0022748</td>
<td>5</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0011893</td>
<td>5</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0006069</td>
<td>5</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0003067</td>
<td>5</td>
</tr>
<tr>
<td>Factored eikonal equation: ( T_0 = \min{\text{dist}(x, y, 0, 0), \text{dist}(x, y, 1, 0), \text{dist}(x, y, 0.5 \pm 0.1)} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0198242</td>
<td>9</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0097473</td>
<td>9</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0046399</td>
<td>9</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0022761</td>
<td>9</td>
</tr>
<tr>
<td>Original eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>160 \times 80</td>
<td>0.0140801</td>
<td>5</td>
</tr>
<tr>
<td>320 \times 160</td>
<td>0.0084309</td>
<td>5</td>
</tr>
<tr>
<td>640 \times 320</td>
<td>0.0049316</td>
<td>5</td>
</tr>
<tr>
<td>1280 \times 640</td>
<td>0.0028312</td>
<td>5</td>
</tr>
</tbody>
</table>

**Table 7**
Example 5: numerical error.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of ( T ) on ([0.0.5] \times [0.0.5])</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150 \times 50</td>
<td>0.0021033</td>
<td>3</td>
</tr>
<tr>
<td>300 \times 100</td>
<td>0.0010510</td>
<td>3</td>
</tr>
<tr>
<td>600 \times 200</td>
<td>0.0005253</td>
<td>3</td>
</tr>
<tr>
<td>1200 \times 400</td>
<td>0.0002626</td>
<td>3</td>
</tr>
</tbody>
</table>
We test the model with parameters:

- plane-wave source on \( z = 0 \);
- computational domain (km): \([0, 1.5] \times [0, 0.5] \);

**Table 8**

Example 6: numerical error.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of ( T ) on ([0, 0.5] \times [0, 0.5])</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80 × 80</td>
<td>0.0012770</td>
<td>3</td>
</tr>
<tr>
<td>160 × 160</td>
<td>0.0006377</td>
<td>3</td>
</tr>
<tr>
<td>320 × 320</td>
<td>0.0003186</td>
<td>3</td>
</tr>
<tr>
<td>640 × 640</td>
<td>0.0001592</td>
<td>3</td>
</tr>
</tbody>
</table>

**Fig. 4.** Example 5. Top: analytical solution with a shadow zone. Bottom (left: contour plots, right: zoom in): green line – analytical solution, red dashed line – factored eikonal equation, blue dotted line – original eikonal equation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

**Fig. 5.** Example 6. Left: analytical solution. Middle and right (contour plots and zoom in): green line – analytical solution, red dashed line – factored eikonal equation, blue dotted line – original eikonal equation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 9
Example 7: $T_0(x, z) = S_0 z$.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Error of $T$ on $[0.75, 1.5] \times [0, 0.5]$</th>
<th># Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factored eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150 x 50</td>
<td>0.0003085</td>
<td>2</td>
</tr>
<tr>
<td>300 x 100</td>
<td>0.0001540</td>
<td>2</td>
</tr>
<tr>
<td>600 x 200</td>
<td>0.0000770</td>
<td>2</td>
</tr>
<tr>
<td>1200 x 400</td>
<td>0.0000385</td>
<td>2</td>
</tr>
<tr>
<td>Original eikonal equation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150 x 50</td>
<td>0.0039623</td>
<td>2</td>
</tr>
<tr>
<td>300 x 100</td>
<td>0.0019791</td>
<td>2</td>
</tr>
<tr>
<td>600 x 200</td>
<td>0.0009891</td>
<td>2</td>
</tr>
<tr>
<td>1200 x 400</td>
<td>0.0004944</td>
<td>2</td>
</tr>
</tbody>
</table>

- $S_0 = 2$ s/km;
- $g_0 = (1, -3)$ s²/km³.

First we choose $T_0(x, z) = S_0 z$. Table 9 shows the results by both the factored and the original eikonal equation. Fig. 6 shows the plots of analytical and numerical solutions on a 150 x 50 mesh. It is easy to see that characteristics of $T$ starting from the prescribed boundary cannot cover the whole computational domain, especially the up-left region (circled region) of the computational domain. Again we don’t assume any knowledge of this scenario and use outflow boundary condition for our numerical computation. For this reason we record error only in the region $[0.75, 1.5] \times [0, 0.5]$ although the numerical computation is done in the whole domain. Since there is no point source singularity in this problem, we see both methods achieve first order accuracy. However, the factored eikonal equation still produces much better accuracy.

Next we choose $T_0(x, z) = \int_0^z S(z)dz$ with $S(z) = \int_{x_{\text{min}}}^{x_{\text{max}}} S(x, z)dx$, using the factored eikonal equation. Table 10 shows the results by the factored eikonal equation. Fig. 7 shows the plots of numerical solutions on a 150 x 50 mesh.

---

Fig. 6. Example 7 with $T_0(x, z) = S_0 z$. Top: analytical solution. Middle and bottom (contour plots and zoom in): green line – analytical solution, red dashed line – factored eikonal equation, blue dotted line – original eikonal equation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In this example, we apply our method to the famous Marmousi model [21] using both a point source and a plane-wave source. We choose $T_0$ as the distance function to the source point and $T_0(x, z) = \frac{\sqrt{z}}{z}$ respectively for the factored eikonal equation.

Fig. 8 shows the results by both the factored and the original eikonal equation on a $2301 \times 751$ mesh (grid size 4 m). The results are computed with C code programmed by Microsoft Visual C++ 6.0 on PC(Intel(R)Core(TM)2 CPU T5500@1.66GHZ). With tolerance $= 10^{-9}$, for the point source case, the original eikonal equation takes 28 iterations, CPU time: 54 s, the factored eikonal equation takes 18 iterations, CPU time: 74 s. For the plane-wave source case, the original eikonal equation takes 26 iterations, CPU time: 48 s, the factored eikonal equation takes 18 iterations, CPU time: 70 s. We see that the factored eikonal equation takes a little more time due to more complicated algebraic operations for the local solver at each grid point.

5. Conclusions

We have demonstrated that the fast sweeping method based on the factored eikonal equation improves the accuracy of the numerical solution to the original eikonal equation while maintaining the efficiency of the classical fast sweeping meth-
In the case of a point source problem, the singularity at the source can be removed effectively by the factored eikonal equation. For multi-point sources, the smoothness of $T_0$ away from the source points is essential to obtain better accuracy without losing efficiency. Both for individual point sources and simultaneous point sources, as well as plane-wave sources, we observe a significant improvement in accuracy.

Fig. 8. Marmousi model with (a) point source and (b) plane-wave source. From top to bottom: slowness field, factored eikonal equation and original eikonal equation.
Appendix A. Analytical traveltimes in the linear sloth\textsuperscript{1} model

In this appendix, we provide analytical solutions of the eikonal Eq. (1) for the special case of a constant gradient of slowness squared
\[ S^2(x) = S_0^2 + 2 g_0 \cdot (x - x_0) \]  
and a point-source or plane-wave boundary conditions. More general solutions of this kind are provided in [11].

We use the classic Hamilton–Jacobi theory and the method of characteristics [6]. The characteristics of Eq. (1) are described by the following system of ODEs
\[
\begin{align*}
\frac{dx}{d\sigma} &= p, \\
\frac{dp}{d\sigma} &= S(x) \nabla S, \\
\frac{dT}{d\sigma} &= S^2(x).
\end{align*}
\]  
Solving the initial-value problem \( x(0) = x_0, p(0) = p_0 \) for Eq. (19), we obtain
\[ p(\sigma) = p_0 + g_0 \sigma. \]  
Solving Eq. (18) leads to
\[ x(\sigma) = x_0 + p_0 \sigma + g_0 \frac{\sigma^2}{2}. \]

Rays, described by Eq. (22), are parabolic trajectories, analogous to trajectories of mechanical particles traveling with a constant acceleration. In the special case of a zero gradient, the trajectories are straight lines. Eq. (20) transforms to
\[ \frac{dT}{d\sigma} = p(\sigma) \cdot p(\sigma) = S_0^2 + 2 p_0 \cdot g_0 \sigma + g_0 \cdot g_0 \sigma^2. \]  
with \( p_0 \cdot p_0 = S_0^2 \). Its solution takes the form
\[ T(\sigma) = S_0^2 \sigma + p_0 \cdot g_0 \sigma^2 + g_0 \cdot g_0 \frac{\sigma^3}{3}. \]

A.1. Point source

From Eq. (22), we derive
\[ S^2(x_1) - S^2(x_0) = 2 g_0 \cdot (x_1 - x_0) = 2 g_0 \cdot p_0 \sigma + g_0 \cdot g_0 \sigma^2 \]  
or
\[ g_0 \cdot p_0 = \frac{S^2(x_1) - S^2(x_0) - |g_0|^2 \sigma^2}{2 \sigma}. \]

Additionally, Eq. (22) leads to
\[ |x_1 - x_0|^2 = S^2(x_0) \sigma^2 + g_0 \cdot p_0 \sigma^3 + |g_0|^2 \sigma^4 \]  
or, substituting Eq. (26),
\[ |x_1 - x_0|^2 = S^2(x_0) \sigma^2 + \frac{S^2(x_1) - S^2(x_0) - |g_0|^2 \sigma^2}{2} \sigma^2 + |g_0|^2 \sigma^4 = \frac{S^2(x_1) + S^2(x_0)}{2} \sigma^2 - |g_0|^2 \frac{\sigma^4}{4}. \]

The last equation is a quadratic equation for \( \sigma^2 \) and can be solved analytically, as follows:
\[ \sigma = \frac{\sqrt{2(S^2 \pm \sqrt{S^4 - |g_0|^2 |x_1 - x_0|^2})}}{|g_0|}, \]

where
\[ S(x_0, x_1) = \sqrt{\frac{S^2(x_1) + S^2(x_0)}{2}} = \sqrt{S^2(x_0) + g_0 \cdot (x_1 - x_0)}. \]

\textsuperscript{1} Square of the slowness.
Finally, we can substitute Eqs. (26) and (30) into (24) to find the analytical two-point traveltime for the constant-slowness-gradient case

\[ T(x_0, x_1) = \frac{S^2}{2} \sigma - 3\frac{S_0^2}{6}, \]

where \( \sigma \) can be one of the two solutions in Eq. (29). Eq. (31) coincides with (10) in the main text.

### A.2. Plane-wave source

In the case of a plane-wave source \( p_0 = (0, p_x) \) at the surface \( x_0 = (x_0, 0) \), Eqs. (25), (22), and (24) transform to

\[ S^2 = S_0^2 + 2g_1 p_x \sigma + (g_2^2 + g_3^2) \sigma^2, \]

\[ z = z_0 + p_x \sigma + g_2 \frac{\sigma^2}{2}, \]

\[ T = S_0^2 \sigma + p_x g_2 \sigma^2 + (g_2^2 + g_3^2) \frac{\sigma^3}{3}, \]

where \( g_x \) and \( g_z \) are components of \( \mathbf{g}_x \). Simple calculation (34) \(-0.5\sigma \cdot (32)\) gives

\[ T(x) = S^2 \sigma - (g_x^2 + g_z^2) \frac{\sigma^3}{6}. \]

where \( S = \sqrt{S(x) \cdot S(x)} \). Notice that the formula is the same as point source. The only difference is that

\[ \sigma = \sqrt{S^2 - S_x^2 - 2g_z(z - z_0)} \frac{S_x}{|g_x|}, \]

which is obtained by solving the quadratic equation of (32) \(-2g_z \cdot (33)\).

### Appendix B. Analytical traveltimes in the linear velocity model

To derive analytical traveltimes for the case of the slowness distribution of the form

\[ \frac{1}{S(x)} = \frac{1}{S_0} + \mathbf{g}_0 \cdot (x - x_0), \]

it is convenient to change the variable in the ODE system (18)–(20) to put it in the form

\[ \frac{d\mathbf{x}}{d\xi} = \frac{\mathbf{p}}{S^2(x)}, \]

\[ \frac{d\mathbf{p}}{d\xi} = \nabla S = -\nabla \left( \frac{1}{S(x)} \right), \]

\[ \frac{dT}{d\xi} = \frac{1}{S(x)} \]

where \( d\xi = S(x) d\sigma \). The solution of Eq. (37) for the initial condition \( \mathbf{p}(0) = \mathbf{p}_0 \) is

\[ \mathbf{p}(\xi) = \mathbf{p}_0 - \mathbf{g}_0 \xi. \]

Therefore,

\[ S^2(x) = \mathbf{p} \cdot \mathbf{p} = \mathbf{p}_0 \cdot \mathbf{p}_0 - 2 \mathbf{p}_0 \cdot \mathbf{g}_0 \xi + \mathbf{g}_0 \cdot \mathbf{g}_0 \xi^2. \]

Substituting (40) in Eq. (38), we can solve this ODE analytically to obtain

\[ T(\xi) = \frac{1}{|\mathbf{g}_0|} \arccosh \left( 1 + \frac{|\mathbf{g}_0|^2 \xi^2}{S_0^2 + S_0 S(x) - \mathbf{p}_0 \cdot \mathbf{g}_0 \xi} \right). \]

Let \( \alpha = \mathbf{p} \cdot (x - x_0) \). The chain rule shows that

\[ \frac{d\alpha}{d\xi} = \frac{d\mathbf{p}}{d\xi} \cdot (x - x_0) + \mathbf{p} \cdot \frac{d\mathbf{x}}{d\xi} = -\mathbf{g}_0 \cdot (x - x_0) + \frac{\mathbf{p} \cdot \mathbf{p}}{S^2(x)} = -\mathbf{g}_0 \cdot (x - x_0) + \frac{1}{S(x)} = \frac{1}{S_0}. \]

Therefore \( \alpha = \xi/S_0 \).

Let \( \tau = (x - x_0) \cdot (x - x_0) \). The chain rule shows that

\[ \frac{d\tau}{d\xi} = 2 \frac{d\mathbf{x}}{d\xi} \cdot (x - x_0) = 2 \frac{\mathbf{p} \cdot (x - x_0)}{S^2(x)} = \frac{2 \xi}{S^2(x) S_0}. \]
Substituting Eq. (40) into (43) and integrating, we obtain

\[ r(n) = \frac{4 \xi^2}{S(x) S_0 ((S(x) + S_0)^2 - G_0 \cdot G_0 \xi^2)}. \]  
(44)

Finally, expressing \( \xi \) from equation Eq. (44) and substituting into Eq. (41), we obtain

\[ T(x) = \frac{1}{|G_0|} \arccosh \left( 1 + \frac{1}{2} S(x) S_0 |G_0|^{-2} |x - x_0|^2 \right), \]  
(45)

which is equivalent to Eq. (15) in the main text. Eq. (45) is well-known [18], its derivation is included here for completeness.
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